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Auditory Feedback for Navigation with Echoes in Virtual
Environments: Training Procedure and Orientation Strategies

Anastassia Andreasen, Michele Geronazzo, Member, IEEE,
Niels Christian Nilsson, Jelizaveta Zovnercuka, Kristian Konovalov, and Stefania Serafin

Fig. 1: The virtual environment used for training human echolocation resembled a dark virtual cave (left panel). Test participants
performed a navigation task which consists in finding the exit of a tunnel to the opening of the cave (right panel, 1-4 are photographs
in sequence of a trial) with different types of unimodal auditory or visual feedback. Real-time auralization was designed within
Steam Audio engine and delivered through headphones. An Oculus Rift and Touch controller supported the navigation.

Abstract— Being able to hear objects in an environment, for example using echolocation, is a challenging task. The main goal of the
current work is to use virtual environments (VEs) to train novice users to navigate using echolocation. Previous studies have shown
that musicians are able to differentiate sound pulses from reflections. This paper presents design patterns for VE simulators for both
training and testing procedures, while classifying users’ navigation strategies in the VE. Moreover, the paper presents features that
increase users’ performance in VEs. We report the findings of two user studies: a pilot test that helped improve the sonic interaction
design, and a primary study exposing participants to a spatial orientation task during four conditions which were early reflections (RF),
late reverberation (RV), early reflections-reverberation (RR) and visual stimuli (V). The latter study allowed us to identify navigation
strategies among the users. Some users (10/26) reported an ability to create spatial cognitive maps during the test with auditory
echoes, which may explain why this group performed better than the remaining participants in the RR condition.

Index Terms—Human echolocation, navigation, spatial cognition, virtual reality, sonic interactions, spatial audio, binaural synthesis
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1 INTRODUCTION

In the seminal 1974 paper ‘What Is it Like to Be a Bat?’ [32], Nagel
used the alien and ineffable mental life of bats to question common
held views about what it means to be conscious. While we may never
fully understand the subjective experience of bats, virtual reality (VR)
might be able to provide users with a glimpse of what it is like to be
a bat. Moreover, a particular feature of bats’ perceptual system has
proven to have many applications; namely echolocation. Echolocation
has for example been applied for military purposes (e.g., radar for
boats and planes), in robotics [6], and assistive technologies, where it
potentially enables people with visual disabilities to localize objects,
orient themselves, and navigate environments [44,53]. It is meaningful
to draw inspiration from bats when creating new echolocation technolo-
gies; it is also essential to establish the correct design patterns within
audio-visual frameworks for virtual environments (VEs).

This work is a continuation of ongoing research about embodiment
and navigation in VEs with echolocation that allows users to acquire
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spatial information about the surrounding environment. Echolocation
has been observed in bats, dolphins, whales, birds, and squirrels [20],
who are using ultrasonic sounds to attain spatial acuity. While there
is a huge evolutionary gap between human and mentioned animals in
navigating with echoes, due to different evolutionary paths, some blind
and sighted people are also able to echolocate [27]. However, they are
generally less proficient in echolocation tasks, and substantial training
is required in order to obtain this ability. In this paper, the main goal
is to train auditory navigation by developing learning environments
with VR technologies that would allow users to reach performances
comparable to the ground-truth condition of navigating with immersive
visual feedback. Skills requirements for human echolocation are rather
unknown. In [2], we conducted several pilot experiments suggesting
that people with musical backgrounds performed better when relying
on echolocation for completing a navigation task. Specifically, we
hypothesized that these users were trying to separate sound pulses from
reflections during a basic localization test, whereas non-musicians may
have oriented themselves only using reverberations. However, due to
perceptual variability among users and insufficient ability to describe
the spatial audio qualities that helped orientation in the environment,
the current work aims to discriminate more useful features. Therefore,
we considered trained musicians as a starting point, being aware of
future opportunities to apply our methodology with other user popu-
lations (e.g. based on rhythmic and dancing skills, or knowledge on
audio production). The main goal of this paper is to identify relevant
properties and specific aspects of human hearing and propioception
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which contribute to the design of better environmental acoustics and
auditory feedback for an improved quality of the experience during
navigation using echoes. Thus, we aimed at characterizing both users
and VEs, identifying peculiarities in navigation strategies; to the best
of the authors’ knowledge, there is little information about this topic
in the scientific literature. Therefore, the novel aspects of the current
work include the following challenges:

1. creating design patterns for a training simulator in VE;

2. identifying and designing the process for the training procedure;

3. classifying users’ navigation strategies;

4. further analyzing critical aspects that help trained musicians to
perform better in the VE by identifying users who are able to
more easily create spatial cognitive maps during the navigation
task.

The paper is structured as follows: Sec. 2 discusses recent literature
related to non-visual navigation with echos and VEs, Sec. 3 provides
technical details about auditory feedback design and system imple-
mentation, Sec. 4 describes the evaluation phase (participants, groups,
test protocol, and data analysis), Sec. 5 reports both quantitative and
qualitative results, Sec. 6 discusses key elements from the navigation
experience, and finally Sec. 7 summarizes the paper’s contributions
and discusses potential future work.

2 BACKGROUND

For navigation with echolocation in an environment, several features
should be highlighted, mainly the spatial domain (sound pulse emission)
and the time domain (level of details), which will be discussed in this
section.

Echolocation is a form of audio navigation in an environment. Thus,
the more in-depth discussion of the subject is intended to highlight
how this navigation process is supported by cognition. Neuroscientific
research has produced evidence suggesting that the human brain creates
certain associations related to the connected routes being navigated.
Distances and directions are calculated, and the boundaries of the
environment are predicted by keeping track of the displacement from
the point of origin during spatial navigation [56]. Each time such a
route is created, the brain calculates the potential outcome of the chosen
direction and the process starts again based on the obtained information
about the navigational boundaries in a specific direction [46]. Because
environmental terrain might include obstacles, the brain recalculates
the most optimal direction to the destination taking into account these
obstacles.

2.1 Navigation with auditory information

Spatial perception and cognition rely on multimodal information, and
especially navigation within an environment, is based on three comple-
mentary mechanisms [55]:

* knowledge about a point in space such as a landmark or a des-
tination, providing people with sensory information about their
current position and orientation;

* knowledge about a sequence of points (i.e. a path to a destination,
or “route knowledge”);

* integrated knowledge about the environment (i.e., cognitive-map
like knowledge, or “survey knowledge”), supporting the update
of the perceived position and orientation in space.

All these aspects contribute to build the so called spatial cognitive
map that people create during everyday exploration of an environment
by continuously update their self-position and orientation in both ego-
centric and allocentric spatial representations [10]. In particular for
VR scenarios, the auditory channel has been increasingly taken into
account, considering the constant evolution of algorithms for spatial
audio rendering [31,42]. Moreover, a recent systematic review of the
literature on sonification approaches [14] corroborated the idea that
spatial features of sound are particularly effective to sonify quantities
related to kinematics (i.e., relative to position and motion).

Studies in the fields of behavioral psychology, physiology, and neuro-
science support the dual interleaved representation of space in both goal-
dependent and -independent manners. The episodic memory and allo-
centric view is related to latter representation, while the goal-oriented

actions in egocentric view promotes the acquisition of landmarks and
route knowledge [11]. Place cells within the hippocampus activate
for the rapid associative memory connecting the goal and its environ-
ment, guiding navigation towards a desired destination, especially in
unfamiliar contexts. Because the cortex encodes human spatial skills,
the hippocampus is used for recovering such fine spatial details [28]
within the influence of task-dependent context cues in order to reinforce
memory [43]. Evidence lending credence to this claim has also been
produced using VEs [21].

Spatial features can be partially acquired without intentional, con-
scious focus resulting in learning with no extra workload [35]. For
instance, taxi drivers are really efficient at spatial navigation during
their routes, and structural brain changes may occur in their hippocampi
due to constant training [57]. This might be viewed as an indication
that training is essential in spatial orientation ability, and such an ac-
quired skill could be developed over time. Accordingly, interactive and
immersive VEs may increasingly be capable of supporting the sense
of environmental, personal, and social presence [43]. In particular,
algorithms for spatial audio rendering make it possible to direct users’
attention to specific aspects of the VR experience with an enhance-
ment in realism that could have a positive influence on performance,
workload, and spatial presence scores [9].

In the past decades, a large body of work has explored sensory sub-
stitution devices with a special focus on acoustic navigation-aids for
visually impaired people. This body of work includes research on ap-
plications providing enhanced spatial auditory cues to while walking in
an environment. One study explored the effects of non-speech auditory
beacons on navigation performance. The study involved sounds that
changed in timbre and position, and showed that practice using the
system improved both navigation speed and accuracy [50]. Viad et
al. focused specifically on systems for memorization of spatial scenes
by means of 3D audio and movement cues [48]. Katz and coworkers
developed a system exploiting a 3D audio VE to investigate structural
properties of spatial representations [25].

However, different navigation aids support different strategies for
collecting spatial information regarding the position, size, material,
and shape of sound reflecting objects [38]. In particular, orientation
strategies are characterized by reference point strategies [22] and cyclic
patterns [17]. The former requires walking back and forth from a
known location to a target destination (e.g., an object, a wall, or the
starting position), and the latter consists of successively visiting all
places before returning to the starting position.

Finally, it is worthwhile to notice the importance of providing users
with more options and flexibility in terms of the available navigation
aids in order to accommodate their individual sensory sensitivities (e.g.,
their level of visual or hearing impairment, their tolerated cognitive
load, and their situational preferences) [30]. In particular, Loomis and
colleagues studied the preferences and performances with simple and
single channel haptic or audio confirmations [30], spatial language
guidance, and spatialized sound indicating the location of the next way
point [26]. All these multimodal displays could be combined in order
to find the required precision in spatial navigation and localization of
objects in space.

2.2 Human Echolocation

Echolocation is a process of achieving visual acuity by continuously
perceiving reflected sounds (echos) from the environment [23]. Echoes
are the emitted sound pulses, revealed in the environment as reflections
and reverberations. Habitually obtained audio information from the
environment is used for spatial orientation and thus echolocation. The
process of sound acquisition is based on binaural processing, where
the interaural time difference (ITD) and interaural intensity difference
(IID) of a sound source between the two ears allow a user to localize
a sound in space [58]. Head-related transfer functions (HRTFs) de-
scribe listener’s acoustics in a three dimensional space, allowing for the
construction of source-listener spatial relations [58]. Amplitude mod-
ulations, reverberation, time and frequency disparities are constantly
processed by human hearing [53].

Studies have shown that human echolocators are able to navigate in
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environments with a certain degree of precision using self-generated
mouth clicks, reminiscent of the tongue clicks used by bats during
echolocation [45].Notably, expert echolocators may even be able to
estimate distances to objects and distinguish between objects that vary
in terms of shape, size, and other material attributes [44]. Clicks
emitted by human echolocators tend to have a duration of 3—15 ms with
peak frequencies ranging from 3-8 kHz [44]. Blind experts are very
good at retrieving spatial information through perception of reflections
and reverberation, and their ability to navigate based on audition is
sometimes considered to be “the second vision”, as the absence of
visual cues gives auditory perception a more dominant role in spatial
perception [29]. Indeed, based on the findings of neuroimagining
studies, it has been suggested that the visual cortex of blind people may
be co-opted for echolocation [44]. Notably, in the absence of visual
cues, head and body movements also play an important role in relation
to auditory perception of space during navigation [29].

It has been noticed that sighted people are able to learn echolocation
as well [16,47,52]. In the presence of two closely spaced audio signals
some information gets suppressed, which influences echolocation qual-
ity, especially when visual feedback is present. During multisensory
integration processes, vision tends to dominant in the spatial domain,
while audition tends to dominate in the temporal domain due to its
higher temporal acuity [13]. Reverberant environments influence audi-
tory perception if two coherent signals are sent from different locations
with a minor delay. That is, auditory system tends to detect the signal
which arrives first while suppressing the second one, which is called
the “precedence effect” [51]. Animals, such as bats, that are born with
echolocation abilities are able to distinguish spatial information of the
second order reflections, while humans suppress it. Thus, for audio
navigation we need to learn how to inhibit the precedence effect during
echolocation [52].

2.3 Echolocation in VR

VR technology provides the necessary tools for building safe train-
ing simulations [36], and makes it possible to control the visual and
acoustic setting separately. Thus, for a successful process of learning
echolocation it would be feasible to remove all visuals after a certain
amount of training and leave the participants to rely only on spatial
audio navigation. Nonetheless, large individual differences in spatial
abilities, spatial hearing skills, and familiarity with the VR equipment
also play a critical role, requiring a longer learning period for obtaining
acquired echolocation skills [16].

Since the ability to echolocate is contingent on natural and realistic
sound reconstruction in VEs, the following features should be taken
into account: the amplitude, the room size and architecture through
reverberation (time delay from the sonar signal emission to detect the
reflections), the frequency of the objects’ reflections, the absorption
properties of the materials through reflection from the surfaces, and
the positions of the sound sources, users included due to self-produced
audio. In general, sound has four-dimensional characteristics, as sounds
emitted from a source (e.g., human echolocator) propagates in cardioid
directivity patterns with a traveling distance of 2-10 meters, where
time is considered to be the fourth dimension (e.g., low frequencies
have longer decay time than high ones) [45]. For natural perception of
auralization of the VE, orientation with respect to the sound sources is
essential. Accordingly, HRTFs help to obtain spatial information from
the environment allowing for binaural processing.

In principle, all users should have their individually measured HRTFs
to be able to extract such information. However, obtaining individual
HRTFs recordings is impractical for most real-world applications due
to demanding requirements, such as a special measuring apparatus and
a time-consuming procedure. The most common practice in relation to
VR systems and applications is to use dummy-head HRTFs (generic
HRTFs hereafter) for all listeners, without any personalization proce-
dure. On the other hand, constant exposure to generic HRTF listening
and cross-modal (audio-video) learning could improve auditory source
localization [7]. However, employing generic HRTFs is always a sub-
optimal condition that introduces listener-specific degradation in sound
localization and immersion with high unpredictability [19].

QOculus Rift (HMD) =  camera

, e

S

@ Visual Feedback (HMD)
Audio Output (headphones)

v
—
=
= |

’?}

4 Unity
Steam Audio

Button Input (g enerahng mouth clic ks)

J

@
x
2 x Oculus Touch Controllers " camera

&

virtual cave

N

Fig. 2: System hardware/software specification: high-level view.

Evidence of reverberation influencing object detection and navi-
gation with echolocation has been confirmed by the recent scientific
literature [37,47] to the extent of small differences in pitch and loudness
that can be recognized by both visually-impaired and sighted people.
Reverberation provides information about the room volume: the bigger
the virtual space is the more reverberation the system should produce.
Furthermore, absorption characteristics of the material highly influence
the loudness of the reverberation [44].

As a consequence of the described auralization properties of the
VE, several approaches could be adopted from sound propagation
theories. According to [42], there are two main methods that are used
for sound propagation simulation—geometric and numeric. The first
method includes physically based models of ray-tracing and imitates
sound particles, which is widely used in computer graphics as well,
where sound is visualized as spatial propagation of the pulse response
from the sound source. The second method is used by directly solving
the wave equation, though it is computationally expensive.

The key aspects of the auditory feedback required for a rich percep-
tual construction of spatial maps of VEs while navigating with spatial
audio cues can be summarized as follows:

¢ binaural rendering through HRTFs;

* time delay from the sonar signal emission for the detection of

reflections;

» amplitude (loudness) and frequency of room/object reflections;

* absorption property of materials.

3 SYSTEM ARCHITECTURE

In this section, we describe the hardware and software characteristics of
our system with more emphasis on the audio architecture. The system is
developed with C# in Unity 3D. The echolocation subsystem is realized
with the Steam Audio plugin for Unity 3D.

3.1 VR Hardware for Virtual Echolocation

The system architecture consists of an Oculus Rift head-mounted dis-
play (HMD) with a resolution of 2160 x 1200, a refresh rate of 90Hz,
and a FOV of 110°. Two Oculus Touch controllers are used for gener-
ating the movement of the user’s avatar in the VE. Two buttons on the
right-hand controller are responsible for the movement of the virtual
avatar — "B” for forward movement and ”A” for backwards movement.
The heading direction is calculated as a direction between the two
Oculus Touch controllers (as a normal vector between the controllers
that is always pointing in the forward direction). Two Oculus cameras
are used for positional tracking of the HMD and controllers.
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Fig. 3: Simplified block diagram for binaural rendering and auralization.

3.1.1

To ease task completion, we aspired to make movement through the VE
intuitive and effortless. Specifically, we considered different interaction
hardware; that is, traditional peripherals (i.e., mouse and keyboard)
and VR controllers (i.e., two Oculus Touch controllers). The pilot test
involved traditional peripherals while the final navigation test involved
the Oculus Touch controllers.

Mouse and keyboard is traditionally considered an effortless means
of interacting with computers [34]. However, the mouse was disre-
garded for the pilot test, as it was likely to cause navigation difficulties
when used in combination with the Oculus Rift. Consequently, key-
board buttons (arrows ”Up” and "Down’’) were used for forward and
backward movement, while the “space” button — was used for gener-
ating the mouth-clicks making echolocation possible. Moreover, the
simplicity of the navigation controls was meant to ensure that partic-
ipants would focus on the auditory feedback rather than introducing
unnecessary cognitive load. Accordingly, movement along the ground
plane was implemented at a very low and constant pace (Unity speed
+= 0.1f), allowing the users to hear fine changes of the audio signals.

The pilot test, described in Sec. 4.2.1, revealed that keyboard nav-
igation was not beneficial for HRTF usage as it limited the users’
movements. Thus, for the navigation test, described in Sec. 4.2, the ”A”
and ”B” buttons of the right-hand Oculus Touch controller were used
for generating forward and backward movement. We chose this con-
trol scheme as PC users are familiar with keyboard “Up” and "Down”
arrow buttons for forward and backward movement. The direction of
movement was controlled by the orientation of the Touch controllers.
Decoupling the users’ movement and gaze direction increased the liveli-
hood that they would exploit the HRTF during head movements. The
”X” button on the left-hand controller was reserved for producing an
expert-generated mouth click. When ”X” was pressed the sound was
generated repeatedly with a constant interval of 1 ms.

Navigation Control

3.1.2 Audio Stimulus

The audio stimulus was delivered using a semi-closed Razer SWTOR
Gaming Headset. Ad-hoc filters provided by the manufacturer equal-
ized the played-back stimulus in order to reduce spectral variations and
coloration due to headphone repositioning which could be difficult to
predict also with individual headphone compensation [8,33]. Moreover,
it is worthwhile to notice that acquiring individual headphone response
is not trivial, requiring listeners to measure user-headphone acoustic
coupling before performing the listening test.!

Headphone’s contribution on immersive spatial audio is a controversial
topic. For example, there is no evidence in the scientific literature suggesting
degradation in localization due to headphones [40].

The mouth-click was generated in Matlab, based on the frequency
derived from studies of blind expert echolocators [45], and was pro-
duced by pressing the button ”X” of the left-hand controller. The overall
system setup is visible in Fig. 2.

3.2 Auditory Feedback for Virtual Echolocation

The Steam Audio engine performed all computations necessary for the
auralization, such as the amount and level of reflections, depending
on the user location in a scene, and the presence of obstacles/walls
in the VE. Steam Audio is a C-based framework that implements
physics-based sound behavior in VEs. It is a powerful tool for real-time
sound spatialization and propagation, providing high quality real-time
frequency dependent audio responses of auditory events that can be de-
signed to create different scenarios and tasks. Figure 3 depicts a typical
pipeline of audio-signal processing which is similarly implemented in
Steam Audio.

Among the different auralization parameters that allow a flexible
real-time acoustic simulation, Steam Audio implements HRTF fast
convolution, several options for occlusion and reflections considering
different types of raycasting, physics-based attenuation, air absorption,
direct and indirect mix level, and indirect artificial binaural reverbera-
tion (a similar auralization engine is described by Schissler, Nicholls,
and Mehra [39]). It also has a library of pre-made audio shaders repre-
senting different settings of frequency dependent sound absorption and
transmission. Significant changes in Steam Audio performance was de-
tected when quality and overall amount of rays used in raytracing were
increased. Accordingly, the most influential parameters were direct mix
Level and indirect mix Level (i.e., the amount of relevant reflections).
However, reverberation, reflection and occlusion effects can be either
real-time or baked to reduce CPU usage. The large VE created for the
current study resembled a real stone cave and was chosen due to its
high reverberation capacity and clear acoustic fingerprint. This design
decision was to the detriment of computational cost for large spaces.

3.2.1 Sonic Interaction Design for Echolocation in VR

The expert mouth-click was generated with Matlab algorithm described
by Thaler et al. [45]. It creates a 3ms-long signal simulating the same
mouth-click that blind experts use for echolocation (see Fig. 4 for a
graphical view of such a signal). The directivity pattern a click would
be cardioid with a constant sound propagation level within a 60° cone
and gradual level drop outside the cone. The main energy component
of the expert click varies in a range of 2-4kHz with an additional peak
at 10kHz.

Steam Audio had no controls over the directivity pattern. Particularly,
the sound propagation was omnidirectional and no possible changes
could be implemented using present settings. Therefore, a natural
human body absorption and reflection had to be simulated. For this
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Fig. 4: Expert-generated mouth click: waveform (top) and spectrogram
(bottom).

purpose, a 3D model of the human body, created using MakeHuman?2,

was imported to the scene. An audio source was placed in front of the
virtual avatar’s lips. A custom audio shader was placed on the avatar’s
model for imitating the frequency absorption and transmission of the
skin, muscles, and bones that would interfere with sound propagation
in real life. The Unity “Mesh Renderer” component was deselected for
making the 3D model invisible in the scene to limit the computational
power dedicated to rendering.

To simulate natural room acoustics the Steam Audio parameters had
to be adjusted correctly. With this in mind, we acquired a realistic
sound propagation based on analysis of the room impulse response
(RIR) of a real cave. RIR shows the response of a system to external
alterations [24]. The RIR of the real cave was compared with the
synthetic RIR of the VE designed with Steam Audio. The RIR of
the real cave was acquired from OpenAIR online impulse response
database’ and convolved with the expert mouth-click generated in
Matlab . The Hoffman Lime Kiln stone building with semi-cylindrical
shape and several open entrances similar our virtual settings was chosen
(real RIR hereafter, see Fig. 5(a) for the reference signal and Fig. 5(b)
for a picture of the measurement venue)*

Synthetic RIRs were acquired from audio output channels by per-
forming a click in the virtual cave with similar spatial arraignments of
the source (avatar’s position) and receiver (microphone’s position): a
source-receiver distance of 3m, and a microphone height of 1.2m.

Henceforth, real and synthetic reference clicks were analyzed in
terms of reverberation time (RT60) and direct-to reverberant ratio
(DRR). RT60 measures the amount of time necessary for an audio
signal to decay by 60 db in a large room according to standard ISO
3382-1:2009 [15]. The adopted algorithm uses reverse cumulative
trapezoidal integration to estimate the decay curve, and a linear least-
square fit to estimate the slope between 0 dB and -60 dB. DRR is a
measure that describes the energy ration between direct sound and
reverberations of an audio signal [49], and can be computed from the
following equation:

(€]

N

DRR = 10x/og10 (
x2
t=ty+L+1

fo+L 2
Zt:to—Lx >

where x is the impulse response of N samples, #; is the onset time, and
L is the length of the window which contains the early reflection part.

Fig. 5 depicts the final synthetic click in space resulting from a
manual tuning of Steam Audio parameters in order to have close RT60
and DRR values compared to the reference measurement. DRRs of
the real and synthetic RIRs were -2.29 and -2.72, respectively. The
mean RT60 in the real RIRs was 3.38s while in the virtual cave it was

Zhttp://www.makehumancommunity.org/

3http://www.openairlib.net/

“http://www.openairlib.net/auralizationdb/content/hoffmann-lime-kiln-
langcliffeuk . The picture of Hoffman Lime Kiln stone building was collected
from OpenAIR website.
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Fig. 5: Signal level comparison between real and synthetic clicks
in space. (a) and (b) are waveforms and spectrograms of real and
synthetic signals, respectively. Bottom pictures depict iconographic
representation of the involved RIRs.

4.95s. This small difference was due to the spatial dimensions of the
real and virtual environments not perfectly matching. The relevant final
Steam Audio settings can be summarized as follow. Bilinear HRTF
interpolation among available HRTFs was applied for directions of
direct sound together with physics-based attenuation based on inverse-
squared law with distance and frequency-dependent air absorption.
In the overall mix, direct level was set to 0.9 on a normalized scale
with real-time reflections mix level equal to 0.52 (min. value is O and
max. value is 16). Reverberation was continuously simulated with real-
time rays, and secondary rays and bounces were set to the maximum
allowed values. Moreover, frequency dependent transmission occlusion
was implemented via a partial method within the radius of 10 meters,
performing a raycasting from the source to the listener in order to
compute the desired proportion of occluded rays. In particular, the
mesh audio shader for the main VE material was set “Rock” which
acoustically absorbs all frequencies and has the following absorption
and scattering properties (all values are normalized in the range [0 1]):
* Low frequencies (band central frequency 400 Hz): absorption
equals to 0.13 and transmission equals to 0.015.
* Middle frequencies (band central frequency 2.5 KHz). absorption
equals to 0.20 and transmission equals to 0.002.
* High frequencies (band central frequency 15 kHz): absorption
equals to 0.24, and transmission equals to 0.001.
* Scattering: 0.05 (mirror-like manner).

4 METHODS

The main goal of the tests was to investigate whether echolocation
cues simulating real life experiences in the virtual cave were sufficient
for the correct navigation in the VE. Therefore, first the quality of
the audio cues provided by Steam Audio were assessed through the
pilot test, and subsequently the actual navigation test in the VE was
performed. Inspired by previous studies, our test design included a
training procedure followed by the actual test. The completion time
was between 40 minutes and 1 hours, and the training session lasted
between 20 and 30 minutes, depending on participants’ needs. For this
purpose we compared four conditions. The first three audio conditions
were devoid of visual feedback, and the fourth condition included
the visual-only feedback that acted as the ground-truth for navigation
performances in the test:
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1 RF: Unimodal auditory feedback based on reflection rendering only.
2 RV: Unimodal auditory feedback based on late reverberation only.

3 RR: Unimodal auditory feedback based on reflections together with
reverberation.

4 V: Unimodal visual feedback.

Both the pilot test and navigation test included the same training and
testing procedure. The difference between the two tests was the hard-
ware used for controlling the virtual movement, as described in Sec.
3.1. It should be stressed that the participants could visually experience
the virtual cave in the training sessions and the proposed navigation
task could be considered a spatial memory recall task with auditory
echos [10]. The immersion in a multimodal learning environment cog-
nitively allowed an integration of modalities that might be enhanced and
extended in order to get ideally comparable localization and navigation
performances between auditory echos cues and visual-only feedback.

All data was collected using non-probabilistic sampling method, in
particular convenience sampling. Both tests followed a within-subject
design. We conducted the experimental session at the Multisensory
Experience Lab, Aalborg University Copenhagen. For the pilot study,
6 participants (4 males and 2 female) were invited, ages between 23-38
(M =27.33, SD =5.75). They had 5 to 30 years of musical experience
(M =13.83, SD = 80.7). For the navigation test, 26 participants (18
males and 8 females) were invited, ages between 19-58 (M = 34.88,
SD = 10.3). They had 2 to 40 years of musical experience (M = 15.92,
SD = 10.2) and they did not participate in pilot test. The adopted
experimental procedures were in accordance with the Declaration of
Helsinki (Edition 2013). All participants were informed of the main
goal of the research and provided informed consent before the test
commenced. All participants reported that they had normal hearing and
that they were semi-professional musicians.

4.1 Training Procedure

Generating mouth-clicks is quite challenging, as it is difficult to produce
a very short click within a specific range, as described in Sec. 2.
Humans normally rely on multisensory integration when orienting
themselves in an environment. They primarily rely on vision, but the
vestibular, auditory, and somatosensory systems also play a central
role [12]. Therefore, it might be challenging for users without visual
impairments to primary rely on sounds when navigating in VR without
prior training. Additionally, novice users needs to get familiar with
the hardware and interaction techniques making virtual navigation
possible. Notably, it has been demonstrated that healthy individuals
can be trained to echolocate using mouth clicks or finger taps [47]. For
these reasons a training session was included.

When the training session started users were immersed into a version
of the VE that included both visual and auditory stimuli. The main
purpose was to make participants familiar with the VE and hardware
(Oculus Touch controllers and HMD), and at the same time to get them
acquainted with the clicking sound and its spatialization properties.
For this reason, users were asked to walk around the virtual cave and
explore how the sonic environment changed in response to the clicking
sounds. Specifically, they were encouraged to move close to the walls
and hear the sound reflections and reverberations, and move along the
virtual corridors and hear the changes in frequencies.

When they reported being familiar with the task, the virtual lights
were turned off. While in the dark VE, the users were asked to identify
directions to the walls and the corridors, and report if they were close
to or far away from a wall. These reports were based only on audio
navigation. After a five minute break, the navigation test started. After
the test the users filled in a digital questionnaire. The same procedure
was applied during the pilot test.

4.2 Spatial Orientation Test

The participants were tasked with finding their way out of the corri-
dor/tunnel to the bigger hall of the virtual cave (see Fig. 6 for a top view
map of the testing scenario). The starting positions and rotations were

Fig. 6: A top view map of the virtual cave. When colliders were
activated datalog file registered distance walked, time and number of
clicks.

randomized across conditions. As soon as the participants entered the
bigger hall, distance travelled, completion time, and amount of clicks
were logged for each participant.

By pressing the “X” button on the right-hand Oculus Touch con-
troller, participants were able to hear the clicking sounds through the
Razer SWTOR Gaming headphones and navigate the VE using echolo-
cation. Time, spectrum, and amplitude evolution of cliks in space
provided feedback to the participants in terms of distance to the ob-
jects/walls in the VE. The closer participants were to the walls the faster
the reflections returned to the participants and vice versa. In terms of
reverberation, the amplitude of the sound was higher when coming
closer to the walls.

During the navigation test the conductor was taking notes while
observing participants. The main reason for observing the participants’
behavior was to see if they appeared to employ a specific navigation
strategy, if they kept the button generating mouth-clicks pressed all the
time or only pressed it occasionally, and if participants appeared aware
of the obstacles/walls, which would indicated that they were able to
correctly distinguished between the audio signals .

After each condition, the participants were asked to fill a short
questionnaire. Because the main research objective was to determine
how well the participants could orient themselves using echolocation,
all the notes and questionnaire items were related to navigation quality.
The questionnaire contained four questions:

1. How informative do you think this condition was?

2. Which frequency helped you to navigate the most through the

environment (low, middle, high)?5

3. Describe how the chosen frequency helped you to navigate.

4. Describe which strategy you used (how did you orient yourself in
the environment, how did you walk, how much did you press the
button, if you pressed it during walking).

At the end of the test, the participants were asked to indicate which

of the three audio conditions they found the most informative in terms
of navigation.

4.2.1 Pilot Test

The technical goal for this test was to examine if the implemented
mouth-click and RIR were perceived as natural by the participants
in the designed environment. Furthermore, the overall goal of the
pilot test was to examine if the participants were able to navigate with
keyboard controls by hearing the different audio signals and echoes in
the VE. With exception of the varying navigation controls, described
in Sec. 3.1.1, the same procedure was used for both the pilot test and
the final navigation test. The results of the latter test are presented
in Sec 5. The data obtained from the pilot test were compared using
one-way ANOVAs to determine if there were statistically significant
differences between the four conditions (RR, RF, RV and V). Pairwise
comparisons of conditions were performed using Turkey HSD test with
95% confidence level.

5Tt is worthwhile to notice that all participants were semi-professional musi-
cians and some of them had audio production skills, thus resulting in precise
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Conditions H Group with spatial cognitive map (CM) [ Group without spatial cognitive map (N)
yvall dete.ctlon, wall detection,
informative reverb decay,
RR . . . S sound volume change when closer to the walls,
. spatial cognitive map - walls distance and direction, . . . .
Reflection reverb tail contained information about the space,
. sound spectrum was clear, .
Reverberation . high frequency preference,
high frequency preference,
head and body movements absent
head and body movements present
wall detection,
sound spectrum was clear, wall detection
RF spatial cognitive map - walls distance and direction, ’

artifact detection,
high and middle frequency preference,
head and body movements present

Reflections only

high frequency preference,
head and body movements absent

wall detection,

not informative reverb decay,

clear feeling of space,

spatial cognitive mapping - direction,
high frequency preference,

head and body movements present

RV
Reverberation only

volume change when closer to the walls,
artifact detection,

informative reverb and decay,

high frequency preference,

head and body movements absent

Table 1: Summary of main participants’ trends in the qualitative evaluation for each group divided by auditory feedback condition.

Distance walked (pilot test) Completion time (pilot test) Number of clicks (pilot test)
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Fig. 7: Boxplots summarizing the results of the pilot test related to
walked distance (left), completion time (middle), and number of clicks
(right).

In relation to completion time, the test showed statistical significance
between the four conditions [F (3, 20) = 7.192, p=0.02].The pairwise
comparisons revealed significant differences between V and RF (p =
.029) and V and RV (p =.001). RR got the smallest mean in seconds
(M =60.19, SD = 20.46) among audio-only conditions. A statistically
significant difference was also found between the four conditions [F
(3, 20) = 6.727, p=.003] in regards to walked distance. Pairwise com-
parison identified significant differences between V and RF (p = .006)
and V and RV (p = .006). Moreover, RR revealed the smallest mean
in meters (M = 55.33, SD = 13.58) among audio-only conditions. The
biggest number of clicks was performed during the RV condition (M =
154.17, SD = 70.26), while the smallest number of clicks was detected
in the RR condition (M = 84.17, SD = 17.45).% This might be viewed
as an indication that RR requires less time and distance in regards to
task completion compared to RV and RF conditions. The results from
the pilot test are presented in Fig. 7.

Finally, participants reported reduced and constrained head move-
ments due to the forced posture while using keyboard controls. From
their comments, we implemented a more embodied interaction with the
Touch Controller buttons as described in Sec. 3.1.1.

5 RESULTS

Subsections 5.1, 5.2, and 5.3 present the results pertaining to qualitative
data, behavioral measures, and preference rankings gathered during
final navigation test.

5.1 Qualitative participants characterization

At the beginning of the test some demographic data was collected in
order to get an overview of the 26 participants’ background, The major-
ity of the test participants were playing a piano (12/26), guitar (7/26),

reports on time-spectral quality of the auditory feedback.
No clicks were triggered in visual condition. Accordingly, the V condition
is not displayed in Fig. 7 (right).

some of them were singers (3/26), a couple of them were composers
(2/26), one was playing violin and one was playing clarinet, the rest had
experience with sound engineering (10/26) and had some experience
playing instruments as well.

The characterization of participants were performed by analyzing
their comments and searching for the following key elements with
reference to Sec. 2.1:

* Route knowledge: 1dentification of wall positions (left/right from

the user).

* survey knowledge: Finding the direction of the walls and orienting
accordingly.

* Landmark/destination knowledge: Identification of the opened
way (when being in the middle of the corridor) and choosing the
free way and, thus the right route to the goal.

The self-reporting of all such elements meant that a participant was able
to create a cognitive map (CM) of the space and goal. These participants
were assigned to a special group, labelled CM hereafter. In contrast,
participants who did not report forming spatial cognitive map were
assigned to group N. Both groups’ behavioral trends can be found in
Table 1. These behavioral trends are based on the derived observations
and comments described through the three audio conditions (RR, RF,
and RV). The observations indicated whether the participants belonging
to group CM and N were able to detect obstacles/walls and moved with
their head and body during the navigation test. Self-reported data is
presented as preferred and informative audio frequency, reverberation
information about the size of the environment, sound spectrum, and
reported spatial cognitive mapping.

CM Group The CM group consisted of 8 males and 2 females
(M =34.88, SD = 10.29) with musical background (M = 15.92, SD =
10.22). All these participants had higher education and were working
with computer technologies: 6 people from this group had a sound en-
gineering background, 1 had a lighting design technology background,
2 had a media technology background, and 1 had an engineering back-
ground. Of the 10 participants, 8 reported using VR technology on a
regular basis, and the one participant with an engineering background
had never experienced VR.

Regarding the synthesized mouth click, this group used different
strategies: from keeping the button pressed all the time (dynamic strat-
egy hereafter) to stopping and hearing the sound (static strategy here-
after). In the latter case, they pressed the button once and tried to
move with their body and the head. The two participants who scored
the highest in all the audio conditions were observed to move a lot
with their body and the head in all directions. This appears to have
helped them to perceive the HRTF localization cues better and allowed
them to orient themselves faster than the rest of the group. These two
participants also held the button pressed during walking but released
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Fig. 8: Boxplots summarizing the results related to walked distance (left), completion time (middle), and number of clicks (right) for all
participants (n = 26) across conditions. Asterisks and bars indicate, where present, a significant difference (*: p < 0.05, **: p < 0.01 , ***:

p < 0.001 at paired comparison).

it when they decided to stop. While stationary they would move their
heads around and occasionally press button to instigate clicks.

N Group The group consisted of 9 males and 7 females (M =37.25
; SD = 10.13) with musical background M = 18, SD = 10.9). The
participants had varying backgrounds, but the majority worked within
IT (9/16). Half of the participants in this group (8/16) had experience
with VR technology.

The participants in the N group used different strategies: walking
along the walls (wall strategy hereafter), trying to identify the direction
based on the sound volume (if they stood in front of the wall the
sound got louder and got back faster, meaning that they could better
identify reflections), pressing button continuously or not. In general,
participants in this group reported that they got lucky finding the exit
to the bigger hall, as they had problems with distinguishing between
the sound signals in general and did not hear reflections very well.

5.2 Behavioral measures

The following analyses of data obtained from the three behavioral
measures (distance walked, completion time, and number of clicks)
were performed:

* To determine if there were any statistically significant differences
between the four conditions (RF, RV, RR, and V), the data ob-
tained from all participants (n = 26) were analyzed.

As suggested, a subset of the participants (n = 10) were believed
to deliberately form spatial cognitive maps while navigating the
VE (group CM), whereas the remaining participants (n = 16)
did not appear to employ this strategy (group N). Because this
strategy might influence the utility of the three conditions devoid
of visual feedback (RF, RV, RR), separate analyses of the behavior
of group CM and group N were performed.

Finally, the behavior of group CM was compared to the behavior
of group N. The visual condition (V) was not included in this
analysis.

The data obtained from the behavioral measures were treated as
interval data. However, outliers were identified and the assumption
of normality was violated for almost all conditions and groups, as
assessed by inspection of boxplots and Shapiro-Wilk tests (p < .05),
respectively. Thus, the non-parametic Friedman test was used for all
statistical within-subjects comparisons, and the Mann-Whitney U test
used for between-group comparisons.

Cross-condition comparison: Friedman tests were used to de-
termine if there were statistically significant differences between the
three behavioral measures for all participants. Pairwise comparisons of
conditions were performed using Dunn-Bonferroni tests. With respect
to distance walked (Figure 8, left), the test suggested that there was
a statistically significant difference (y*(3) = 42.046, p < .001), and
the pairwise comparisons revealed significant differences between V
and RF (p = .001), V and RF (p < .001), and V and RR (p < .001).

Distance walked (group CM) Distance walked (group N)

vy EEL
- *kk
300 *xx 300 =
|4 & -
Q Q
2000 & 200 ' - |
£ £ -
100 - E| 1 100 ¢ :‘ 1
=l = - 1 = =
0 - 0 : -
RF RV RR \% RF RV RR \
700 Completion time (group CM) 700 Completion time (group N)
D T T
600 *xk 600 - - Rk
* % %%
500F - 500
123 12}
2 400 S 400 .
8 ]
@ 300 - _ @ 300
12 + (2}
200 El 200 ‘
100 o ° 100 -
. m - = |
0 0
RF RV RR \% RF RV RR \
Number of clicks (group CM) Number of clicks (group N)
800 800 **
) Kk
600 600
2] [}
< B4
82 L2
S 400 T 400

RF RV RR RF RV RR

Fig. 9: Boxplots summarizing the results related to walked distance
(top), completion time (middle), and number of clicks (bottom) for
group CM (n = 10, 1st column) and group N (n = 16, 2nd column)
across conditions. Asterisks and bars indicate, where present, a signifi-
cant difference (*: p < 0.05, **: p < 0.01, *¥**: p < 0.001 at paired
comparison).

Similarly, the test performed in relation to completion time (Figure 8,
middle) indicated a statistically significant difference between the four
conditions (y*(3) = 43.385, p < .001), and the pairwise comparisons
found significant differences between V and RF (p < .001), V and RF
(p < .001), and V and RR (p < .001). Finally, the test performed in
relation to number of clicks (Figure 8, right) across RF, RV, and RR did
not indicate that the difference between conditions was statistically sig-
nificant (x2(2) = 5.650, p < .059). Thus, as expected the participants
walked significantly shorter and completed the task significantly faster
when visual stimuli was presented. Moreover, no differences between
the three conditions devoid of visuals feedback were found for any of
the three behavioral measures when considering the data obtained from
all participants.

Cross-condition comparison for group CM:  Friedman tests and
pairwise comparisons using Dunn-Bonferroni tests were also used to
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determine if there were statistically significant differences between
conditions when considering only group CM (Figure 9, 1st column).
A significant difference was found with respect to distance walked
(x2(3) =21.720, p = .273), and the pairwise comparisons suggest that
V yielded significantly shorter walking distances compared to RF (p =
.003) and RV (p < .001), but the distance was not significantly different
when V was compared to RR (p = .340). No significant differences
were found between the three conditions devoid of visual feedback.
A significant difference was also found in regard to completion time
(x2(3) = 22.560, p < .001), and the pairwise comparisons indicated
that V yielded significantly faster completion times compared to RF
(p < .001) and RV p = .001, but the difference between V and RR
was not significant (p = .500). Again, no significant differences were
found between the three conditions devoid of visual feedback. Finally,
no significant difference was found with respect to number of clicks
(x%(2) = 1.400, p = .497).

Cross-condition comparison for group N:  Again Friedman tests
and pairwise comparisons using Dunn-Bonferroni tests were also used
to determine if there were statistically significant differences between
the behavioral measures when considering only group N (Figure 9,
2nd column). A statistically significant difference was found with re-
spect to distance walked (x*(3) = 22.575, p < .001), and the post hoc
comparisons indicated that the participants walked significantly shorter
during V compared to RF (p < .001), RV p < .001, and RR p = .004.
A statistically significant difference was also found in regard to com-
pletion time (3*(3) = 24.300, p < .001), and the post hoc comparisons
indicated that V yielded significantly faster completion times than RF
(p < .001),RV (p < .001), and RR (p = .001). A significant difference
between the three conditions was also found with respect to number
of clicks (x*(2) = 21.375,p < .001), and the post hoc comparisons
indicated that there were significant differences between RR and RF
(p = 0.001) and between RR and RV (p < 0.001). Specifically, the
participants in group N clicked significantly less during RR compared
to RF and RV.

Comparison of group CM and group N: To determine if the
behavioral measures differed significantly between group CM and
group N (see Fig. 9), nine pairwise comparisons were performed using
Mann-Whitney U tests. That is, for each of the three measures, we
compared the three conditions devoid of visual feedback of group CM
with the corresponding conditions of group N. With respect to walking
distance, RR was found to differ significantly between group CM and
group N (U =24,z = —2.951,p = .002), and RR was also found to
differ significantly in terms of number of clicks between the two groups
(U =42,z=—-2.003, p = .047). That is, during exposure to RR, the
participants in group CM walked significantly shorter and they clicked
significantly less compared to the participants in group N.

5.3 Preference ratings

Out of the 26 participants, 3 preferred RF, 3 preferred RV, and 20
preferred RR. A chi-square goodness-of-fit test was performed to deter-
mine whether the frequencies were equal. The minimum expected fre-
quency was 8.7. The chi-square goodness-of-fit test indicated that there
was a statistically significant difference in the number of participants
who preferred each of the three conditions (x2(2) = 22.231, p < .001).
The majority of the group CM preferred RR condition (7/10), 3 people
preferred RF condition (3/10) and none chose RV condition to be their
preference. Similarly, the majority of group N preferred RR condition
(12/16), 2 people preferred RF condition (2/16) and 2 people chose RV
condition (2/16).

6 DiscussION

Our previous work [2], indicated that people with musical backgrounds
may perform better when relying on echolocation for completing a
navigation task. Nonetheless, the present results suggest improvements
in our approach.

Generally, the test results provided evidence of statistical signifi-
cance only between condition V and the rest of the audio conditions
(RR, RF and RV). The results indicated that the travelled distances were

shorter and completion times faster during the visual condition. This
difference is to be expected, as vision generally is the dominant sense
among unimpaired users, apart from specific cases where audition dom-
inates [29]. Without constant repeated practice, it is likely to be difficult
for most people to navigate blindly when relying on purely auditory
information about the environment [47]. The duration of the test (1-1.5
hrs) and completion times suggested that this was not enough for the
naive participants to learn to navigate without difficulties in the VE.
Nonetheless, the test did demonstrate that the VE provided a controlled
and safe environment for training purposes, as many participants re-
peatedly collided with the walls without noticing that the walls were in
front of them.

In group CM, there was a significant difference between the four
conditions among participants. These results support what we observed
during the pilot test, where RR was similar to V in terms of completion
time and distance walked. This gives us some reason to suspect spatial
cognitive maps can be produced based on echolocation in the VE after
an adequate multimodal training period [36, 54]. Regarding group N,
participants walked shorter and faster in the V condition. Furthermore, a
significant difference between the amount of clicks was found between
the three audio conditions in this group. Participants were clicking less
during exposure to RR compared to RV and RF. This might indicate that
the information was more substantial in RR condition [16]. Nonetheless,
compared to group CM, participants clicked more, which might indicate
that they needed more information from the environment than group
CM did, or that they were unable to derive as much information from
each click.

Spatial Cognitive Mapping One of the findings of the naviga-
tion test was the self-reported acquisition of spatial cognitive maps,
which appear to have been created by the participant during navigation
task. The CM group may have been better than the N group at identi-
fying obstacles and calculating the route in terms of direction, using
localization cues provided by generic HRTFs, and distance, detecting
reflections [44]. Since the CM group appears to have performed better,
a stronger musical ability could have contributed [5] together with a
better knowledge of the VR equipment. However, this is debatable, as
there is likely to be highly complex interrelation between auditory per-
ception, audio reproduction, spatial memory, and cognitive processes.
Due to many individual differences among participants, it is difficult to
identify specific correlations between the employed navigation strate-
gies and the required auditory information needed to aid navigation in
VEs. Furthermore, some participants were able to differentiate between
first order reflections and the late reverberation tail in signals. This
shows an ability to decode complex reflection patterns, which is quite a
challenging task for a non-trained population. New tests and evaluation
protocols are needed in order to determine which aspects of human
hearing allow for better decoding of spatial echos. Non-musicians
might also perform relatively well if their spatial orientation in regards
to spatial cognitive maps is better developed than musicians. The par-
ticipants’ previous experience with spatial audio technologies, their
localization accuracy with non-individual HRTFs [18], their sensitivity
to spectral shape [3], or the connection with body/head movements in
embodied cognition [41] should be carefully considered in a complete
user characterization.

The precedence effect might also have played a role during the test
and may have influenced the results for group N, as some test partici-
pants from this group may have suppressed the audio signals arriving
secondly, especially when the participants were not able to rely on the
visual information after the training session [51]. This consideration is
based on the observations and self-reported data, indicating that some
participants completed the task by chance.

Training and Testing Procedures The design of the training
session indicated that it was important for participants to have the op-
portunity of cross-modal binding between visual information from the
environment and its auditory characterization. If this had not been a
possibility then it would probably have been more difficult for them to
derive meaning from the acoustic information and use it for navigation
when visual stimuli was no longer presented. However, due to indi-
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vidual differences the session time took between 20 and 30 minutes.
Moreover, some participants spent a considerable amount of time on
trying to get familiar with Oculus Touch controllers and this may have
affected their performance.Thus, the learning process of echolocation
while moving is likely to be a time-consuming process, especially in
technology-mediated environments. Body-based cues can also be re-
lated to vibro-tactile feedback that might compensate for the limitations
in the training process or be used in echolocation-inspired navigation
aids. The final goal should be to provide a technologically-augmented
solution for an effective and improved spatial orientation for different
situations and users [30].

Since the training session only involved the RR and V conditions,
participants noticed that the sounds differed during the testing session.
As the conditions were randomized during the navigation test, the first
condition generally performed worst, as was noticed by the instructor.
Participants were often asking, if they were heading the right direction.
Thus, it seems likely that if participants got a training session through
all the three conditions they might have learned how to differentiate
between early reflections and reverberations, and thereby may have
learned how to avoid the suppression effect. Accordingly, this was
the case during the pilot test, described in Sec 4.2.1, as the same
test participants were chosen for previous pilot tests where they knew
already the differences in audio signals.

Strategies All strategies were identified based on self-reporting.
In regards to the presented scores, the dynamic strategy was the best
among CM group, while the static strategy was the worst. Previous
research indicates that movement in an environment where the sound
source is present helps navigation due to Doppler frequency shifts
generated by the movement of the sound source and observer [36]. In
case of the current study, this would occur when participants generated
a clicks continuously (i.e., they followed the dynamic strategy).
Auditory feedback helps participants estimate if they are in motion and
might activate a vestibular response. On the other hand, in case of the
current study reverberation would only provide static auditory distance
information. Therefore moving test participants might have produced
better results than in the the ones employing the static strategy. The
wall strategy appears to be the second best, as some of the participants
were also constantly on the move, but some were playing the sound
first and then moving along the walls.

In general, individual differences and varying approaches exist
when navigating and selecting the best strategy [4]. In particular,
the current findings provide a high-level view which will be able to
guide an ad-hoc experimental design aimed at characterizing users and
identifying basic skill requirements, peculiar strategies, and individual
learning protocols.

7 CONCLUSION AND FUTURE WORK

In this paper, we presented a study of navigation with echolocation in
VR. Based on our previous experiments, we designed a training proce-
dure where the participants got acquainted with the mouth-generated
clicking sound and real-time spatial sound propagation using the RIR
from a real-world settings. The participants were placed in a virtual
cave and performed a navigation task. During the test 10 out of 26
participants (group CM) reported the acquisition of spatial cognitive
maps of the VE. Our results showed that not all trained musicians
were able to perform the task equally fast, suggesting the need of a
further user characterization. Furthermore, the results related to group
CM revealed significant differences between RR and the other two
audio conditions (RF and RV), and more interestingly no significant
differences in navigation performances compared with the ground-truth
vision-only condition. A statistically significant difference was also
found between group CM and group N (participants who did not report
spatial cognitive mapping) in the RR condition in terms of travelled dis-
tance and number of clicks with more efficient performances for the CM
group. Finally, the test allowed us to identify self-reported navigation
strategies with auditory echoes among 26 participants. Three high-level
strategies could be labelled as follow: (i) dynamic click-and-move, (ii)
static stop-click-and-move accordingly, and (iii) wall-referenced. The

dynamic strategy elicited the best performance in terms of completion
time and travelled distance among CM group in RR condition.

In general, the work indicates that current VR technologies can
provide a safe and controlled settings for this type of experiments
and tasks. However, several details of the setup should be improved in
future experimental sessions. The pilot test showed that keyboard usage
was not optimal due to the restrictions it imposed on the participants’
movements. Therefore the bottons of the Oculus Touch controller were
used for controlling the virtual movement in the second study. Pressing
the buttons of the controller might also have divided the participants’
attention, as some of them had never tried VR technology before.
Furthermore, a more natural movement algorithm (e.g., using walking-
in-place or employing arm gestures), may have been more comfortable
from the user interaction point of view. Moreover we have used arm
gesture algorithm already in the previous studies thus for flying [1].

The observation that dynamic head and body movements provide
a better performance is in line with previous work [44], and it would
be relevant for future work to explore how self-generated mouth-clicks
would affect participants’ sense of agency and performance. Accord-
ingly, real-time microphone input should be implemented in order to
investigate the perceived embodiment of the auditory feedback.

Moreover, HRTF personalization procedures based on anthropome-
try or listener preferences (see [19] for a literature review on this topic)
should be considered in order to investigate spectral sensitivities and
the impact of customized localization cues compared to generic HRTFs.
Finally, an objective characterization of navigation strategies with a
detailed analysis on participants’ movements will be included in future
studies to further develop new complementary screening tests and in-
dividual protocols for training sessions. Different strategies might be
identified more definitively by introducing specific constraints, such as
imposing constraints on the walking velocity or limiting head move-
ments. Finally, future studies might focus on special populations of
visually-impaired people, including both expert and non-expert echolo-
cators, and it would also be relevant to explore populations working
in immersive audio production or in the performative arts in order to
stress the connection between sound and movement.
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