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Semi-active feedforward control of a floating OWC
point absorber for optimal power take-off

Tao Sun and Søren R.K. Nielsen

Abstract—The performance of a floating oscillating water
column wave energy converter is depending on the variation of
the pressure above atmospheric pressure in the pressure chamber
above the water column. The pressure can be semi-actively
controlled by the opening and closure of a valve between the
pressure chamber and the generator. In the paper a control is
suggested, where the closure time intervals of the valve are taken
as a fixed fraction of the peak period of a given sea-state. The
control relies on an estimation of the external wave loads, which
in turn depend on the prediction of the future surface elevation
in a given prediction interval, for which reason it is classified
as a feedforward (open loop) control strategy. A Kalman-Bucy
filter has been devised for the indicated prediction. The optimal
fraction of time of the sub-optimal controller with a closed valve
is determined by comparison with the performance of the optimal
control obtained by nonlinear programming. For a given sea-state
it is demonstrated that the reduced performance of the sub-
optimal controller is primarily related to the estimation error of
the wave loads.

Index Terms—wave energy, oscillating water column, heave
absorber, semi-active control, feedforward control

I. I NTRODUCTION

A N Oscillating Water Column (OWC) wave energy con-
verter (WEC) extracts energy by driving an oscillating

water column which compresses or expands the air in a cham-
ber not connected to the sea. The change of the internal energy
of the air in the pressure chamber can next be transformed
to electric energy via the generated air flow through a valve
to the turbine. OWCs have been deployed as fixed structures
at the shoreline or nearshore, or integrated in breakwaters
and floating structures [1]. For the floating OWC device, the
relative motion between the float and the internal free surface
provides the air flow. One of the main advantages of floating
OWC devices is that it is possible to widen the bandwidth of
frequencies where the system performs well if the resonance
peaks from the floater and water column are tuned to or close
to the dominant wave frequency of the incoming wave [2].
In any case, in order to improve wave energy conversion an
effective control strategy of the relative motion between the
float and the surface of water column for a floating OWC
devices or the motion of the surface of the water column for
a fixed OWC device should be devised.

Reference [3] applied latching control for control of fixed
OWC wave energy converter including the air turbine numer-
ically. A valve, which switches rapidly between a closed and
an open state, was applied to further improve the performance
of the device. The closing of the valve causes a rapid increase
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of the pressure, which causes an increased power absorption
at the succeeding reopening. The optimal control problem was
derived by a variational approach with Hamiltonian formalism
[4], and solved by the conditional gradient method [5]. It
shows that phase-control of the oscillating water column is
feasible for irregular waves and that energy-capture can be sig-
nificantly increased by applying a flow-control in the power-
conversion system. Reference [6] performed a numerical anal-
ysis of latching control of an OWC spar-buoy wave energy
converter considering for regular waves. The compressibility
of the air in the chamber plays an important role because it
allows a relative motion between the floater and the internal
free surface.

Further, in order to increase wave energy conversion, some
studies for turbogenerator control of the OWC device have
been performed. The aerodynamic design of the Wells turbine
to the OWC performance was investigated by Brito-Melo
et al., [7]. Garrido et al. presented a sliding-mode-control-
based vector control scheme to improve the lacks of accuracy
and robustness of parameters for PI controller [8]. A control
scheme including a rotational speed control and an airflow
control has been introduced to improve the wave energy
conversion [9]. Flow behaviour between the air chamber and
the turbine was investigated through CFD simulation by El
Marjani et al., [10]. In the present paper, merely a Wells
turbine is considered.

Generally, in order to analyze the interaction between the
floater and the OWC, there are two different approaches,
known as the piston model [11] and the uniform pressure
distribution model [12], respectively. The piston model pre-
sumes that the vertical particle motion of the water column
is constrained to move with the same displacement under the
assumption of limited pressure chamber dimensions compared
to the incident wavelengths [2], [13]. In the uniform pressure
distribution model, the governing equations are expressed
in terms of the dynamic air pressure on the OWC internal
free surface and flow rate displace by the OWC surface
motion, rather than forces and velocities as in the modelling
of oscillating body converters. Further, for the piston model
the interaction between waves and the WEC can be analysed
by using the wave-structure interaction theory [11], [14] for
a two-body coupling system. Therefore, the piston model is
introduced to calculate the hydrodynamic parameters for the
floating OWC system.

The paper presents a sub-optimal solution for the control
of a floating OWC heave point absorber. Given the closure
intervals of the valve are taken as a fixed fraction of the
peak period of a given sea-state, the semi-active control of
the opening and closure of a valve will be considered. Then,
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the wave load vector, the input to the system, needs to
be estimated. Finally, a numerical example is provided to
investigate the performance of the suggested control algorithm.

II. M ETHODOLOGY

A. Equation of motion of the floating OWC device

When the internal water surface moves up, or the device
structure moves down, the volume of the pressure chamber
becomes smaller, which creates an increased pressure in the
pressure chamber. The increased chamber pressure drives the
air out of the pressure chamber, and at the same time pushes
the device structure upward and the internal water surface
downward, so that the air volume is enlarged.
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a
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m1

x1
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b
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Fig. 1: Loads on floating OWC device. a) Static equilibrium state. b) Dynamic state.

Fig. 1a shows the floating OWC device in the static equilib-
rium state, wherea andb indicates the parts of the float above
and below the mean water level MWL.a is the height of the
pressure chamber, andb is the submerged part of the pressure
chamber.h specifies the water depth. The outer diameters of
the buoyancy tank and ballast tank areD1 andD2, andD is
the diameter of the water column.m1 is the structural mass
including the ballast.

The motion of the point absorber is referred to an inertial
(x1, x2, x3)-coordinate system with the(x1, x2)-plane posi-
tioned in the MWL-plane, and thex3-axis orientated in the
upwards direction. The origin of the coordinate system is
placed at the centerline of the point absorber. The surface
elevationη(xβ , t) is considered positive in thex3-direction.
Index notation of two-dimensional vectorial quantities is ap-
plied with Greek indices ranging overα, β = 1, 2 and Latin
indices ranging overk = 1, 2, 3, respectively. The summation
convention is abandoned by means of parentheses around
dummy indices, i.e.aα bα = a1b1 + a2b2, whereasa(α)b(α)
merely indicates the product ofaα andbα.

The water flow is considered incompressible, irrotational
and non-viscous, and linear (Airy) wave theory is assumed.
ρw signifies the mass density of the water.p(xk, t) signifies
the thermodynamic pressure of the air in the pressure chamber
above the atmospheric pressurep0. The pressure is assumed
to be constant throughout the pressure chamber, sop(xk, t) ≃
p(t).

The surface elevationη(xβ , t) inside the pressure chamber
is dominated by the mean surface elevationu2(t) of the water

column from the MWL. Hence, the following approximation
applies:

η(xβ , t) ≃ u2(t) (1)

Equation (1) is known as the piston approximation. Since the
water column is assumed to be infinite rigid, the constraint
can be imposed at any position along the lengthb at the water
column, if the mass of the water column above the constraint
is added as a point massm2.

Let u1(t) be the vertical displacement of the float in thex3-
direction. For the float, the pressure produces a forcep(t)A
on the system in the direction of the degree of freedomu1(t),
and a force−p(t)A on the water column in the direction of
the degree of freedomu2(t), whereA = π

4D
2 indicates the

surface area of the water column. Further, the vertical compo-
nents of the dynamic restoring force from the mooring system
are given by the linear stiffness relationfm(t) = km u1(t),
where km is the combined stiffness coefficient from all cables.
Due to the piston model, the following vectorial Cummings
equation applies:

Mü(t) + fr(t) + r
(

u(t)
)

= fe(t) − fc(t) , t ∈]t0, t1]

u(t0) = u0 , u̇(t0) = u̇0

}

(2)
where

u0 =

[

u1,0(t)
u2,0(t)

]

, u̇0 =

[

u̇1,0(t)
u̇2,0(t)

]

u(t) =

[

u1(t)
u2(t)

]

, fc(t) = a p(t) , a =

[

−1
1

]

A

fe(t) =

[

fe,1(t)
fe,2(t)

]

, r
(

u(t)
)

=

[

(km + ρw g A1)u1(t)
ρw g Au2(t)

]

M =

[

m1 +m11(∞) m12(∞)
m21(∞) m2 +m22(∞)

]























































(3)
t0 is the initial time, andt1 the terminal time of the control
horizon. u0 and u̇0 signify the initial value vectors of the
system at the initial timet0. A1 = π

4 (D
2
1−D

2) is the sectional
area of the float surrounding the pressure chamber.
fe(t) is a vector storing the external wave load vector and

r
(

u(t)
)

specifies the restoring force from buoyancy and the
mooring system.ρw indicates the mass density of the water
and g is the acceleration of gravity.M signifies the mass
matrix. The componentsmαβ(∞) indicate the added mass
matrix of the water outside the float and below the piston at
infinite frequency.fr(t) represents the radiation damping of
the system given as:

fr(t) =

∫ t

t0

hr(t− τ) u̇(τ) dτ (4)

The related frequency response matrix is given by the
Fourier transform:

Hr(ω) =

∫

∞

−∞

e−iωt hr(t) dt =

∫

∞

0

e−iωt hr(t) dt (5)

wherei indicates the complex unit. In the last statement it has
been used thathr(t) is causal, i.e.hr(t) = 0, t < 0, which
makes a rational approximation tofr(t) possible.
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The external wave load vector may be represented by the
following convolution integral of the surface elevationη(t):

fe(t) =

∫

∞

−∞

he(t− τ) η(τ) dτ (6)

wherehe(t) indicates a non-causal impulse response vector
becausehe(t) 6= 0, t < 0. Due to the non-causality ofhe(t),
the prediction of the surface elevationη(τ), τ > t is necessary
in order to calculate the wave loads at the timet.

The hydrodynamic parametersmαβ , hr(t), he(t) are com-
puted based on the boundary element program WAMIT [15].
Fig. 2 shows the submerged geometry discretization for the
floating OWC device. The kinematic constraint has been
specified at the bottom of the water column as marked in blue.
Correspondingly,m2 = ρw Ab.
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Fig. 2: The submerged geometry discretization for the floating OWC device.
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Fig. 3: Hydrodynamic added mass matrix. : The float. : The OWC.
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Fig. 4: Imaginary part of the frequency response matrix for the radiation force vector.
: The float. : The OWC.
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Fig. 5: Real part of the frequency response matrix for the radiation force vector.
: The float. : The OWC.
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Fig. 7: Impulse response vector for the excitation force vector. : The float.
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Fig. 3 shows the hydrodynamic added mass for the float
and the OWC. Figs. 3-7 refer to the absorber shown in Fig.
1 with the parameter values given in Table I in the numerical
example. The angular frequencyω has been normalized with
respect to the peak angular frequencyωp = 2π

Tp

, whereTp is
the peak period of the considered sea-state.

The real and imaginary parts of the related frequency
response matrix for the radiation force are shown in Figs.
4 and 5. Merely the function values for positive angular
frequency, given thatRe

(

Hr,αβ(ω)
)

is an even function and
Im
(

Hr,αβ(ω)
)

is an odd function ofω.
The impulse response matrices for the radiation force and

wave load vectors are shown in Figs. 6 and 7. The impulse
response matrixhr(t) is symmetric, i.e.,hr(t) = hTr (t) as
indicated in Fig. 6b. In turn this means that the frequency
response matrixHr(ω) and the related added mass matrix
m = 1

ω
Im(Hr(ω)) become symmetric as well. As seen,

heη,α(t) ≃ 0 for |t| > Tp. Hence, surface elevations beyond
one peak wave period ahead will not affect the present wave
load vectorfe(t).

B. Thermodynamics of the air

The air is considered an adiabatic, isentropic ideal gas.
Then, the pressure is given by the constitutive equation [16]:

p(t) + p0

p0
=

(

ρ(t)

ρ0

)γ

, γ =
cp

cv
≃ 1.4 (7)

whereρ(t) indicates the time-varying mass density of air,ρ0
is the referential value at atmospheric pressure, andcp and
cv indicate the specific heat at constant pressure and constant
volume.
p0 turns out to be significantly larger than even extreme

values ofp(t) in a practical OWC device. Hence, equation (7)



1949-3029 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSTE.2019.2923279, IEEE
Transactions on Sustainable Energy

IEEE TRANSACTIONS ON SUSTAINABLE ENERGY, VOL. XX, NO. XX, JANUARY 2019 4

can be linearised to provide the following approximation for
ρ(t):

ρ(t) ≃ ρ0

(

1 +
p(t)

γ p0

)

(8)

The pressure variationp(t) in the air chamber is related to
the volume flow rate of air through the turbine (positive for
outward flow). The pressurized air is driven out in exhalation,
while in inhalation, the atmosphere air with the densityρ0 is
inhaled. Thus, the air volume flow rate during exhalation and
inhalation should be considered different due to the different
mass densities corresponding to:

Q(t) =















−
1

ρ(t)

d
(

ρ(t)V (t)
)

dt
, p(t) ≥ 0

−
1

ρ0

d
(

ρ(t)V (t)
)

dt
, p(t) < 0

(9)

whereV (t) = V0 + A
(

u1(t) − u2(t)
)

is the volume of the
air chamber.V0 = Aa is the initial volume of the air chamber.
Then,V̇ (t) can be written as:

V̇ (t) = A
(

u̇1(t)− u̇2(t)
)

(10)

Differentiation of (8) provides:

ρ̇(t) =
ρ0

γ p0
ṗ(t) (11)

In the following a Wells turbine is considered, for which
the mass flow is given as [7]:

Q(t) = k β(t) p(t) (12)

wherek is a constant which represents the damping of the
turbine.β(t) represents the proportional opening of the valve
and is constrained to satisfy0 ≤ β(t) ≤ 1.

Further, in order to avoid the stalling behavior of the Wells
turbine when the airflow exceeds a certain value, greatly
decreasing its efficiency, the airflow speed through the turbine
must be limited, which can be carried out by the air-valve
control, which is widely used in OWC systems [17], [18].
Alternatively, control of the rational speed can be applied to
avoid the stalling behavior [19].

Combining Eqs. (9), (10), (11) and (12), the following
differential equation is obtained, which relates the air pressure
variationp(t) to the relative velocity of the inner free surface
and the float.










ṗ(t)V (t) + (γp0 + p(t))
(

V̇ (t) + k β(t) p(t)
)

= 0, p(t) ≥ 0

V (t)

γp0
ṗ(t) +

(

1 +
p(t)

γp0

)

V̇ (t) + k β(t) p(t) = 0, p(t) < 0

(13)
For the turbine, the instantaneous absorbed power can be

expressed as [20]:

P (t) = Q(t) p(t) (14)

Insertion of (12) in (14) provides the following relation for
the instantaneous power take-off:

P (t) = k β(t) p2(t) (15)

The dynamic of the system is given by (2) in combination
to (13), corresponding to:

Mü(t) + fr(t) + r
(

u(t)
)

= fe(t) − fc(t) , t ∈]t0, t1]

ṗ(t) +
γp0 + p(t)

V (t)

(

V̇ (t) + k β(t) p(t)
)

= 0, p(t) ≥ 0

ṗ(t) +
(

γp0 + p(t)
) V̇ (t)

V (t)
+
γ p0 k β(t) p(t)

V (t)
= 0, p(t) < 0















u(t0) = u0 , u̇(t0) = u̇0 , p(t0) = 0







































(16)
The semi-active control of the system is related to the time

variation of the functionβ(t). The optimal control is the
trajectory of β(t), which optimizes the absorbed energy in
the interval[t0, t1] given as:

E =

∫ t1

t0

P (τ) dτ =

∫ t1

t0

k β(τ) p2(τ) dτ (17)

C. Rational approximation to radiation force vector

In the following, an approximate finite dimensional state
vector representation offr(t) will be introduced. It should
be noticed that the indicated state vector representation will
be used in the numerical time integration of (16), and the
nonlinear programming solution for the optimal power take-
off.

Then, each componentHr,αβ(ω) = Hr,βα(ω) of the fre-
quency response matrixHr(ω) defined by (5) are replaced by
a rational approximatioñHr,αβ(s) of the order(l,m) given
as [21]:

H̃r,αβ(s) =
P(α)(β)(s)

Q(α)(β)(s)
, s = iω (18)

where

Pαβ(s) = p0,αβs
l + p1,αβs

l−1 + · · ·+ pl−1,αβs + pl,αβ

Qαβ(s) = sm + q1,αβs
m−1 + · · ·+ qm−1,αβs+ qm,αβ

}

(19)
The parameters p0,αβ , p1,αβ, . . . , pl−1,αβ, pl,αβ and
q1,αβ , . . . , qm−1,αβ , qm,αβ are all real. The order(l,m)
of the filters may be chosen freely with the only restrictions
that l < m, and that all poles ofQαβ(s) must have negative
real parts in order to ensure stability and causality.

The componentfr,αβ(t) indicates the contribution to the
componentfr,α(t) of fr(t), when the system is driven by
componentu̇β(t) of u̇(t) alone. Further, the relationship
betweenfr(t), fr,α(t), fr,αβ(t) can be expressed as:

fr(t) =

[

fr,1(t)
fr,2(t)

]

=

[

fr,11(t) + fr,12(t)
fr,21(t) + fr,22(t)

]

(20)

Then,fr,αβ(t) can be obtained as output of the following filter
equations, given on the matrix form:

fr,αβ(t) = pr,(α)(β) zr,(α)(β)(t)

d

dt
zr,αβ(t) = Ar,(α)(β) zr,(α)(β)(t) + br,(α)(β)u̇(β)(t), t ∈ [t0,∞[







(21)
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where

zr,αβ(t) =



















yαβ(t)
d
dt
yαβ(t)

d2

dt2
yαβ(t)
...

dm−1

dtm−1 yαβ(t)



















, br,αβ =

















0

0

0
...

1

















(22)

Ar,αβ =

















0 1 0 · · · 0 0

0 0 1 · · · 0 0
...

...
...

. . .
...

...

0 0 0 · · · 0 1

−qm,αβ −qm−1,αβ −qm−2,αβ · · · −q2,αβ −q1,αβ

















(23)

pr,αβ =
[

pl,αβ pl−1,αβ · · · p1,αβ p0,αβ 0 · · · 0
]

(24)
Finally, equation (21) can be written on the matrix form:

d

dt
zr(t) = Ar zr(t) + Br u̇(t)

fr(t) = Pr zr(t)







(25)

where

Ar =









Ar,11 0 0 0

0 Ar,12 0 0

0 0 Ar,21 0

0 0 0 Ar,22









, Br =









br,11 0

0 br,12
br,21 0

0 br,22









Pr =

[

pr,11pr,12 0 0

0 0 pr,21pr,22

]

, zr(t) =









zr,11(t)
zr,12(t)
zr,21(t)
zr,22(t)



























































(26)
Further, the differential equation (25) should be solved with the
initial value zr(t0) = 0. Notice thatAr,12 = Ar,21, br,12 =
br,21 andpr,12 = pr,21 due to the symmetry of̃Hr(ω).

Figs. 8 - 10 show the rational approximatioñHr,αβ(ω) of
order (l,m) = (3, 4). As seen, a good agreement is obtained
to the target frequency response functionsHr,αβ(ω). Further,
time has been normalized with respect to the peak periodTp
in the auto-spectrum density function for the surface elevation
η(t) given by (29), and the angular frequency with respect to
ωp =

2π
Tp

. Tp = 6.77s was used, cf. Table I.
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Fig. 8: Rational approximation of order(m,n) = (3, 4) to Hr,11(ω).
a) Re
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Hr,11(ω)
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: Rational approximation.
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Fig. 9: Rational approximation of order(m,n) = (3, 4) to Hr,22(ω).
a) Re

(

Hr,22(ω)
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. c) Im
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Hr,22(ω)
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. : Numerical determined target.
: Rational approximation.
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Fig. 10: Rational approximation of order(m,n) = (3, 4) to Hr,12(ω).
a) Re

(

Hr,12(ω)
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. c) Im
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. : Numerical determined target.
: Rational approximation .

I II. N ONLINEAR PROGRAMMING SOLUTION OF THE

OPTIMAL CONTROL PROBLEM

Based on Eqs. (15), (16) and (25), the optimal control prob-
lem subject to the following state equation can be expressed
as:

max J [p, β] =

∫ t1

t0

k β(τ) p2(τ)dτ

s.t.

ż(t) =

























u̇(t)

M−1
(

−Pr zr(t) − r
(

u(t)
)

+
(

fe(t)− a p(t)
)

)

Ar zr(t) + Br u̇(t)

−
γp0 + p(t)

V (t)

(

V̇ (t) + k β(t) p(t)
)

, p(t) ≥ 0

−
(

γp0 + p(t)
) V̇ (t)

V (t)
−
γ p0 k β(t) p(t)

V (t)
, p(t) < 0







































0 ≤ β(t) ≤ 1






















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
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

























(27)
where

z(t) =
[

u(t)T u̇(t)T zr(t)
T p(t)

]T
(28)

The surface elevationη(t) can be generated from the
double-sided JONSWAP spectrum defined by [22]:

Sηη(ω) = δ
H2
s

ωp
ψ ε

(

|ω|

ωp

)

−5

exp

(

−
5

4

(

ω

ωp

)

−4
)

(29)
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where
δ =

0.0312

0.230 + 0.0336ψ− 0.185
1.9+ψ

ε = exp

(

−
1

2

(

|ω| − ωp

σ ωp

)2
)

σ =

{

0.07 , |ω| ≤ ωp

0.09 , |ω| > ωp















































(30)

Hs is the significant wave height, andψ is the peak enhance-
ment parameter, which controls the bandwidth of the spectrum.
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Fig. 11: Surface elevation process.
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Fig. 12: Components of the wave load vector. a) The float. b) TheOWC.

Fig. 11 shows a time series ofη(t) generated from the
double-sided auto spectral density function in (29) with the
parametersTp = 6.77s,Hs = 2.5m, γ = 3.3. This and
equivalent time series will be used in the bench-marking of the
below suggested sub-optimal control strategy. Fig. 12 shows
the time series of the related wave load componentsfe,1(t)
and fe,2(t) on the float and the OWC as calculated by (6).
The indicated time series will be used as a reference in the
validation of the estimation problem described in Section 4.

The optimization problem in (27) can be solved by nonlinear
programming [23], as a benchmark for the validation of the
subsequent suggested control. Fig. 13 shows the trajectories
of u(t), u̇(t) and ü(t) for the float and the OWC at optimal
control, using the time series for the wave load given in Fig.
12. Further, the relative displacementu2(t) − u1(t) is shown
in Fig. 13a, which is determining the pressure in the pressure
chamber.

Fig. 14 shows the related time series ofp(t) and β(t) at
optimal control indicated with a blue signature.[t1, t3] and
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Fig. 13: Time series of trajectories at optimal control. :u1(t), u̇1(t), ü1(t).
:u2(t), u̇2(t), ü2(t). :u2(t) − u1(t).
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Fig. 14: p(t) and β(t) at optimal control and sub-optimal control,α = 0.12.
:p(t) at optimal control. :p(t) at sub-optimal control. :β(t)

at optimal control. :β(t) at sub-optimal control.

[t3, t5] denote the intervals withp > 0 and p < 0. Further,
[t1, t2] and [t3, t4] indicate the subintervals with the valve
closed corresponding toβ(t) = 0, which causes the pressure
to increase and decrease rapidly in these intervals. The valve
is opened at the timest2 and t4 corresponding toβ(t) = 1,
which brings forward a temporarily decrease and increase of
p(t), as indicated by local extremes of the pressure.

At the optimal control, the length of the time interval with a
closed valve varies somewhat due to the random sea-state. The
idea of the considered sub-optimal control is to use a constant
time interval with a closed valve of the lengthαTp = t2−t1 =
t4 − t3 at both positive and negative dynamic pressure. Then,
the sub-optimal semi-active control of the valve can be written
as

β(t) = H
(

p(t)
)

H
(

t− t1 − αTp
)

+H
(

− p(t)
)

H
(

t− t3 − αTp
) (31)

whereH(t) is the unit step function, defined as:

H(t) =

{

1 , t ≥ 0

0 , t < 0
(32)

The optimal control value ofα for a given sea-state is
obtained by maximizing the absorbed energy of the sub-
optimal controller in a given control interval relative to the
absorbed energy at optimal control using the same sufficiently
long realization of the surface elevation and the same wave
load vectorfe(t). In Fig. 14, the performance of the sub-
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optimal controller has been indicated with a red signature,
using the exact wave load vector andα = 0.12.

The computational cost of the nonlinear programming cal-
culation grows exponentially with the length of the control in-
terval. For this reason the statistical stable optimal solution for
α can hardly be achieved by merely using a single realization
of the wave load processfe(t). Instead a finite numberN of
independent realizations of the wave load vector processes of
limited length is generated, each of which provides a sample of
α based on nonlinear programming. Next, the final estimate of
α is obtained by an ensemble average of these sample values.
In this case, the calculation time merely grows linearly with
N . Assuming that all involved stochastic processes are ergodic
both of these approaches are equivalent.

With β(t) given by (31), the state variablesu(t) and p(t)
can be obtained by numerical time integration if the wave load
vectorfe(t) can be estimated.fe(t) depends on future surface
elevations, which needs to be predicted at least one peak period
Tp ahead, cf. the discussion related to Fig. 7. The prediction
will be performed by a suitable Kalman-Bucy filter.

IV. ESTIMATION OF WAVE LOAD VECTOR

At first a rational approximation toSηη(ω) driven by unit
intensity Gaussian white noise is devised, given as

Sηη(ω) ≃
P (s)P (−s)

Q(s)Q(−s)

1

2π
, s = iω (33)

Fig. 15 shows the rational approximation of order(r, s) =
(3, 6) to the double-side JONSWAP auto-spectral density
functionSηη(ω) for the surface elevation given by (29).
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0.6

0.8

1

Fig. 15: Rational approximation to JONSWAPSηη(ω) of order (3, 6).
:Sηη(ω). : Rational approximation.

Then, the state equations for the surface elevation can be
expressed as, [24]:







dY(t)

dt
= AcY(t) + bc w1(t)

η(t) = pcY(t) + cw2(t)
(34)

wherecw2(t) is the measurement noise,c is a constant indi-
cating the noise level.w1(t) andw2(t) are the unit intensity
Gaussian white noises defined by the following mean value
function and auto-covariance function:

E[wα(t)] = 0

E[wα(t)wβ(t+ τ)] = δαβ δ(τ)

}

, α , β = 1, 2. (35)

whereδ(·) is the Dirac function andδαβ is the Kronecker’s
delta. The column vectorsY(t) , bc, the row vectorpc and
the system matrixAc has the similar expressions as shown

in Eqs. (22), (23) and (24). Hence the optimal Kalman-Bucy
observer equation reads, [25]:

dŶ(t)

dt
= AcŶ(t) + K(t)

(

η(t)− pc Ŷ(t)
)

(36)

whereŶ(t) is the estimated state vector.K(t) indicates the
time dependent Kalman gain vector, expressed as:

K(t) = P(t)pTc
1

c2
(37)

whereP(t) = E[e(t) e(t)T ] is the covariance matrix of the
error vectore(t) = Y(t)−Ŷ(t). The stationary value ofP(t)
ast→ ∞ is given by the following algebraic Riccati equation,
[25]:

AcP + PAT
c − PpTc

1

c2
pcP + bc b

T
c = 0 (38)

Then, the prediction equation is expressed as:

dȲ(τ)

dτ
= Ac Ȳ(τ) , τ ∈ [t, t+ Tη] (39)

whereȲ(τ) is the predicted state vector at the timeτ , t the
present time andTη the prediction horizon.

Hence, the predicted surface elevationη̄(τ) can be obtained:

η̄(τ) = pc Ȳ(τ) = pc e
Ac (τ−t) Ŷ(t) , τ ∈ [t, t+Tf ] (40)

whereeAc τ signifies the exponential matrix function, and the
initial vector Ȳ(t) is the smoothed estimate from (36).

V. NUMERICAL EXAMPLE

The following parameter values have been applied. As seen,
the stiffness of the mooring system is ignored in the example.

TABLE I: Heave absorber and wave excitation parameters

Parameter Value Unit Parameter Value Unit

a 2.00 m m1 8.3695×105 kg
b 5.00 m m11(∞) 3.4515×105 kg
h 100.00 m m12 = m21 2.5644×104 kg
D 5.00 m m22(∞) 0.3736×105 kg
D1 10.00 m Hs 2.50 m
D2 10.00 m Tp 6.77 s
ρ0 1.225 kg/m3 γ 3.3
ρw 1025 kg/m3 k 1×10−3 m·s
p0 101325 Pa c 0.1 m
km 0 N/m
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Fig. 16: Prediction of̄η(t) of the surface elevation for different start times with noise
level c = 0.1m. Tp = 6.77s,Hs = 2.5m, γ = 3.3. a) Start atτ = 5.2Tp. b) Start
at τ = 15.3Tp. : Referenceη(t). : Predictedη̄(τ).
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Fig. 17: Estimate of wave load vectorfe(τ) with noise levelc = 0.1m corresponding to
continuous predicted surface elevations. a) Predicted wave load componentf̄e,1(τ). b)
Predicted wave load componentf̄e,2(τ). : Referencefe(t). : Estimated
f̄e(τ).

Fig. 16 shows the prediction of surface elevation compared
to the reference time series given in Fig. 11. As seen, predic-
tions beyondTp becomes inaccurate.

Fig. 17 shows the related estimate offe(t). At each instant of
time, the surface elevation has been predicted one wave peak
period ahead. Then, in combination with the previous surface
elevations of the time series, the estimate offe(t) has been
obtained from (6). At practical applications of the control, the
previous surface elevations are assumed to be available from
continuous measurements. The deviation from the reference
value is a consequence of the prediction error of the surface
elevation and the measurement noise.

Next, based on the average ofN = 4 independent realiza-
tions of the length30Tp of the surface elevation for a given
sea state, the optimal value of the control parameterα can
be obtained by maximizing the absorbed energy as indicated
by (17). The red curve in Fig. 20 shows the variation of the
absorbed energy as a function ofα, where the exact wave
loads related to the time series of surface elevations have been
applied. As seen, a maximum is obtained approximately at
α = 0.12, where the reduction compared with the optimal
absorbed energy as indicated by the blue line is5.95%. For
α = 0, corresponding to a constantly open valve, the reduction
is 10.24%.
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Fig. 18:p(t) and β(t) at optimal control and sub-optimal control with estimated wave
load vector,α = 0.12. :p(t) at optimal control. : p(t) at sub-optimal
control. :β(t) at optimal control. :β(t) at sub-optimal control.

Fig. 18 shows the comparison of the variation ofβ(t) and
p(t) at optimal control and sub-optimal control withα = 0.12
and the estimatedfe(t) indicated in Fig. 17. A small deviation
is obtained between the pressure variation at optimal and
suggested sub-optimal control.
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Fig. 19: Instantaneous Power take-off for different controls. : Power take-off at
optimal control. : Power take-off at sub-optimal control with exact wave
loads,α = 0.12. : Power take-off at sub-optimal control with estimated
wave loads,α = 0.12.

Fig. 19 shows the instantaneous power take-off for the op-
timal control, the sub-optimal control using exact wave loads,
and the sub-optimal control with estimated wave loads. All
curves have been obtained as the average of the results from
the previously mentionedN = 4 independent realizations of
the surface elevation.α = 0.12 is used in both sub-optimal
controls.
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Fig. 20: Absorbed energy of sub-optimal controller as a function of α.

The black line in Fig. 20 indicates the average absorbed
energy of the sub-optimal controller withα = 0.12 and
estimated wave loads for theN = 4 considered realizations
of the surface elevation. The performance of the controller
is 26.93% below that of the optimal controller and22.31%
below that of the sub-optimal controller withα = 0.12 and
exact wave loads. Hence, the primary reason of the indicated
reduction is related to the estimation error of the wave loads.

VI. CONCLUSION

The paper focuses on the optimal control of a floating
oscillating water column wave energy point absorber for power
take-off. The piston model has been used for simulating the
motion of the water column, and a linear model was used for
the mass flow to the turbine. A semi-active control algorithm
was suggested, where the opening and closing of the valve
between the pressure chamber and the turbine is given as
a fixed fraction of the peak period of the considered sea-
state. The optimal value of the said fraction was determined
by comparison to the optimal solution obtained by nonlinear
programming. The devised control strategy relies on the esti-
mation of the wave loads on the float and the wave column,
which were obtained by a Kalman-Bucy filter prediction of the
future sea surface elevation. The performance of the devised
controller has been compared to that of the optimal control
obtained by nonlinear programming. It is demonstrated that
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the reduced performance primarily is related to the errors of
the wave load estimation.
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