Abstract—This paper studies dynamic point selection (DPS) and frequency-selective multi-user scheduling to improve ultra-reliable low-latency communication (URLLC) for the fifth generation New Radio (5G NR) systems. DPS is a special type of multi-channel access scheme that enhances the network performance by enabling dynamic transmission point selection on a fast time-scale. The achieved gain from frequency-selective URLLC scheduling is further studied by investigating a low-complexity resource allocation algorithm. Extensive 5G NR system-level simulation results show that DPS achieves 30% improvement of URLLC latency. Our analyses also indicate that for DPS, user-specific clustering with 3-dB power range achieves the major improvement of URLLC latency.
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I. INTRODUCTION

Third generation partnership project (3GPP) has introduced ultra-reliable low-latency communications (URLLC) as a new service class in the fifth generation New Radio (5G NR) [1], [2]. URLLC is envisioned to support a wide range of mission critical applications such as industrial automation, E-health, and vehicular communications, with strict quality of service (QoS) requirements in terms of both reliability (99.999%) and latency (one millisecond) [1], [3]. Lots of studies have addressed challenges that arise from such stringent requirements. As an essential baseline for enabling low-latency communications, the use of short time transmission intervals (TTIs) and flexible frame structure has been investigated in [4]. Dynamic link adaptation and QoS-aware resource allocation of URLLC and enhanced mobile broadband (eMBB) traffic are studied in [5], [6]. The authors of [7], [8] present a survey of the theoretic principles of URLLC and discuss several important enablers for reliable communications. Among the promising solutions enabling URLLC, utilization of massive multiple-input multiple-output (massive MIMO) antennas is investigated in [9]. The use of centralized radio access network (C-RAN) architecture is discussed in [10], [11]. The work in [12], [13] present a survey of reliability enhancement of URLLC services through multi-channel access (MCA) solutions.

This paper studies the performance of dynamic point selection (DPS) multi-user resource allocation for URLLC services. DPS is a special case of the MCA family, which provides dynamic transmission point selection on a TTI basis based on channel and load conditions [14]. It is a key feature to mitigate stochastic variations of fading channels for cell-edge users and to enhance the spectral efficiency by enabling fast switching between serving cells.

The concept of DPS has earlier been studied for eMBB traffic in LTE systems to improve the average network capacity [15], [16]. However, given the many differences between LTE and NR, the concept of DPS needs to be revisited to assess its potential performance for URLLC cases. Our starting point is the so-called spectrum efficient DPS, where the users are scheduled by the cell with the highest instantaneous throughput (TP), offering a simple, yet efficient, diversity mechanism. This solution is further extended by pairing it with a latency-aware multi-user diversity resource allocation policy. The proposed solution takes the overhead of control channel transmissions carrying scheduling grants explicitly into account, as well as potential effects of segmentation of the URLLC payloads. The study is conducted for a highly detailed system model in line with 3GPP NR specifications. The model comprises the NR radio access network protocol stack, time-variant URLLC traffic models, a realistic three-dimensional (3D) radio propagation channel, MIMO transmission, dynamic link adaptation, hybrid automatic repeat request (HARQ) retransmission, etc.

Performance results from 3GPP 5G NR compliant system-level simulations are presented to evaluate the performance of the proposed schemes. The results reveal that both DPS and frequency-selective scheduling offer significant latency reduction.

The rest of the paper is organized as follows: Sec-
tion II presents an overview of the system model and network deployment. The proposed packet scheduling algorithm is discussed in Section III. Simulation methodology and performance results are presented in Section IV. Finally, Section V concludes the paper.

II. SETTING THE SCENE

A. System Model

We study the downlink (DL) performance for the frequency division duplexing (FDD) mode in line with the 5G NR specifications as outlined in [1], [17]. As in [5], a wide-area urban macro (UMa) scenario of \( C = 21 \) cells deployed in a three-sectorized manner is assumed. A set of \( U \) URLLC user equipments (UEs) are uniformly distributed in the network area. Sporadic traffic is assumed for each UE where bursts of small payloads of 50 bytes arrive at the network following a Poisson point process with an average arrival rate of \( \lambda \) [payload/sec]. The average offered load per cell equals \( L = C^{-1} \times U \times \lambda \times 50 \times 8 \) [bps/cell].

The UEs are dynamically multiplexed on a shared channel with 20 MHz bandwidth using orthogonal frequency division multiple access (OFDMA) with 30 kHz sub-carrier spacing. A short mini-slot time transmission interval (TTI) of 4 OFDM symbols (\( \approx 0.143 \) msec) and physical resource block (PRB) of 12 sub-carriers are assumed.

Both cells and UEs have two transmit/receive antennas. Linear minimum mean square error interference rejection combining (LMMSE-IRC) receiver is assumed at the UEs to suppress the received noise plus interference.

B. Cell connectivity and DPS Procedure

For the baseline (no DPS) scenario, each UE measures cells it can hear and connects to the cell corresponding to the highest received average reference signal received power (RSRP).

Dynamic user-centric clustering is assumed for DPS case. The UE connects to a cluster of maximum \( Q \) cells that are within a RSRP power window of \( W \) dB as compared to the strongest cell. We denote \( \Gamma(u) \) as the set of cells in the cluster for UE \( u \). Channel state information (CSI) measurements are performed periodically for the connected cells and the UE reports channel quality indicator (CQI) of the best cell to the network. Targeting to maximize the instantaneous user TP, UE \( u \) reports cell \( \hat{c} \) with the highest spectrum efficient metric

\[
\hat{c} = \arg \max_{c \in \Gamma(u)} \bar{r}_{c}^{u},
\]

where \( \bar{r}_{c}^{u} \) is the estimated full-band TP of the \( u \)-th UE served by cell \( c \).

Two types of CQI measurement are performed for the selected serving cell. i) The UE reports one wide-band CQI. ii) One CQI value per a sub-channel of eight PRBs. The CQI is subject to reporting and network processing delay before being applied for the DL transmission decisions.

For each scheduling interval, both the user-specific physical downlink control channel (PDCCH) and the actual data are transmitted on the assigned PRBs. In line with [18], [19], the aggregation level of the PDCCH is dynamically adjusted based on the reported CQI to guarantee low-probability of failure. Dynamic link adaptation is adopted for data transmission. The well-known outer-loop link adaptation offset is applied to achieve 1% block error rate of the first data transmission [6], [11]. The UE feeds back a negative acknowledgement (NACK) in case of packet failure and the corresponding HARQ retransmission is scheduled by the network. HARQ Chase-combining is assumed at the UE to increase the quality of received signal by maximum ratio combining (MRC) of the multiple received packets [20].

C. URLLC Latency Components

The DL one-way latency (\( T \)) of a URLLC payload is defined from the time that the payload arrives at the network until it is successfully received at the UE. If the payload is decoded correctly within the first transmission, the latency equals:

\[
T = d_{fa,q} + d_{bsp} + d_{tx} + d_{uep},
\]

where \( d_{fa,q} \) is the frame alignment and queuing delay. The transmission time is denoted by \( d_{tx} \). The processing time at the base station and user-end are denoted by \( d_{bsp} \) and \( d_{uep} \), respectively. The frame alignment delay is a random variable with uniform distribution between zero and one TTI. The queuing delay is the time the packet is buffered before getting scheduled at the physical layer. Depending on the payload size, CQI, and the number of available resources, the transmission time varies between one and multiple TTIs. In line with [21], the processing times are assumed to be constant equal to \( d_{bsp} = 2.75 \) and \( d_{uep} = 4.5 \) OFDM symbols, respectively. In case of failure in data transmission, the packet is subject to additional HARQ round-trip-time (HARQ-RTT) retransmission delay(s) (\( d_{HARQ} \)). A minimum retransmission delay of \( d_{HARQ} = 4 \) TTIs is assumed [6].

III. PROPOSED URLLC RESOURCE ALLOCATION ALGORITHM

Our target is to maximize the URLLC capacity subject to satisfying both the reliability and latency constraints. The applied radio resource management procedure is as follows. As discussed in Section II-B, each UE dynamically determines the serving cell and periodically reports the corresponding CQI (wide-band/sub-band) to the network. The active UEs with data are allocated resources in each scheduling interval. Building
TABLE I
DEFAULT SIMULATION ASSUMPTIONS.

<table>
<thead>
<tr>
<th>Description</th>
<th>Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
<td>3GPP Urban Macro (UMa); 3-sector BSs with 500 meters inter-site distance, 21 cells.</td>
</tr>
<tr>
<td>Propagation</td>
<td>Urban Macro-3D</td>
</tr>
<tr>
<td>Carrier</td>
<td>2 GHz (FDD); 20 MHz carrier bandwidth</td>
</tr>
<tr>
<td>PHY numerology</td>
<td>30 kHz sub-carrier spacing configuration. PRB size of 12 sub-carrier (300 kHz).</td>
</tr>
<tr>
<td>TTI sizes</td>
<td>0.143 msec (4-symbols mini-slot).</td>
</tr>
<tr>
<td>MIMO</td>
<td>Single-user 2x2 closed loop single-stream (Rank-1) configuration. LMMSE-IRC receiver.</td>
</tr>
<tr>
<td>CSI</td>
<td>Periodic CSI every 5 msec, with 2 msec latency.</td>
</tr>
<tr>
<td>MCS</td>
<td>QPSK to 64 QAM, with same encoding rates as specified for LTE.</td>
</tr>
<tr>
<td>Link adaptation</td>
<td>Dynamic MCS with 1% BLER of initial transmission.</td>
</tr>
<tr>
<td>HARQ</td>
<td>Asynchronous HARQ with Chase-combining. HARQ-RTT=4 TTI.</td>
</tr>
<tr>
<td>User distribution</td>
<td>2100 URLLC UEs (Average 100 UEs per cell).</td>
</tr>
<tr>
<td>Traffic model</td>
<td>FTP5 downlink traffic with payload size of 50 bytes.</td>
</tr>
<tr>
<td>Link-to-system (L2S) mapping</td>
<td>Based on MMB mapping [22].</td>
</tr>
</tbody>
</table>

on [5], a low-complexity resource allocation algorithm is applied to schedule the buffered UEs.

To minimize additional queuing delay, first the HARQ retransmissions are scheduled. For cases with sub-band CQI, the HARQ payloads are scheduled over the set of PRBs with the highest CQI values to enhance the reliability of retransmissions.

Afterwards, pending URLLC payloads are allocated. The time-domain (TD) scheduler selects a subset of UEs closer to the latency deadline which can be fully scheduled on the available resources. The selection metric is expressed as follows

\[ \hat{u} = \arg \min_{u \in \Xi(c)} \{ T_{\text{tar}}^u - T_{\text{cur}}^u \mid R^{uc} \leq D^c_{\text{tot}} \}, \]  

where \(\Xi(c)\) is the set of active UEs of \(c\)-th cell. The target and current latencies of the \(u\)-th UE are denoted by \(T_{\text{tar}}^u\) and \(T_{\text{cur}}^u\), respectively. The number of available PRBs at cell \(c\) and that of required to schedule (both the data and PDCCH) UE \(u\) are presented by \(D_{\text{tot}}^c\) and \(R^{uc}\), respectively. The value of \(R^{uc}\) is estimated from the reported wide-band CQI. After selecting UE \(\hat{u}\), the scheduler updates the number of available PRBs as \(D^c_{\text{tot}} = D^c_{\text{tot}} - R^{uc}\) and search for other schedulable candidate UEs.

For cases with wide-band CQI, the TD selected UEs are randomly allocated over the entire bandwidth. For scenarios with available sub-band CQI, the selected UEs are frequency-domain (FD) multiplexed by allocating resources based on the throughput to average (TTA) metric [5]. PRB \(p\) is assigned to UE \(\hat{u}\) with the highest TTA metric:

\[ \hat{u} = \arg \max_{u \in \Pi} \frac{r_p^u}{F_u}, \]  

where \(\Pi\) denotes the set of UEs selected by TD scheduler. Variables \(r_p^u\) and \(F_u\) represent the \(u\)-th UE’s achievable TP of PRB \(p\) and the instantaneous full-bandwidth TP in current TTI.

Finally, the scheduler checks if there are still available resources to schedule additional UE(s). In case of not having enough PRBs to allocate a full payload, only one URLLC payload is segmented and transmitted on the remaining PRBs. To minimize the cost of PDCCH transmission, an UE with the lowest PDCCH overhead (i.e. higher CQI value) is prioritized.

IV. SIMULATION RESULTS

A. Simulation Methodology and Assumptions

The results are generated by running dynamic system-level simulations following 5G NR methodology in 3GPP [1], [17]. Table I summarizes the network settings and simulation parameters. The key performance indicator (KPI) is the one-way latency with 99.999% reliability. The simulation time is set so at least five million packet transmissions are performed, providing reliable results for the 99.999% percentile of the latency [6].

B. Performance Results

Fig. 1 plots the complementary cumulative distribution function (CCDF) of the URLLC latency for different offered loads and scheduling strategies. At eight Mbps offered load, all schemes have similar performance at \(1 - 10^{-5}\) reliability, with latencies between 1.15 to 1.2 msec. At such low offered load, there are only a few active UEs in each scheduling interval. As a consequence, lower levels of inter-cell interference and queuing delay are experienced. Therefore, processing/transmission times, and HARQ-RTT are the dominant factors for the URLLC latency.

Notable latency degradation occurs when increasing the load to 15 Mbps as a consequence of higher queuing delay. Here, the latency performance varies depending on the used scheduling policy. Considering the baseline (no DPS) with wide-band CQI, the outage reliability of \(10^{-5}\) is achieved at 12.2 msec for 15 Mbps offered load. The latency decreases to 2.77 msec by exploiting frequency-selective scheduling. Around 30% improvement is achieved with DPS so the latency is reduced to 1.95 msec. It can be seen that the combination of DPS and frequency selective scheduling results in 85%
Fig. 1. URLLC latency distribution for different URLLC offered loads and scheduling methods with \( Q = 2 \) cells \( W = 10 \) dB.

Fig. 2. Queuing and frame alignment delay for different offered loads and scheduling methods with \( Q = 2 \) cells \( W = 10 \) dB.

Fig. 3. Distribution of the number of cells in each cluster with respect to different power ranges \( W \).

Fig. 4. URLLC latency distribution for different cluster parameters with \( L = 15 \) Mbps offered load.

Latency reduction as compared to the baseline with wide-band CQI. The superior resource allocation by DPS and frequency-selective multiplexing leads to lower number of required PRBs to transmit both data and the PDCCH. As a consequence, the generated inter-cell interference and the queuing delay is decreased.

Fig. 2 depicts the CCDF of the queuing plus frame alignment delay. Although some temporary queuing is observed at low load regimes, the queuing delay has a major impact on the latency degradation when the load increases. Higher packet arrival rate along with the excessive resources required to mitigate inter-cell interference lead to significant negative impact on queuing delay. Fig. 2 shows clear advantages of DPS and frequency-selective scheduling reducing the tail of queuing delay. At 15 Mbps load, 10% of the payloads for the baseline wide-band CQI scenario experience more than one msec queuing delay. With DPS, the number of queued packets decreases by a factor of 2.5.

This is further reduced by applying sub-band scheduling to 0.1% and 0.03% for no DPS and DPS cases, respectively.

C. Cluster Variables Analysis

Fig. 3 shows the dynamic cluster size distribution for different values of \( W \), for \( Q = 3 \). We observe that with \( W = 3 \) dB, only 32% of the UEs have more than one cell in their cluster, while only 8% of UEs have three cells. As expected, the number of cells in the cluster increases with \( W \). Assuming \( W = 10 \) dB, in 72% of cases there are at least two cells in clusters while, 44% of UEs have three cells in their cluster sets.

The impact of different cluster parameters is pictured in Fig. 4. As can be seen, the major improvement of DPS is achieved for cases with the power range of \( W = 3 \) dB, where only 32% of clusters have more than one cells. The results indicate that higher value of the power range does not provide additional latency gain. It
is less probable for the cells with relatively lower signal strength to provide sufficient spectral efficiency. Our observations confirm that DPS affects mainly cell-edge UEs that receive similar signal power from neighbouring cells.

V. CONCLUSION

We have studied frequency-selective multi-user scheduling and DPS performance of URLLC in 5G NR. Extensive system-level simulations show significant reduced latency of URLLC services at high load scenarios. As an example at 15 Mbps offered load, DPS achieves 30% latency improvement at $1 - 10^{-5}$ reliability. Exploiting the benefits of both DPS and frequency-selective scheduling offers 85% latency improvement as compared to wide-band CQI scheduling. The results show that DPS is mainly beneficial for cell-edge UEs where major improvement is achieved for dynamic user-specific clustering with the power range of $W = 3$ dB. Future studies should examine load-aware DPS algorithms, impact of non-ideal backhaul, and channel quantization error on the URLLC performance.
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