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Abstract

The constant growth of Distributed Power Generation Systems (DPGS) presents an
efficient and economic way of generating electricity closer to the load(s). The DPGS
can contribute to an efficient and renewable electricity future by potentially: increasing
the use of renewable sources of energy; improving the efficiency of the electricity
system by reducing transmission and distribution losses; improving the security of the
electricity supply through increased diversity of supply and reduced vulnerability to
simultaneous system failures. However, the new trend of using DPGS comes also with a
suite of new challenges. One of the challenges is the interaction between the DPGS and
the utility grid. As a consequence, grid interconnection requirements applying to
distributed generation are continuously updated in order to maintain the quality and
the stability of the utility grid.

The new upcoming standards addressed to the grid-connected systems will harmo-
nize the combination of the DPGS and the classical power plants. Consequently, the
major tasks of this thesis were to develop new grid condition detection techniques and
intelligent control in order to allow the DPGS not only to deliver power to the utility
grid but also to sustain it.

This thesis was divided into two main parts, namely “Grid Condition Detection”
and “Control of Single-Phase DPGS”. In the first part, the main focus was on reliable
Phase Locked Loop (PLL) techniques for monitoring the grid voltage and on grid
impedance estimation techniques. Additionally, a new technique for detecting the
islanding mode has been developed and successfully tested. In the second part, the
main reported research was concentrated around adaptive current controllers based on
the information provided by the grid condition detection techniques.

To guarantee the correct generation of the reference signals and to meet the de-
mands regarding the operation boundaries with respect to voltage amplitude and
frequency values required by standards, the grid-connected converters need an accurate
and fast detection of the phase angle, amplitude and frequency of the utility voltage.
As a consequence, a new voltage monitoring algorithm including an offset rejection
technique was proposed in this thesis. Additionally, the discrete implementation of the
algorithm was given.

The estimation of the grid impedance can be used by the control of numerous grid-
connected systems, such as active filters, islanding detection techniques, non-linear
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current controllers including hysteresis and predictive control, detection of the opera-
tion mode (on-grid or off-grid) of a DPGS, etc. Therefore, estimating the grid
impedance can add extra functions into the operation of the grid-connected converters.
Hence, three different methods have been developed with relation to the grid imped-
ance estimation. The first method uses the harmonic injection technique; the second
method is based on active and reactive power variations and the third proposed me-
thod is based on identification techniques.

The islanding detection is an important and necessary safety future of the grid-
connected systems to comply with. The islanding should be detected fast in conformity
with the standard requirements for the grid interconnection. Accordingly, an accurate
and less-disturbing islanding detection algorithm based on PLL technique was devel-
oped and tested successfully in this thesis.

The control of a DPGS is mainly designed in accordance with the electrical grid
condition at the Point of Common Coupling (PCC). Usually, the parameters of the
controllers are tuned for some assumed values of the electrical grid parameters. How-
ever, the parameters of the electrical grid such as grid impedance or grid frequency can
change. Therefore, the control should be able to follow these changes by using the data
provided by the grid condition detection techniques in order to maintain the perform-
ance and the robustness of the entire system. Regarding the advance control of DPGS,
an active damping technique for grid-connected systems using inductor-capacitor-
inductor (LCL) filters was proposed in the thesis. The method is based on a notch
filter, whose stopband can be automatically adjusted in relation with an estimated
value of the grid impedance

viil
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Chapter 1

Introduction

This chapter starts by describing the background and the motivation of the thesis and
includes a short overview about single-phase Distributed Power Generation Systems
(DPGS). Neat, the objectives and the limitations of the PhD research project are given.
Subsequently, the main contributions of the thesis are presented. Next, a list of scien-
tific publications derived from this thesis thus far is given. Finally, the outline of the

thesis is presented.

1.1 Background and motivation

The continuous increasing importance of small-scale electricity generation, also known
as DPGS, enabled by the advancement of power electronics, presents significant oppor-
tunities to utilities and customers alike. New, efficient and economic ways of generating
electricity closer to the load(s) as part of a deregulated industry environment are
possible nowadays. For instance, the single-phase systems present opportunities for
micro DPGS to be connected to the electrical grid through roof-top Photovoltaic (PV)
systems, thus being easily accessible in the residential areas. A short overview about
single-phase DPGS is given in the coming section.

1.1.1 Overview of single-phase DPGS

In classical power systems, most of electricity is generated in large, centralized power
stations which can be a long way from where the electricity is used. The electricity is
transported over long distance transmission lines, and then carried through local
distribution networks to where it is needed. Then, the system control centers continu-
ously monitor the voltage frequency and amplitude [XI]. On the opposite, the
distributed generation is different, meaning that the electricity is generated from small-
scale systems and is used on-site or nearby. It can be used to generate electricity for
homes, farms, businesses and industries. As a consequence, the overall structure of the
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power system has started nowadays to be changed due to the increased penetration of
DPGS [1], [2], [XI].

The DPGS are usually connected to the local distribution network. This means
that when there is not enough electricity being generated by the local distributed
generation units, the users can still get electricity from the national electricity grid. It
also means that if the electricity is generated in excess, the electricity surplus can be
exported into the national electrical grid.

The electricity from the DPGS can be generated using different systems including
both renewable and non-renewable sources such as Wind Turbines (WT), PV genera-
tors, wave generators, small hydro, Fuel Cells (FC) and gas/steam powered Combined
Heat and Power (CHP) stations. However, only the small power level DPGS (below 5
kW) such as PV and FC systems can be connected to the electrical grid through single-
phase power converters. Consequently, only the DPGS based on PV and FC systems
will be described.

The PV systems represent an emerging energy technology which is environmentally
friendly and easy to use inside and outside populated areas. At the beginning, the PV
technology was very expensive and it was only used as power supply for special stand-
alone applications such as communication satellites. However, the continuous progress
of the semiconductor technology allowed the development of commercial less expensive
PV cells, thus making the PV systems an important alternative energy source.

PV systems can be used for homes, offices, public buildings or remote sites where
grid connection is either unavailable or too expensive. PV systems can be mounted on
roofs or on building facades or can operate as standalone systems. The innovative PV
array technology and mounting systems means that PV can be retrofitted on existing
roofs or easily incorporated as part of the building envelope at construction stage.
Modern PV technology has advanced rapidly and PV is no longer restricted to square
and flat panel arrays but can be curved and shaped to the building design.

There are four primary applications for PV power systems such as off-grid domes-
tic, off-grid non-domestic, grid-connected distributed and grid-connected centralized. In
the last few years, an exponential increase in grid-connected PV applications has been
observed. As reported in [3], about 2,26 GW of PV capacity was installed during 2007
(an increase of more than 50 % over the previous year) which brought the total in-
stalled capacity to 7,8 GW. The cumulative installed grid-connected and off-grid PV
power is given in Figure 1.1 [3].

Another alternative resource is represented by FCs. Historically, the FC was first
invented in 1839, but the technology largely remained dormant until the late 1950s.
During the 1960s, NASA used precursors to today’s FC technology as power sources in
spacecraft [4]. The FC is an interesting technology due to its high conversion efficiency
(around 70%) which is superior when compared to different classical conversion systems
such as Otto motors, Diesel engine, steam and gas turbines or to renewable conversion
systems such as WTs (around 40%) and PV systems (around 20-25 % with the new PV
cell technology).
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Figure 1.1. Cumulative installed grid-connected and off-grid PV power in the report-
ing countries [3].

The FCs are unique in terms of the variety of their potential applications; they can
provide energy for systems as large as a utility power station, as small as a laptop
computer, and just about everything in between, including light cars and trucks. Fuel
cells have also the potential to provide distributed power generation [4].

While they currently face market barriers due to their high prices, fuel cells have
the potential to be more economically viable in the near future. An environmental
benefit of this technology may be enhanced if fuel cells can eventually use hydrogen
produced by electrolysis from renewable energy sources. Thus, the main disadvantage
of the renewable energy sources, which is their high uncertainty in the availability, can
be alleviated. Therefore, hybrid systems using different combinations such as PV - FC
or wind - FC will become more important in near future of the distributed generation.

1.1.2 Project Motivation

The distributed generation can contribute to an efficient and renewable electricity
future by potentially: increasing the use of renewable sources of energy; improving the
efficiency of the electricity system by reducing transmission and distribution losses;
improving the security of the electricity supply through increased diversity of supply
and reduced vulnerability to simultaneous system failures (the impact of simultaneous
failure may be less with a high number of small generation units than a few large
power stations) [5].

Besides the advantages, the new trend of using distributed generation comes also
with a suite of new challenges. One of the new issues which increasingly attracts the
attention of researchers is the interaction between the DPGSs and the utility grid. A
harmonic interaction between a large number of distributed power inverters and the
distribution network has been reported in [6]. As a consequence, grid interconnection
requirements applying to distributed generation are continuously updated in order to
maintain the quality and the stability of the utility grid [7-11].
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1.2 Objectives and Limitations

In the past, people have thought mostly about how to get the energy from wind, solar,
waves, tide, etc. With the continuous increase of the distributed generation the prob-
lem has moved now to the delivery of this energy to the electrical grid in the most
efficient way possible. At the same time, the new upcoming standards addressed to the
grid-connected systems will harmonize the combination of the classical power plants
and the DPGSs. Therefore, the two main objectives of this thesis are focused on the
new grid condition detection techniques and on the intelligent control which will allow
the DPGS not only to deliver power to the utility grid but also to sustain it. The
objectives and the limitations of this research project are described in the following.

1.2.1 Objectives

Based on the new introduced standard requirements for DPGS [7-11], the primary goal
of this thesis is to report new and reliable grid condition detection techniques for
single-phase grid-connected systems in order to meet these stringent requirements. This
main goal regarding the detection of the grid condition contains three main objectives,
namely the grid voltage monitoring, grid impedance estimation and islanding detection.
Additionally, a secondary goal is to document advanced control algorithms which will
make use of the grid condition detection techniques. The main objectives of this thesis
are described in the coming paragraphs.

Grid voltage monitoring — To guarantee the correct generation of the reference
signals and to meet the demands regarding the operation boundaries with respect to
voltage amplitude and frequency values required by standards, the grid-connected
converters need an accurate and fast detection of the phase angle, amplitude and
frequency of the utility voltage. The grid voltage monitoring can be easily influenced
by the grid disturbances, thus providing inaccurate values to the control. This can lead
to poor performances or undesired disconnections of the DPGS. Consequently, new
reliable algorithms for monitoring the grid voltage have been investigated in order to
provide accurate values for the voltage phase, amplitude and frequency. Moreover, the
elaborated algorithms have to have a fast detection rate and to be robust under grid
disturbances.

Grid impedance estimation — The grid impedance value can be used by the
control of numerous grid-connected systems. Some of the applications which rely on the
grid impedance value can be enumerated as follows: current controllers with improved
stability and dynamic performance; active filter control; detection of grid faults and
grid unbalances; compliance with certain stringent standards for islanding detection;
non-linear current controllers including hysteresis and predictive control; detection of
the operation mode (on-grid or off-grid) of a DPGS.

Many applications mentioned above assume a fixed value for the grid impedance.
However, the grid impedance value can experience fluctuations which can compromise

the assumption of constant grid impedance made by the control. Therefore, estimating
4
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the grid impedance can add extra functions into the operation of the grid-connected
converters. Thus, the grid power converters can become more intelligent and they will
sustain a better integration of DPGSs into the utility grid.

Islanding detection — This is an important and necessary safety future of the
grid-connected systems to comply with. The islanding phenomenon can occur when the
electrical grid is disconnected and the grid-connected converter continues to operate on
local loads. The islanding should be detected fast in conformity with the standard
requirements for the grid interconnection. Even though, numerous anti-islanding
detection methods exist already, most of the passive methods are not accurate enough
and a large part of the active methods are too invasive thus affecting the output power
quality of the grid-connected converters. Therefore, the development of an accurate and
less-disturbing islanding detection algorithm becomes a necessity.

Advanced control — The control of a DPGS is mainly designed in accordance
with the electrical grid condition at the Point of Common Coupling (PCC). The
parameters of the controllers are tuned for some assumed values of the electrical grid
parameters. However, the parameters of the electrical grid such as grid impedance or
grid frequency can change. Therefore, the control should be able to follow these
changes by using the data provided by the grid condition detection techniques in order
to maintain the performance and the robustness of the entire system.

1.2.2 Tools used

The control algorithms developed along this thesis were created using a simulation
platform based on MATLAB®/Simulink [12]. Additionally, either transfer functions or
PLECS® toolbox [13] for Simulink were used in order to simulate electrical circuits.
The PLECS® toolbox was preferred when compared to other electrical circuit simula-
tors due to its MATLAB®/Simulink integration. The dSPACE - DS1103 controller
board [14] was used for the experimental implementation of the developed algorithms
due to its power processing capabilities and the interconnectivity with Simulink. The
Voltage Source Inverter (VSI) used for the test setup was a commercial product pro-
vided by Danfoss A/S [15]. Finally, a programmable AC load from California
Instruments A/S [16] was used to emulate the electrical grid in order to test some
algorithms under special grid conditions.

1.2.3 Project Limitations

In the technical literature there are many ways to configure a distributed generation
system. As presented in §1.1, there are many energy sources (using either renewable or
conventional energy) to be used. In many applications, the conversion of the power is
performed by the power electronic equipment using a large variety of topologies. In
spite of the fact that this thesis is focused mostly on single-phase grid connected PV
systems, most of the methods described in this thesis can be applied to a large variety
of DPGS, including the three-phase systems.
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All the experimental tests along this research project were done using only a single-
stage converter supplied by either a DC power source or a string of sixteen PV panels
connected in series. The power converter represented by a VSI was connected to the
low voltage grid (230 V) through an inductor(L)-capacitor(C)-inductor(L) (LCL) filter.

One of the key issues of the grid impedance estimation is the assumed grid model.
The grid model gives the relationship between the voltage and the current measured at
the PCC. Different grid models have been used in the technical literature using differ-
ent levels of complexity. However, the grid impedance is mainly inductive and therefore

the grid impedance was considered having a resistor(R)-inductor(L) (RL) model.

1.3 Main contributions

In the opinion of the author, the main contributions of this PhD research project are
enumerated in the following, in the order they appear presented in the thesis.

Chapter 2 presents a comprehensive review about grid voltage monitoring tech-
niques used for single-phase systems in order to give a clear classification of the
existent methods presented in the technical literature.

« New voltage monitoring method

A single-phase Phase-Locked Loop (PLL) algorithm using an Orthogonal Signal
Generator (OSG) based on the Second Order Generalized Integrator (SOGI) and
including an offset rejection technique was proposed in Chapter 2. Additionally, the
discrete implementation of the algorithm was given in order to avoid any possible
challenges faced by implementing a discrete system. The proposed algorithm proved to
be robust and able to handle all types of grid voltage distortions giving great results.

e New grid impedance estimation methods

Three different methods have been developed with relation to the grid impedance
estimation. These methods are presented along Chapter 3. The first method using
harmonic injection technique was developed based on similar existent methods. How-
ever, a new calculation algorithm has been proposed to ease the computation of the
grid impedance, thus avoiding the heavy computation algorithm based on Discrete
Fourier Transform (DFT). A second grid impedance estimation method based on active
(P) and reactive (QQ) power variations was proposed. The major benefit of this method
is that it can use the natural active power variations of the input power sources such as
WTs or PVs. A deliberate active power variation is produced only when necessary,
thus minimizing the distortion of the output power. However, the reactive power
variation has to be produced deliberately at every disturbance cycle. The third pro-
posed grid impedance estimation method is based on identification techniques. This
method has the merit to combine the advantages of both active and passive grid
impedance estimation methods.

o« New islanding detection method

Even though numerous anti-islanding detection methods exist already, most of the
passive methods are not accurate enough and a large part of the active methods are too

6



Chapter 1

invasive thus affecting the output power quality of the grid-connected converters.
Consequently, an accurate and less-disturbing islanding detection algorithm has been
developed and tested successfully, as presented in Chapter 4. It is worth mentioning
here that the proposed anti-islanding algorithm is under patent pending. Moreover, a
non-exclusive license was bought by a PV inverters manufacturer.

« New active damping method

Regarding the advanced control of DPGS, an active damping technique for grid-
connected systems using LCL filters is presented in §6.2.2. The proposed method is
based on a notch filter, whose stopband can be automatically adjusted in relation with
an estimated value of the grid impedance.

1.4 List of scientific publications derived from this thesis

The results of the research project documented in this thesis have been published in
international conference proceedings and journals. The list of these publications is as
follows.
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single-phase PV inverter," Proc. of EPE, 2005, pp. P1-P10.
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IV. M. Ciobotaru, R. Teodorescu, and F. Blaabjerg, "A new single-phase PLL
structure based on second order generalized integrator," Proc. of PESC,
2006, pp. 1-6.
V. M. Ciobotaru, T. Kerekes, R. Teodorescu, and A. Bouscayrol, "PV inverter
simulation using MATLAB/Simulink graphical environment and PLECS
blockset," Proc. of IECON, 2006, pp. 5313-5318.
VI. P. Rodriguez, A. Luna, M. Ciobotaru, R. Teodorescu, and F. Blaabjerg,
"Advanced grid synchronization system for power converters under unbal-
anced and distorted operating conditions," Proc. of IECON, 2006, pp. 5173-
5178.
VII. M. Ciobotaru, R. Teodorescu, and F. Blaabjerg, "Control of single-stage
single-phase PV inverter," EPE Journal, 2006, vol. 16, no. 3, pp. 20-26.
VIII. M. Ciobotaru, R. Teodorescu, and F. Blaabjerg, "On-line grid impedance es-
timation based on harmonic injection for grid-connected PV inverter," Proc.
of ISIE, 2007, pp. 2437-2442.
IX. M. Ciobotaru, R. Teodorescu, P. Rodriguez, A. Timbus, and F. Blaabjerg,
"Online grid impedance estimation for single-phase grid-connected systems
using PQ variations," Proc. of PESC, 2007, pp. 2306-2312.



Aalborg University

X.

XL

XIIL

XIII.

XIV.

A. V. Timbus, P. Rodriguez, R. Teodorescu, and M. Ciobotaru, "Line im-
pedance estimation using active and reactive power variations," Proc. of
PESC, 2007, pp. 1273-1279.

F. Tov, M. Ciobotaru, D. Sera, R. Teodorescu, and F. Blaabjerg, "Power
electronics and control of renewable energy systems," keynote paper, Proc.
of PEDS, 2007, pp. P-6-P-28.

M. Ciobotaru, R. Teodorescu, and V. G. Agelidis, "Offset rejection for PLL
based synchronization in grid-connected converters," Proc. of APEC, 2008,
pp. 1611-1617.

M. Ciobotaru, V. G. Agelidis, and R. Teodorescu, "Accurate and less-
disturbing active anti-islanding method based on PLL for grid-connected
PV inverters," Proc. of PESC, 2008, pp. 4569 — 4576.
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The relation between the chapters of this thesis and the publications mentioned

above is given in Table 1.1.

Chapter number Publications
Chapter 2 (1], [IV], [VI], [XII]
Chapter 3 [VIII], [IX], [X]
Chapter 4 (XTI}, [XIV]
Chapter 5 [, [V], [VII], [XI]
Chapter 6 (1]

Table 1.1. Relation between the scientific publications and the thesis chapters.

The results of this thesis have also contributed to other projects related with grid-

connected converters and selected output has been published in the following papers

and reports. However, these papers will not be included in this thesis.
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F. Tov, M. Ciobotaru, and F. Blaabjerg, "Power electronics control of wind en-
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converters for universal and flexible power management in future electricity
network," Report for EU Research Project on Control Strategies for UNIFLEX,
Nottingham - School of Electrical and Electronic Engineering, University Park,
2008, 162 pages.
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1.5 Outline of the thesis

The thesis is divided into three main parts. The Part I contains Chapter 2, Chapter 3
and Chapter 4 and is called “Grid Condition Detection”. The Part II includes Chapter
5 and Chapter 6 and is called “Control of Single-Phase DPGS”. Finally, Part III,
called “List of Publications”, presents the papers published thus far from this research
project.

The first two parts of the thesis including the “Introduction” and the “Conclu-
sions” were structured in seven chapters.

Chapter 2 starts with an overview about grid voltage monitoring techniques.
Next, a classification of different OSG techniques used by the single-phase PLLs is
given. A complete algorithm based on SOGI for monitoring the grid voltage is proposed
and described in detail. Next, the offset rejection capabilities as well as the discrete
implementation of the proposed algorithm are presented. Finally, simulation and
experimental results are given to prove the effectiveness of the proposed algorithm.

Chapter 3 begins with an overview about grid impedance estimation techniques.
The overview is then followed by a short presentation of the applications well suited for
grid impedance estimation. Next, three methods of grid impedance estimation are
presented. The first method uses the harmonic injection; the second method is based on
active and reactive output power variations of the grid-connected converter and the
third method is based on identification techniques. The simulation and selected ex-
perimental results are presented after each proposed method.

Chapter 4 introduces an islanding detection technique. The chapter starts with
an overview of the existent anti-islanding methods. Then, an accurate and less-
disturbing active islanding detection method is proposed and described in detail.
Selected results are given to demonstrate the effectiveness of the proposed algorithm.

Chapter 5 gives in the first part an overview about the general control structure
of a single-phase DPGS. The second part of this chapter presents an improved DC
voltage controller which is able to remove the 100 Hz typical ripple from the measured
DC voltage. The last part of the chapter introduces a comparison between the classical
Proportional Integral (PI) and the Proportional Resonant (PR) current controllers.

Chapter 6 describes methods of how to make the grid-connected converters more
flexible using advanced control techniques. The main focus is to increase the perform-
ances and the robustness of the current controller. The chapter is divided into two
main parts. In the first part, a frequency adaptive PR controller has been developed
and tested. The second part presents an adaptive current controller based on the
estimation of the grid impedance.

Chapter 7 starts summarizing the work presented along this thesis. The main
conclusions are deduced based on the achieved results. Finally, the directions for future
work are outlined.
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Chapter 2

Grid Voltage Monitoring

This chapter begins with an overview about grid voltage monitoring techniques. Next, a
classification of different OSG techniques used by the single-phase PLLs is given. A
complete algorithm based on SOGI for monitoring the grid voltage is proposed and
described in detail. Next, the offset rejection capabilities as well as the discrete imple-
mentation of the proposed algorithm are presented. Finally, simulation and
experimental results are given to prove the effectiveness of the proposed algorithm.

2.1 Introduction

A DPGS require a high degree of grid condition detection in order to meet standard
specifications in terms of power quality and safety [7-11].

An accurate and fast detection of the phase angle, amplitude and frequency of the
utility voltage is required by the grid-connected converters in order to guarantee the
correct generation of the reference signals and to meet the demands regarding the
operation boundaries with respect to voltage amplitude and frequency values required
by standards. The standard IEC61727-2002 [9] is given as an example in this regard.
This standard applies to the utility-interconnected PV power systems utilizing static
(solid-state) non-islanding inverters for the conversion of DC to AC.

According to TEC61727-2002 [9], the boundaries of operation with respect to grid
voltage amplitude and frequency are shown in Figure 2.1. A continuous operation area
between 0.85 and 1.10 p.u. and + 1 Hz around the nominal frequency is defined.
Abnormal conditions can arise on the utility grid which requires a response from the
grid-connected PV system. This response is to ensure the safety of utility maintenance
personnel and the general public, as well as to avoid damage to connected equipment,
including the PV system. The abnormal utility conditions of concern are the grid
voltage amplitude and frequency excursions above or below the values stated in Figure
2.1. The grid-connected PV system has to cease to energize the utility line within the
specified time interval if the voltage amplitude or frequency exceeds the predefined
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limits. The most restrictive requirement is when the maximum trip time is 0.05 seconds
for a grid voltage amplitude excursion above 1.35 p.u. (Figure 2.1). An accurate and
fast grid voltage monitoring algorithm is required in order to comply with these re-
quirements.

The principle of the grid voltage monitoring, which consists in getting the parame-
ters of the voltage at the PCC, is presented in Figure 2.2 and (2.1). The voltage
equation is divided in two main parts: the fundamental and the harmonics. The grid
phase angle (w-t) is mostly used for synchronization. Additionally, the detection of
the grid phase angle can also be used for anti-islanding detection algorithms [17]. The
angular frequency of the grid voltage (w ) is used for over/under frequency detection
algorithms but also to provide information to the control system (such as resonant
controllers or filters which need to adjust their resonance frequency). The amplitude of

~

the grid voltage (V') is required for over/under voltage and to provide information to
the control system (such as power feed forward loop). Additional information such as
harmonic content of the grid voltage can be required for some algorithms (e.g. harmon-
ics monitoring for the passive anti-islanding methods [17] or active power filters
applications [18, 19]).

v(t):I7-sin<w-t)+ZI//;-sin(wh-t—l—@h) (2.1)

.
Fundamental Harmonics

This chapter focuses on the phase angle, frequency and amplitude estimation of the
grid voltage. A short overview about methods used for monitoring the grid voltage is
presented next.

Voltage [p.u.]
A

Maximum Trip Time
0.05 sec
1.35
2 sec
1. 10 [t
1.00 0.2 sec Normal 0.2 sec
operation
(0.85 [
2 sec
0.50
0.1 sec
2 —— >

49 50 51 Frequency [Hz|

Figure 2.1. Maximum trip times for both voltage amplitude and frequency according to
the standard IEC61727-2002 [9].
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Figure 2.2. The principle of the grid voltage monitoring.
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2.2 Overview of the grid voltage monitoring techniques

Numerous methods using different techniques for monitoring the grid voltage are
presented in the technical literature about DPGS. However, some of the methods are
not always categorized properly, thus leading to confusion. Therefore, to bring clarity
in this regard, the techniques used for monitoring the grid voltage can be organized as
presented in Figure 2.3.

The grid voltage monitoring techniques can be split into two main categories,
namely methods based on Zero-Crossing Detection (ZCD) which does not involve a
phase controller and methods based on PLL which includes a phase controller. Fur-
thermore, the methods based on a PLL can also be split into three other categories,
namely PLL based on the ZCD, on the arctangent function (tan™') and on the Park
Transform. All these techniques are presented in more details in the coming sections.

Grid voltage monitoring

Phase-Locked Loop

Zero-Crossing Detection

Zero-Crossing Detection

Arctangent function Park Transform

Figure 2.3. Classification of the grid voltage monitoring techniques for DPGS.
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2.2.1 Grid voltage monitoring based on ZCD

A simple method of obtaining the phase and frequency information is to detect the
zero-crossing point of the grid voltage [20-22]. The method, as presented in Figure 2.4,
is based on counting the zero-crossings of the grid voltage, thus the frequency of the
fundamental is estimated. Then, the phase-angle of the grid voltage is obtained by
integrating the estimated frequency and no phase controller is involved.

This method has two major drawbacks. Since the zero-crossing point can be de-
tected only at every half cycle of the utility frequency, the phase tracking action is
impossible between the detecting points and thus a fast dynamic performance cannot
be obtained [23]. Some work has been done in order to alleviate this problem using
multiple level crossing detection as presented in [24]. However, this method increases
the complexity of the ZCD technique.

Significant line voltage distortion due to notches caused by power device switching
and/or low frequency harmonic content can easily corrupt the output of a conventional
ZCD [25]. Therefore, the zero-crossing detection of the grid voltage needs to obtain its
fundamental component at the line frequency. This task is usually made by a filter. To
avoid the delay introduced by this filter, numerous techniques are used in the technical
literature. Methods based on advanced filtering techniques are presented in [25-29].
Other methods use neural networks for detection of the true zero-crossing of the grid
voltage waveform [30-32]. Furthermore, an improved accuracy in the integrity of the
zero-crossing can also be obtained by reconstructing a voltage representing the grid
voltage [33-36].

However, starting from its simplicity, when the two major drawbacks are alleviated
by using advanced techniques, the zero-crossing method proves to be rather complex
and unsuitable for applications which require accurate and fast tracking of the grid

voltage vector.

T
K nn Counter ~ ~
v T KX w |1
%* kst - d . ~
A 6‘1 j

v ZEro-Ccrossing
detection

V, f estimation v

| RMS LPF 1 LPF]
§ calculation ; h

Figure 2.4. Grid voltage monitoring based on Zero-Crossing Detection without includ-

ing a phase controller.
2.2.2 Grid voltage monitoring based on PLL

Recently, there has been an increasing interest in PLL techniques for grid-connected
converter systems [37]. Typically, the PLL technique is applied in communication
technologies. Though, it has been proven that its application to the grid-connected
converter systems was a success [22, 23, 37-54], [II], [IV], [VI]. Used for such systems,
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the PLL is a grid voltage phase detection algorithm. The main task of the PLL algo-
rithm is to provide the phase angle of the grid voltage which is mostly used to
synchronize the output current of the converter with the voltage at the PCC for the
cases when no reactive power is required. Moreover, using the PLL algorithm, the grid
voltage parameters such as amplitude and frequency, can be easily monitored.

The PLL is composed of a phase comparator which provides an error signal (¢, ) to

a PI controller, as it can be seen in Figure 2.5. An initial frequency value (w, ) is then

o)

-~

added to the output of the PI controller resulting the estimated frequency (w) of the
grid voltage. The advantage of adding w,, to the output of the PI controller is a better

~

dynamic performance every time the PLL is reset. Then, the estimated phase-angle ()
of the grid voltage is obtained by integrating the estimated frequency. To provide the
phase-angle reference to the phase comparator, the following three techniques can be

used: the ZCD, the arctangent function (tan™') or the Park Transform.
2.2.2.1 ZCD based PLL

The ZCD technique can also be used to provide the phase-angle reference for a
PLL [22] (Figure 2.5). The integrator is reset to 0 every time the positive slope zero-
crossing is reached and to 7w every time the negative slope zero-crossing is reached,
thus providing the phase-angle reference for the PLL. The shortcomings of this method
are similar to the methods presented in §2.2.1.

ZEro-crossing
detection

V, f estimation ~

RMS LPF 1 LPF
calculation ;

Figure 2.5. PLL structure based on the ZCD.

2.2.2.2 Arctangent function based PLL

The arctangent function technique (Figure 2.6) is another solution for detecting the
phase-angle and the frequency of the grid voltage [22, 45]. An orthogonal voltage
system is required to implement this technique. This method is used in motor drives
applications to transform the feedback signals to a reference frame suitable for control
purposes [55]. However, this method has the drawback that it requires advanced filters
to obtain an accurate detection of the phase angle and frequency in the case of a
distorted grid voltage [53]. Even though, the method using the arctangent function is
easy to understand, it has implementation difficulties related with the avoidance of
divisions by zero. Therefore, this technique is not well suited for grid-connected con-

verter applications.
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Figure 2.6. PLL structure based on the arctangent function.

2.2.2.3 Park Transform based on PLL

The most widely used PLL is based on the Park Transform, as presented in Figure
2.7 [IV], [V]. Like in the case of the arctangent function technique, an orthogonal
voltage system is required for the PLL based on the Park Transform.

A more detailed structure of the PLL based on the Park Transform is given in
Figure 2.8 for a better understanding of how the phase comparator is obtained through
the use of the Park Transform. The input of the PI controller (¢, ) is defined by (2.2).

The result is not the difference between the angles but it depends on it. The grid

voltage (v) is considered normalized.

g, =, =—sinf-cosf + cosf -sinf = sin(6 — 0) (2.2)
. o
v K 5 ML»
% y \ 4 P
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Orthogonal »0f —>
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Figure 2.7. PLL structure based on the Park Tmnsform.
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Figure 2.8. PLL structure based on the Park Transform in detail.
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The sine function is nonlinear, and for small values of sin(f — 5) (when 6 and A

are almost equal), (2.2) can be expressed as (2.3). Thus, the phase comparator is
obtained through the use of the Park Transform.

= v, =sin(f — 5) ~0-0 (2.3)

m

0
In a three-phase system, the orthogonal voltage system is obtained through the
Clarke Transform. However, for a single-phase system, the orthogonal voltage system
has to be artificially generated [22]. Therefore, more attention is to be paid for the
orthogonal voltage system techniques.
Next section discusses about techniques used for generating the orthogonal voltage

system. The structure responsible for generating the orthogonal voltage system is called
Orthogonal Signal Generator (OSG).

2.3 Overview of the OSG techniques

In the technical literature, several techniques for generating the orthogonal voltage
components from a single-phase system are described, some of which are compared in
[22, 37, 56].

The OSG provides the quadrature (qv) of the input signal (v), as it can be seen
from Figure 2.9. In order to have an analogy with the voltage components in the
stationary coordinates (v, and v, ), the convention presented in (2.4) is used through

the entire thesis. For instance, v and v, are required by the arctangent and the Park

Transform techniques used by a PLL structure.

V= —qU = ‘7008 wt
o = v =V cos(w) (2.4)
v, =v =Vsin(wt)

~

-V represents the amplitude and wt represents the phase-angle of the input vol-
tage signal.

Orthogonal Voltage System Q
150 — - Al =710
v w
D
S
S 0
[}
E b,
(_El - v, =0
<
0 0.01 0.02 0.03 v
Time [s] Y, =

(a) (b)

Figure 2.9. a) Orthogonal voltage system; b) Stationary reference frame.
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As it can be noticed from Figure 2.9 and (2.4), the input signal (v) is a function of
sin(wt) while its quadrature (qv), generated by the OSG, is a function of cos(wt).

However, most OSGs cannot provide directly v , of which phase-angle leads the input

signal phase-angle by 7r/2. Instead, it generates a quadrature signal (quv), of which
phase-angle lags the input signal phase-angle by 7r/ 2. Therefore, to obtain v_, a minus

sign should be considered, as presented in (2.4). For example, the Park Transform from
(2.5) will be equivalent to the one presented in (2.6).
v, =v, -cos+uv, -sinf

d

(2.5)

v, =, ~sm0—|—vﬁ -cosf

v, =—qu-cosf + v-sinf
o (2.6)
v, = qu-sinf + v - cos
An easy technique of generating the orthogonal voltage system for a single-phase
system incorporates a transport delay function, which is responsible for introducing a

phase shift of 7T/ 2 with respect to the fundamental frequency of the input signal [II]. A
related method, but more complex of creating a phase shift of 7r/ 2, uses the Hilbert

Transform [37, 40].

Another different method of generating the orthogonal voltage system is based on
inverse Park Transform [37, 50, 54], [II]. In [22], a method using estimated phase and
amplitude is presented. Other methods used as orthogonal signal generators are based
on filters, namely second order filter, first order filter and all pass filter [22].

Other methods use a Kalman estimator-based filter [42] or a resonant structure
based on SOGI [57], [IV], which is derived from Kalman estimator-based filter, being a
simplified form of this. There are several techniques for generating the orthogonal
voltage system and six OSG techniques are presented.

2.3.1 Transport delay based OSG

The transport delay method is easy to implement through the use of a First-In First-
Out (FIFO) buffer. The buffer size is set to one-quarter of the number of samples
contained in one cycle of the fundamental. The general structure of the OSG based on
the transport delay technique is presented in Figure 2.10.

Figure 2.10. OSG based on transport delay.

Generally speaking, the algorithm is easy to use and the tuning process does not
pose special difficulties. Though, the transport delay technique has two major draw-
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backs: 1) it is not frequency adaptive, thus errors can occur when the grid frequency
experience fluctuations, due to its fixed delay, and 2) it creates an unfiltered orthogonal
voltage system. However, some work has been done to alleviate these shortcomings as
presented in [58], [II]. In order to eliminate the errors caused by the grid frequency

variations, the cosine-component of the PLL output (cosf) used in the Park Trans-
form, as shown in Figure 2.8, is produced using the same delay procedure used to
obtain the cosine-component of the grid voltage (v ), thus the errors cancel each other

[11].
2.3.2 Hilbert Transform based OSG

A related but more complex method compared to the transport delay technique, is to
generate the quadrature signal through the use of Hilbert Transform [37, 40], as pre-
sented in Figure 2.11. For a real signal f(t), the Hilbert Transform (H) is defined as
shown in (2.7).

s =a(p=—~p [Lgr (2.7)

- where P is Cauchy principal value.

By means of the Hilbert Transform, it is possible to generate a signal which is or-
thogonal with the input signal. As a drawback, the ideal Hilbert Transform, as defined
in (2.7), leads to a non-causal system and it is not practically realizable. However, the
Hilbert Transform can be approximated with a high-order Finite Impulse Response
(FIR) filter. The main difference of the transport delay technique when compared with
the Hilbert Transform is that, all the harmonic content of the input signal is subjected
to the same time delay. As concluded in [37], the Hilbert Transform does not represent
a good solution for creating an orthogonal voltage system due to its complexity, in-

creased computational time and poor performances.
v T T T
! e,
%—P Hilbert La
! Transform |
Vi ;
! i’U v,
1 > %*

Figure 2.11. OSG based on Hilbert Transform.

2.3.3 FEstimated phase angle and amplitude based OSG

A simple OSG technique is presented in Figure 2.12 [22]. The method is based on the
estimated amplitude (V') and phase-angle (6 ), as provided by the PLL structure. The

-~

estimated amplitude (V') can be multiplied by cosf resulting:

v o= V cosf ~ V cosd (2.8)
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cos 6

Figure 2.12. OSG based on estimated phase angle and amplitude.

Therefore, the quadrature of the input signal is obtained in a very simple way.
However, this method has the drawback that it is highly dependent on the settling
time of the PLL, thus resulting in poor overall dynamics. Moreover, the PI controller of
the PLL is difficult to tune, due to the interdependent loops created by using the
estimated amplitude and phase-angle. The poor performances of this method are
concluded in [22].

2.3.4 Inverse Park Transform based OSG

A different method to generate the orthogonal system uses the inverse Park Transform,
presented in Figure 2.13 [54].

As it can be seen from Figure 2.13, a single phase voltage (v) and an internally
generated signal (v ) are used as input to a Park Transform block (af —dg). The

signal v_ is obtained through the use of an inverse Park Transform, where the inputs

are the d and ¢-axis outputs of the Park Transform, fed through first order pole blocks.
The two first order lag blocks added to the structure must be adequately tuned in
order to guarantee the performance of the single-phase PLL [50]. The inner loop (the
« -axis voltage loop) must be fast enough so that the outer loop performs the tracking
function with the « -axis voltage stabilized. The stationary frame is seen by the outer
loop as if it was obtained from a three phase system and thus the tracking of the

“virtual” utility voltage vector can be performed.

0 P
\ 4 ‘APW”
d
Yy (PI input) v
< q

Park Transform

U
a’ ,

Inverse Park Transform

Figure 2.13. OSG based on inverse Park Transform.
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The tuning of the two first order lag blocks is performed using a methodology pre-
sented in [50].

Although the algorithm of the inverse Park Transform is easy to implement, re-
quiring only an inverse Park and two first-order low-pass filters, the tuning of the PI
controller and the choice of the time constant of the filters are difficult processes, as
compared with the other PLL algorithms. This is due to the presence of the two
interdependent nonlinear loops, which makes linearization and use of linear system

analysis tools more troublesome [37].
2.3.5 Filter based OSG

Another way of creating an orthogonal voltage system is through the use of a Low-Pass
Filter (LPF) or an All-Pass Filter (APF). In [22], three of such methods are presented.
The methods are based on the second order LPF, first order LPF and on the APF.

2.3.5.1 Second order filter based OSG

The OSG method based on the second order filter is shown in Figure 2.14 [22]. The
damping ratio is ( = 1/ \/5 and the undamped natural frequency w has the same

~

value as the estimated frequency w. Having as input the voltage signal

(v =V sin(wt)), the second order filter produces an output signal with a —7r/ 2 phase-

~

) = [(@) v

angle shift and an amplitude of 17/ V2. Therefore, v_is calculated by (2.9).
—=sin

ol

The second order filter, as presented in Figure 2.14, is frequency dependent, thus

-~

]— &cos(wt) (2.9)

the estimated frequency (w) of the PLL can be used for adjusting the value of the
undamped natural frequency (w ). By doing so, the second-order filter based OSG is

not affected by the grid frequency variations. As a drawback, the OSG based on the
second order filter is not able to filter both of the orthogonal voltages (v, and wv, ).

Thus, the advantage of the filtered v_ is minimized.

w =w
n

Figure 2.14. OSG based on second-order low-pass filter.
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2.3.5.2 First order filter based OSG
Figure 2.15 shows another filter based OSG which uses a first order filter [22]. The

~

cutoff frequency (w ) has the same value as the estimated frequency (w ). Having the
voltage signal (v = % sin(wt) ) as input, the first order filter produces an output signal
equal to (V/\/E) sin(wt - 7r/4). Therefore, v is calculated by (2.10).

-~ -~

vV T - vV T o
v =v—2-—sin|wt ——|=Vsin|wt]| —2-—sin|wt ——| = V cos|wt 2.10
=gl <o) 2 inlon 3] <Peos(e) 20

Similar to the second order filter based OSG, the first order based OSG can use the
estimated frequency (w) of the PLL to calculate the undamped natural frequency
(w, = w), thus it is not affected by the grid frequency variations. However, as con-

cluded in [22], the steady state performance of the first order filter based OSG is worse
than the second order filter based OSG. As a drawback, the OSG based on the first
order filter is not able to filter both of the orthogonal voltages (v, and v, ). Thus, the

advantage of the filtered v_ is minimized.

w =w
n

Figure 2.15. OSG based on first-order low-pass filter.

2.3.5.3 All-pass filter based OSG

Figure 2.16 presents an OSG based on the all-pass filter [22]. The damping ratio is
¢ =1 and the undamped natural frequency is w = (\/5 — 1)~w. Having as input the

grid voltage (v = ﬁsin(wt) ), the all-pass filter produces an output signal with a —7r/ 2

phase-angle shift and an amplitude of V. Therefore, v_is calculated by (2.11).

v, =Vcos =V cost (2.11)
w =(2-1w

Figure 2.16. OSG based on all-pass filter.
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Unlike the other OSG techniques previously presented, the all-pass filter based
OSG is able to directly produce the component v . This is due to the fact that the all-

pass filter (Figure 2.16) is able to produce an output signal whose phase-angle leads the
input voltage phase-angle by 7r/ 2. Similar to the second order filter and first order

~

filter based OSG, the all-pass filter based OSG can use the estimated frequency (w) of
the PLL to calculate the undamped natural frequency (w = (\/5 — 1)~w), thus it is

not affected by the grid frequency variations. However, as concluded in [22], the steady
state performances of the all-pass filter based OSG are worse than second order filter
based OSG. Moreover, the OSG based on the all-pass filter is not able to filter any of
the orthogonal voltages (v, and v ).

2.3.6 SOGI based OSG

All of the OSG methods described thus far present at least one of the following short-
comings: sensitivity to frequency variations, poor dynamic performance, poor or non-
filtering, high sensitivity to offset, high complexity and implementation difficulties. In
order to overcome most of these shortcomings, another OSG technique based on the
SOGI has been proposed in [IV]. The approach has been used before in order to com-
pute the instantaneous active and reactive power [57]. After more investigations turns

out that the OSG based on SOGI (OSG-SOGI) is a simplified form derived from
adaptive Kalman filtering theory [42]. Through the investigations, the OSG-SOGI
proved to be the most promising candidate out off all OSG techniques presented above.

2.4 OSG-SOGI based PLL using the Park Transform

The PLL structure using Park Transform and the OSG-SOGI has been chosen as the
most promising candidate for the grid voltage monitoring. The theory, the design, the
implementation and the operation of the OSG-SOGI are presented and verified in this
section by both simulations and experiments.

2.4.1 OSG-SOGI structure

The structure of the OSG-SOGI is shown in Figure 2.17. The input signal v is the
voltage signal measured at the PCC. As output signals, two sine waves (v' and quv')

with a phase shift of 7'('/ 2 are generated. The component v' has the same phase and

amplitude as the fundamental of the input voltage signal (v).
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1\ Second Order Generalized Integrator /1

Figure 2.17. OSG-SOGI structure.

The SOGI acts like an infinite gain band-pass filter whose transfer function is de-
fined in (2.12) [42, 45, 57], [IV]. The closed-loop transfer functions (H, = v’/v and

H =qv ’/v) of the OSG-SOGI, as presented in Figure 2.17, are defined in (2.13) and
(2.14) respectively.

w S
H §) = —"=2— 2.12
soc:z( ) o2 "”%2 ( )
v! kw s
H (s)=—(s) = L 2.13
8) U() s2+kwns+wi ( )
qv' b
H (s)="—(s) = 5 (2.14)
v s —|—kwns—|—wn

- where w represents the undamped natural frequency of the SOGI which is

equal to the estimated frequency (w = w);

-k is the gain which affects the bandwidth of the OSG-SOGI and is equal to the
double of the damping ratio (k= 2¢).

The Bode representations of the closed-loop transfer functions H, :v’/ v and
H =qu ’/ v, for the proposed OSG-SOGI at different values of gain k, are shown in

Figure 2.18a and Figure 2.18b. The tuning of the proposed structure is frequency
dependent, thus problems can occur when grid frequency has fluctuations. As a conse-
quence, an adaptive tuning of the structure with respect to its resonance frequency is
required. Therefore, the resonance frequency of the SOGI is adjusted online using the

-~

estimated voltage frequency (w) as provided by the PLL.
Using the OSG-SOGI, the input voltage signal (v) is filtered resulting two clean
orthogonal voltage waveforms (v' and ¢v'), due to the resonance frequency of the

SOGI at w.
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Figure 2.18. Bode plots of the closed-loop transfer functions: a)H, :v’/v and b)
H =qu ’/v for different values of the gain k.

The OSG-SOGI combines all the advantages of the OSG methods presented in
§2.3. Specifically, by using the OSG-SOGI (Figure 2.17), the following three main tasks
can be accomplished: - generation of the orthogonal voltage system; - filtering of the
orthogonal voltage system without delay; - making the OSG structure frequency
adaptive. However, the OSG-SOGI (Figure 2.17), has a common drawback specific to
all OSG methods presented in §2.3. Namely, all OSG methods are sensible to voltage
offset. As it can be seen from Figure 2.18, the OSG-SOGI rejects the DC component
only for the component v'. The orthogonal component ¢v' is directly affected by the
presence of any voltage offset. Therefore, an improved OSG-SOGI is proposed in [XII].
This improvement is presented and analyzed in the next section.

2.4.2 Offset rejection using OSG-SOGI

An important issue associated with accurate grid voltage monitoring is the presence of
an offset in the measured voltage signal. This inherent voltage offset is typically intro-
duced by the measurements or data conversion processes, and causes errors for the
estimated parameters of the voltage signal. For instance, the grid-connected converters
based on fixed-point Digital Signal Processor (DSP) require a manual setting of an
offset before the Analogue to Digital (A/D) conversion in order to deliver a positive
signal (e.g. 0 to +3V signal) to the A/D converter input of the fixed-point DSP. After
the A/D conversion the signal data type is uint (unsigned integer) and has to be
converted to INt (integer) in accordance with the offset applied before the A/D
conversion. Therefore, a perfect matching between the offset value (applied before the
A /D conversion) and the signal data type conversion from uint to int is difficult to
obtain.

As concluded in [47], the error caused by the voltage offset has the same frequency
as the utility voltage. Since the frequency of the error is relatively low, the low pass
filtering effect of the loop filter cannot be expected. The extremely low band-width can
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provide the filtering effect. However, this degrades the dynamic performance and is not
acceptable. Therefore, more attention has to be considered for the voltage offset.

The OSG-SOGI including offset rejection is shown in Figure 2.19. As it can be seen
from Figure 2.18a, the component v'does not contain any DC component. In the case
of any offset in the voltage signal v, the signal ¢ will contain that offset due to the

subtraction v—v'=¢ . Therefore, the improvement over the structure presented in
Figure 2.17 consists in subtracting ke from qu '(red structure from Figure 2.19).

Furthermore, a LPF is required to filter out the harmonics which can be present in the
voltage signal (v).

From Figure 2.20a and Figure 2.20b, the effectiveness of the proposed method for
the offset rejection can be noticed. The solid lines are obtained using the OSG-SOGI
presented in Figure 2.17, while the dashed, dotted and dashdot lines are obtained for
three different cut-off frequencies of the LPF using the OSG-SOGI with offset rejection
(Figure 2.19). A gain k£ of 0.7 has been used for the plots presented in Figure 2.20.

| 1
1 s

| |
i 1\ Second Order Generalized Integrator /1

Figure 2.19. Offset rejection using OSG-SOGI.
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2.4.3 Discrete implementation of OSG-SOGI

As presented above, the OSG-SOGI proved to be a very promising candidate for
providing the orthogonal voltage system to a PLL. However, its discrete implementa-
tion needs special attention as described in the coming sections.

2.4.3.1 Fuler method

The Euler method is the most commonly used method to obtain a discrete-time in-
tegrator. The equations of this method are presented below [59]:

- Forward FEuler method:
yln] = yln -1+ Tu[n -1] (2.15)
For this method, 1 is approximated by:
s

-1
z

T 2.16
e (216)
- Backward Fuler method:

yln] = yln — 1)+ T (2.17)

For this method, 1 is approximated by:

s
1

T 2.18
T 215

The OSG-SOGI structure, as presented in Figure 2.17 and Figure 2.19, can be eas-
ily implemented in a discrete form using the Forward Euler method for the first
integrator (whose output isv') and the Backward Euler method for the second integra-
tor (whose output is ¢qv') to avoid an algebraic loop. It is also known that the discrete-
time integrator using the Euler method does not have an ideal phase of -90 degrees
throughout the whole spectrum of frequencies.

The Bode phase plot for the discrete-time integrators using Forward Euler, Back-
ward Euler and Trapezoidal methods are shown in Figure 2.21. The sampling time (7))

was set to 10™'s. It can be noticed that at 50 Hz the Forward and Backward Euler
methods are not able to provide an exact phase of -90 degrees. Therefore, the two
outputs (v'andquv') of the OSG-SOGI will not be exactly orthogonal.

However, the solution for this inconvenience is to make use of more advanced nu-
merical methods for the discrete-time integrator. Thus, three different methods are
described in the following:

- Trapezoidal method,

- Second order integrator,

- Third order integrator.
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Figure 2.21. Phase Bode plot of a discrete-time integrator using Forward FEuler,
Backward Fuler and Trapezoidal methods.

2.4.3.2 Trapezoidal method

The equation of the integrator using the Trapezoidal method is presented below

[59]:

T
yin] =yn—1]+ Es(u[n] +un —1]) (2.19)
For this method, 1 is approximated by:
s

T 142"

2 1-2"

As it can be seen from Figure 2.21, a phase of -90 degrees can be obtained using
the Trapezoidal method for the whole spectrum of frequencies. The Trapezoidal me-

(2.20)

thod cannot be applied by just replacing 1 (from Figure 2.17 or Figure 2.19) by (2.20)
s

, because it will create an algebraic loop. Therefore, the solution is to use the Trapezoi-

dal method for the close-loop transfer function H, = z (2.13) of the OSG-SOGI. By
v

doing so, the algebraic loops are avoided.

£ , in (2.13) will result:

Replacing s byl
T z+

zz—l

R

-z

i, (=) = = (221)
2 z-1 2z—1_|_w2

T z+1

w
Tsz—f—l

Solving further the equation it results:

(Qk:wTs)(z2 — 1)
HO (Z) = 2 2 2
4(z=1) + (2he )(2* = 1)+ (wT) (2 +1)
Making the following substitutions, as presented in (2.23), and bringing the equa-

tion to a canonical form results in:

(2.22)
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T = 2kwT,
) (2.23)
v=(wT)
+y+ +y+
H(z) = ——" Ty (2.24)
2(4 - oy —
1-— ( y) z—l _ T ) 4 z—?
r+y+4 r+y+4
b[) = —x 4 al = —2(4 _ y)4
Substituting TryS and Try+ , a simple discrete form of
-z r—y—4
b2 = = _bo ay =—"—-
z+y+4 r+y+4
(2.13) is obtained:
b +bz
H,(z)= ——— (2.25)

-1
1- az —a,z

Furthermore, (2.25) can be represented as follows:

1-27
H (z)=0b - 2.26
d( ) 0 1—a1z_1 —azz_2 ( )

The implementation of the Trapezoidal method using (2.26) is depicted in Figure
2.22, wherew = 2T w .

Figure 2.22. Trapezoidal method implementation of the OSG-SOGI.

2.4.3.3 Second order integrator

The equation of the second order integrator is [59]:
T,
yin] = yln—1]+ ?(3u[n —1]—ufn —2]) (2.27)
For this method, 1 is approximated by:
s

T 327" -2
2 1-7"
The implementation of the second order using (2.28) is presented in Figure 2.23.

(2.28)
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Figure 2.23. Canonic form of the discrete second order integrator.

2.4.3.4 Third order integrator

The equation of the third order integrator is [59]:

T
yln] = yln = 1]+ 2 (23u[n — 1] - 16u[n — 2] + 5u[n - 3]) (2.29)
For this method, 1 is approximated by:
S

T 1 -2 -3
12 1-2"
Figure 2.24 shows the implementation of the third order integrator.
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N )
®S
—
(@)}
ot

Pl

12

Figure 2.24. Canonic form of the discrete third order integrator.

2.4.3.5 Simulation results of the discrete implementation of OSG-SOGI

In order to test the performance of the discrete OSG-SOGI using the Euler me-
thod, the PLL structure presented in Figure 2.7 has been used. Due to the fact that
qu'is not exactly 90 degrees phase shifted with respect to v', a ripple of 100 Hz will
appear in the estimated amplitude and frequency of the input signal, as it can be seen
from Figure 2.25. The input voltage signal was an ideal sinusoid with a fundamental
frequency of 50 Hz and amplitude of 325.3 V.

In Figure 2.26, a comparison between the Trapezoidal method (T), second order
integrator (2) and third order integrator (3) is made. The input signal was the same
signal as presented in Figure 2.25. As it can be noticed, the best results are obtained
when the third order integrator is used. It is confirmed however, that all three proposed
solutions give significantly better results when compared to the Euler method. How-
ever, the most promising candidate in terms of performances and less complexity is the
Trapezoidal method, which gives better performances than the second order integrator
and is less complex than the third order integrator.
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Figure 2.25. Estimated amplitude and frequency of the input signal when Euler (E)
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Figure 2.26. Estimated amplitude and frequency of the input voltage signal when Tra-
pezoidal Method (T), second order integrator (2) and third order

integrator (3) are used.
2.4.4 Selected results

A single-phase DPGS has been considered in order to test the chosen candidates for the
single-phase PLL including the OSG. The technique based on the Park Transform
(Figure 2.7) has been chosen for the PLL, while the SOGI technique including the
offset rejection (Figure 2.19) has been chosen for the OSG. The discrete implementa-
tion of the OSG-SOGI was based on the Trapezoidal implementation, as presented in
Figure 2.22. The general structure of the single-phase DPGS including the power

circuit and the control structure is presented in Figure 2.27.
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Figure 2.27. Single-phase DPGS based on PLL technique.

Figure 2.28 shows how the OSG-SOGI structure is able to generate a clean or-
thogonal voltage system (represented by v' and ¢uv') using a highly distorted grid
voltage waveform (v ) containing notches.

For all experimental results presented in this section, the PI controller parameters
of the PLL structure were set as follows: - the settling time T, =0.06 s; - damping

ratio ¢ = 1. All the measurements have been done without using additional filters.

The behavior of the PLL based on OSG-SOGI under a grid voltage sag of 50% is
shown in Figure 2.29 and Figure 2.30. The results of using two different values of the
gain k (from Figure 2.19) are depicted in Figure 2.29a (for £=0.8) and in Figure 2.29b
(for k=0.4) for a grid voltage Total Harmonic Distortion (THD) of 10%. It can be
noticed that a smaller value of the gain gives a better filtering but slows the dynamic
response of the system. In Figure 2.30 the PLL structure is tested under a high content

of notches in the grid voltage.
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Figure 2.28. Distorted voltage signal (v ) and the generated orthogonal voltage system
(v' and its quadrature qu').
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Figure 2.29. Voltage sag of 50% and 10% voltage THD: a) for k=0.8 and b) k=0.4.
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Figure 2.30. Voltage sag of 50% including notches (for k=0.8).

Figure 2.31 shows a frequency step (a) and sweep (b) response from 50Hz up to
51Hz. A fast estimation of the grid frequency can be observed. The grid voltage THD
was set to 3% for this experiment.

The PLL behavior under a phase jump of 60 degrees and voltage sag of 25% is pre-
sented in Figure 2.32. It can be noticed that the PLL system responds according to its
settling time (7', = 0.06 s ).
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Figure 2.31. a) Voltage frequency step from 50 up to 51 Hz (for k=0.8); b) Voltage
frequency sweep from 50 up to 51 Hz (for k=0.8).
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Figure 2.32. Phase jump of 60 degrees and voltage sag of 25%.

Two cases have been analyzed in order to test the effectiveness of the OSG-SOGI
including the offset rejection, as presented in Figure 2.19. In the first case a 5% (of the
voltage amplitude) offset has been introduced in the measured voltage at PCC (Figure
2.33). For the second case a 25% offset has been introduced in order to test the robust-
ness of the proposed method (Figure 2.34). The plots (a-b) from Figure 2.33 and Figure
2.34 show the voltage waveform and its amplitude, as estimated by the OSG-SOGI.
The plots (c-d) from Figure 2.33 and Figure 2.34 contain the orthogonal voltage system
(v' and quv'), generated by the OSG-SOGI. The plots (e-f) from Figure 2.33 and
Figure 2.34 represent the estimated frequency of the voltage using the PLL based on
OSG-SOGI.

The Figure 2.33(a-c-¢) and Figure 2.34(a-c-e) show the results obtained using the
OSG-SOGI structure without offset rejection (Figure 2.17), while the Figure 2.33(b-d-f)
and Figure 2.34(b-d-f) show the results obtained using the improved OSG-SOGI
structure with offset rejection (Figure 2.19). As it can be noticed from Figure 2.33(a-c-
e) (OSG-SOGI without offset rejection), a 5% offset in the voltage highly affects the
estimation of the frequency and amplitude of the voltage (2 Hz ripple in the estimated
frequency and 25 V ripple in the estimated amplitude is noticed). On the contrary,
using the offset rejection method, as presented in Figure 2.19, the estimated frequency
and amplitude of the voltage are not affected by the 5% voltage offset Figure 2.33(b-d-
f). Moreover, the offset rejection method proved to be very efficient and robust even
when using a 25% offset in the voltage as shown in Figure 2.34 (b-d-f).
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Figure 2.33. Obtained results using the OSG-SOGI without offset rejection (Figure
2.17) and the improved OSG-SOGI with offset rejection (Figure 2.19) un-
der a 5% woltage offset: a-b) estimation of the voltage amplitude; c-d)

generated orthogonal voltage system; e-f) estimation of the voltage fre-

quency.
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Figure 2.34. Obtained results using the OSG-SOGI without offset rejection (Figure
2.17) and the improved OSG-SOGI with offset rejection (Figure 2.19) un-
der a 25% woltage offset: a-b) estimation of the voltage amplitude; c-d)
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2.5 Summary

A comprehensive overview about grid voltage monitoring techniques for single-phase
systems is presented in this chapter.

Unlike the three-phase systems where the orthogonal voltage system is easily ob-
tained through the Clarke Transform, the orthogonal voltage system for the single-
phase systems has to be artificially generated. This represents the main challenge for
monitoring the grid voltage of a single-phase system. An analysis of the existent or-
thogonal signal generators up to date is given in this chapter in order to emphasize
their advantages and disadvantages. Next, a voltage monitoring technique to combine
all the advantages of the existent methods in one single structure is proposed.

A new algorithm for single-phase systems was derived using the well-known vector
approach associated with the three phase systems. The proposed structure is based on
OSG-SOGI and it has the following advantages:

« the orthogonal voltage system is filtered without delay;

e good dynamics;

« frequency adaptive;

« offset rejection capabilities;

« robust under grid voltage disturbances;

« relatively simple to implement.

An important issue associated with accurate grid voltage monitoring is the pres-
ence of an offset in the measured grid voltage. The majority of the PLL based
synchronization systems are not able to reject the voltage offset which is typically
introduced by the measurements or data conversion processes. Therefore, the proposed
method presents also an effective offset rejection capability for grid-connected convert-
ers based on a PLL technique. The proposed method is suitable for both, grid-
connected systems (e.g. PV, WT) and power condition equipments (e.g. Uninterrupti-
ble Power Supply (UPS), active filters) which rely on PLL based synchronization.

The presented results proved the performances and robustness of the proposed me-
thod based on OSG-SOGI for monitoring the grid voltage of a single-phase system.

39






Chapter 3

Grid Impedance Estimation

This chapter starts with an overview of grid impedance estimation techniques. The
overview is then followed by a short presentation of the applications well suited for grid
impedance estimation. Next, three methods of grid impedance estimation are presented.
The first method uses the harmonic injection; the second method is based on active and
reactive output power variations of the grid-connected converter and the third method
is based on identification techniques. The simulation and selected experimental results

are presented after each proposed method of grid impedance estimation.

3.1 Introduction

A large penetration of DPGSs affects the impedance value of the electrical grid, as
presented in Chapter 1. It is also known that the performance of the grid-connected
converter depends on the grid impedance [IX]. Additionally, the stability of the control-
lers depends upon the grid impedance as the grid impedance is an addition in series to
the output filter impedance of the converter. Furthermore, improved quality of deliv-
ered power can be achieved if the grid impedance value is used in conjunction with
active filter control [60, 61]. Moreover, the detection of grid faults and grid unbalance
can be achieved based on the grid impedance information. Furthermore, the grid
impedance estimation is required to comply with certain stringent standards for island-
ing detection such as the German standard VDE 0126 for grid-connected (PV) systems
[7]. Also, the non-linear current controllers including hysteresis and predictive control
rely on a good knowledge of the grid impedance. Additionally, the estimated value of
the grid impedance can be used by the DPGS to decide if it runs in grid connected or
stand alone (intentional islanding) mode [62]. Therefore, it is obvious that estimating
the grid impedance can add extra functions into the operation of the grid-connected
converters. Thus, the grid power converters can become more intelligent and they will
sustain a better integration of DPGS into the utility grid.
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3.2 Grid impedance estimation techniques — An overview

According to [63-69], different techniques can be used for the estimation of the line
impedance. It is noticeable that, usually, these methods use special hardware dedicated
devices. Once the inputs are acquired by voltage and current measurement, the proc-
essing part follows, typically involving large mathematical calculations in order to
obtain the impedance value.

Commonly, the methods for estimating the grid impedance can be classified into
two main categories, namely passive and active methods, as shown in Figure 3.1.

The passive methods are based on the measurements of present grid distortions
[70, 71]. The value of the grid impedance is estimated by means of the information
given by the usual operation of the converter. A major drawback of the passive meth-
ods is that the distortion has neither the amplitude nor the repetition rate to be
properly measured, thus failing to give a proper estimation of the grid impedance.

On the other side, the active methods require a deliberate perturbation of the grid
followed by acquisition and signal processing in order to extract the information needed
to estimate the grid equivalent impedance [62, 63, 66, 67, 69, 72, 73|, [VIII], [IX], [X].
The active methods can also be split into two main categories, namely hardware
methods and software methods.

Grid impedance estimation

Passive methods . Quasi-passive methods | Active methods
- using the trasients already | - combines the advantages of - deliberately produce a
present into the utility grid | | passive and active methods | perturbation of the utility grid
Hardware methods Software methods
- resistive or capacitive loads - current pulse transient
connected at the PCC - noncharacteristic harmonics
- dedicated invertor topology - power variations

Figure 3.1. Classification of the grid impedance estimation methods.
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The hardware methods are based on external devices (e.g. resistive or capacitive
loads [74]) which are usually connected at PCC creating short transients to the electri-
cal grid and then acquisitions and data processing are followed in order to estimate the
equivalent grid impedance. It is worth mentioning that these methods are well suited
for obtaining fast results, due to the limited time of the disturbing effect on the utility
grid. One of the hardware methods generates a transient current in the grid (e.g. a
resistive short circuit) and then measures the grid voltage and current at two different
time instants, before and after the impulse occurs. The impulse will bring in a large
harmonic spectrum that afterwards should be analyzed. The obtained results show the
grid response over a large frequency domain, making this method well suited in appli-
cations where the impedance must be known at different frequencies. However, this
method may involve high performance A/D conversion devices and must also use
special numerical techniques to eliminate noise and random errors [72].

Another hardware method proposes the development of a dedicated inverter topol-
ogy [64], where the computation of grid impedance is done by measuring the phase
difference between supply and inverter voltage. Yet another technique [75] repetitively
connects a capacitive load to the network and then measures the difference in phase
shift of the voltage to the current.

The software methods make use of the grid power converter itself by using its con-
trol to deliberately produce the grid disturbance, thus no extra hardware components
are required. The most common disturbances can be summarized as follows [X]:

e Non-characteristic harmonics — injected into the grid which give the possi-

bility of calculating the grid impedance at a particular frequency [69, 73, 76,
77], [VIL]. Usually, this method is followed by an extrapolation in order to get
the grid impedance at fundamental frequency;
o Current pulse transient — usually applied at zero crossing of the voltage and
produces a voltage transient in the grid based on which the grid impedance can
be estimated [61, 63, 66, 67, 71, 72];

« Power variations (of both active and reactive power) — produce grid voltage
variations based on which the grid impedance can be estimated [62, 78|, [IX],
[X].

Compared to the passive methods, the active methods can estimate with a better
accuracy the equivalent grid impedance due to the extra information gained by the
perturbation they produce.

However, the active methods can decrease the quality of the delivered power to the
utility grid. Therefore, in order to combine the non-intrusive advantage of the passive
methods with the accuracy of the active methods, quasi-passive methods have been
proposed in the literature [79, 80]. These quasi-passive methods are based on paramet-
ric identification using recursive least squares technique or model based technique.
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3.3 Equivalent model of the grid impedance

In order to estimate the grid impedance, it is good to know in advance the typical
impedance limits (Zpmin and Zpag, see Figure 3.2) of the grid to be investigated. De-
pending on the value of the grid impedance, the grid can be stiff (low grid impedance)
or weak (high grid impedance). As defined in Figure 3.2, the grid impedance can be
either inductive (Zy(z)) or capacitive (Zy(c)). One of the key issues of the grid imped-
ance estimation is the assumed grid model. The grid model gives the relationship
between the voltage and the current measured at the PCC.

AIm
N
\\
\\
K Zg(L) \
,;\()\ B \
p min | Re
— | Ly
—— “ I
A\‘( D /// \\Z\mi;l“
\\\ 7z /
/ 9©) /
\\/ /

Figure 8.2. Typical grid impedance limits.

Grid models have been used in the technical literature [6, 81] using different levels
of complexity. Usually, the grid impedance is mainly inductive (green area in Figure
3.2) and therefore the grid impedance is mostly considered as:

Z =R +j-wL (3.1)

Moreover, the recent grid codes [80] consider the equivalent grid impedance model
as presented in (3.1). The equivalent grid model considered along this thesis is pre-
sented in Figure 3.3. The grid model consists of a grid equivalent generator (e,)
(capable to reproduce different harmonics and disturbances) and an equivalent imped-
ance (Z,) composed of a resistive (R,) and an inductive (L,) part.

According to Figure 3.3, the voltage at the PCC can be expressed as:

Upoe =V, + Avg =uv + z'g -Zg (3.2)

i, pocs 1 y

Upce Av, v ¢

Figure 3.3. Equivalent grid impedance model.
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3.4 Application suited for grid impedance estimation

In this thesis, two applications requiring online grid impedance estimation have been
investigated and they are briefly presented in the coming sections. One of the applica-
tions is about the islanding detection for the German standard VDE0126 [7], while the
other one relates to adaptive control for grid converters.

3.4.1 Anti-islanding standard compliance

The VDEO0126 requirement is to isolate the supply within 5 seconds after an impedance
change of 1 ohm. Therefore, the PV inverters should make use of an online impedance
estimation technique [IX]. The test setup for this standard is presented in Figure 3.4.
More details about islanding detection are presented in Chapter 4.

N
l< } F
R[ L] C

Inverter

Figure 3.4. Test setup for the German standard VDE0126.
3.4.2 Adaptive control for grid converters

The estimation of the grid impedance can also be used in order to increase the stability
and the performances of the current controller by adjusting its parameters online
(Figure 3.5). If the variation of the grid impedance is mainly resistive, then the damp-
ing of the line filter changes, thus affecting the stability of the grid-connected converter
control. If the variation is mainly inductive, then the bandwidth of the controller
changes [82], thus affecting the performances of the grid-connected converter control.
Also, in this case, due to the additional inductance of the grid, the tuning order of the
line filter becomes lower and the filter will not fulfill the initial design purpose. There-
fore, besides the islanding detection standard requirement, the knowledge about the
grid impedance value is an added feature for the grid-connected converters [69]. More
details about adaptive control based on grid impedance estimation are presented in

§6.2.2.
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Figure 3.5. Adaptive control of the grid-connected inverter.

3.5 Grid impedance estimation based on harmonic injection

The grid impedance estimation method described below is based on producing a per-
turbation on the output of the power converter that is in the form of periodical
injection of one or two harmonic signals. The single harmonic injection uses a 400 Hz
(h1) signal, while the double harmonic injection uses 400 Hz (h!) and 600 Hz (h2)
signals, respectively. The reason for choosing these specific frequencies is explained
later on in this chapter. During the perturbation, the current response(s) at the same
frequency as the injected signal(s) is/are measured. The value of the grid impedance is
estimated using two different signal processing algorithms. The DFT technique is used
for the single harmonic injection and the statistic technique (STQ) is used for the
double harmonic injection.

The method based on harmonics injection is related to the referenced patent US
6,933,714 [76] where two different frequency signals (e.g. 40Hz and 60 Hz) are injected
into the grid for a period of 3 fundamental cycles and based on DFT algorithm, the
frequency components for these frequencies are extracted from the measured grid
voltage and current and by dividing the voltage to the current the equivalent grid
impedance at these frequencies is determined. By linear interpolation, the grid imped-
ance at 50 Hz is determined.

A similar method but using a single harmonic injection of 75 Hz is presented in [69,
73, 77]. The measurements are processed by Fourier analysis for the specific injected
harmonic and, finally, the injected harmonic voltage and current are obtained.

An important drawback of these methods is that the disturbance in the current is
rather important leading to power quality degradation to some extent, taking into
account that the harmonic signals are injected every second for a period of 3 funda-
mental cycles. Therefore, the proposed method will have the advantage with respect to
[69, 73, 76, 77] of a reduced disturbance at the output of the grid converter by using
higher frequencies for a shorter period of time. However, this method is limited by the
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assumption that the grid impedance is usually linear for a frequency range up to the
injected harmonics (e.g. 400 or 600 Hz).

3.5.1 Single harmonic injection

The proposed single harmonic injection method is based on the injection of a harmonic
signal of 400 Hz (h1) followed by acquisitions of current and voltage at the PCC. Next,
the equivalent grid impedance is obtained through the use of a DFT algorithm.

3.5.1.1 Perturbation

Figure 3.6 presents the principle of single harmonic signal injection. Figure 3.6a
shows the injected harmonic signal (h1). The inverter voltage reference after injecting
the harmonic signal (h1) is presented in Figure 3.6b. The effect of the signal injection is
seen in the voltage and current at the PCC as presented in Figure 3.6¢c. A small distur-
bance of the grid current can be noticed compared to some similar known methods that
make use of a low frequency harmonic injection (e.g. 40, 60, 75 Hz) [69, 76, 77].

Single harmonic injection
T T T

50
hi

Voltage [V]
o

_50 L

0.10 0.11 0.12 0.13 0.14 0.15 0.16

Time [s]
(a)
Voltage reference after harmonic injection
400 T T T T
300
_ 200}
= 100}
5
g o
§ -100
-200 1
-3001
_400 i i i i i
0.10 0.11 0.12 0.13 0.14 0.15 0.16
Time [s]
(b)
Voltage and current at the PCC after harmonic injection
400 T T T T T 15
300
_. 200t —
% 100} 3
g o 5
S -100¢ 3
-200
-300 1
-400 . . . . . -15
0.10 0.11 0.12 0.13 0.14 0.15 0.16
Time [s]

()

Figure 3.6. Principle of single harmonic signal injection: a) injected harmonic signal
(h1), b) inverter voltage reference, c) voltage and current at the PCC.
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The grid-connected inverter is used directly to inject the harmonic current by add-
ing a harmonic voltage to the inverter voltage reference as it can be seen in Figure 3.7.
The harmonic can be injected at the zero voltage crossing moment. Thus, the active
power produced by the grid-connected inverter will be less affected compared to al-
ready known methods. However, some of the inverter topologies use special techniques
like no switching near the zero crossing voltage, in order to increase their overall
efficiency. Therefore, the harmonic injection should avoid the zone near the zero
crossing in this particular case.

The single harmonic injection uses a 400 Hz periodical signal as presented in Figure
3.7, where:

e 0 — represents the grid phase angle as provided by the PLL structure. It is
used to synchronize the injection signal with the zero crossing of the grid volt-
age, as shown in Figure 3.6;

A actual grid current;

'* .

o i, grid current reference;

» v, — injected voltage harmonic;
* .

e v, —Inverter voltage reference.

There are some limitations by choosing the harmonic signal frequency. The chosen
frequency should not interact with the resonance of the current controller in the case
when the proportional resonant current controller with harmonics compensation is used
(see Figure 3.8). Another limitation is that the chosen frequency should not be near the
output filter resonance frequency as presented in [6], which can negatively affect the
final result. Also, a higher harmonic signal frequency requires a higher sampling time to
be used to keep a good resolution of the signal processing.

Figure 3.7. Single harmonic injection.

Open-Loop Bode Plot
200 T

G.M.: 6.58 dB
150/ Freq: 1.65e+003 Hz
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100
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O — - e RS
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Figure 3.8. Single harmonic (h1) injection frequency range.
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By using a higher frequency injection (e.g. 400 Hz) compared to [69, 76, 77] (e.g.
40, 60, 75 Hz) implies an assumption that the grid impedance is linear on that fre-
quency range. However, the error caused by this assumption does not affect
significantly the estimation of the grid impedance, as it can be noticed from the results
presented in §3.5.3. Finally, by linear interpolation, the grid impedance at fundamental
frequency can be estimated.

3.5.1.2 Calculations

The single harmonic injection method consists in the injection into the grid of a
single frequency harmonic having one period time in a cycle (Figure 3.7). The cycle
time can be half or one second. In this case, the grid-connected inverter injects the
single harmonic into the grid and measures the response of the injection using the
current and voltage sensors. The signals are further derived in the way of DFT analysis
and finally the amplitude and phase are obtained. The DFT algorithm uses (3.3) for

coefficients calculation of the voltage and current harmonic.

. N—-1 b N-1 . h.
A, = Zv(n)-cos 2mh-n —j-Zv(n)-sin 2mhon (3.3)
n=0 N n=0 N
Ah = )\}n' + *7 ’ )\hi (34)

where:
e N is the number of samples per fundamental period;
e o(n) is the input signal (voltage or current) at point n;

—_—

« A, is the complex Fourier vector of the hih harmonic of the input signal;
e ), is the real part of A, ;

), is the imaginary part of A, .

In the following, using the relations (3.5), (3.6) and (3.7) it is possible to estimate
the grid impedance Zj and the resistive (R,) and inductive (L,) part of it. Figure 3.9
shows the estimation structure used for this method.

Zh, = R_q + ] ’ wh, ) L_q (35)
i [
Z, == (3.6)
Zh
]? = Re{?}}
g )
[ =)
I w

Figure 3.10a illustrates the waveforms of the voltage harmonics (A ) and current
harmonics (h.) (see Figure 3.9) after the fundamental frequency was removed, while

Figure 3.10b shows only the part of the signals to be processed by the DFT algorithm.
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Figure 8.9. Grid impedance estimation algorithms for single harmonic injection.
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Figure 3.10. Voltage and current harmonics extraction: a) Removing the fundamental
frequency; b) Signals to be processed by the DFT.

3.5.2 Double harmonic injection

Due to the complexity of the DFT algorithm for estimating the grid impedance, an-
other method based on harmonic injection is proposed. Instead of using a single
harmonic injection followed by the DFT algorithm, a double harmonic injection fol-
lowed by a STQ method is proposed. The double harmonic injection method is based
on the injection of two harmonic signals of 400 Hz (h!) and 600Hz (h2) respectively,
followed by acquisitions of current and voltage at the PCC. Next, the equivalent grid
impedance is obtained through the use of a STQ algorithm.

3.5.2.1 Perturbation

The principle of double harmonic injection is presented in Figure 3.11. The only
difference compared to the single harmonic injection consists of making use of two
harmonics at different frequencies injected alternatively. Figure 3.11a shows the in-
jected harmonic signals (h1 and h2). The inverter voltage reference after injecting the
harmonic signals (k1 and h2) is presented in Figure 3.11b. The effect of the signals
injection is seen in the voltage and current at the PCC as presented in Figure 3.11c.
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Figure 3.11. Principle of double harmonic signal injection: a) injected harmonic sig-

nals (h1,h2), b) inverter voltage reference, c¢) voltage and current at the

PCC.

Similar to the single harmonic injection, a small disturbance of the grid current can

be noticed compare to some similar known methods that make use of a low frequency

harmonic injection (e.g. 40, 60, 75 Hz) [69, 76, 77].

Like for the single harmonic injection method, the grid-connected inverter is used

directly to inject the harmonic current by adding a harmonic voltage to the inverter

voltage reference, as it can be seen in Figure 3.12. The harmonic can be injected at the

zero voltage crossing moment. Thus, the active power produced by the grid-connected

inverter will be less affected compared to already known methods.

ﬂ hl q h2

Harmonic
generation

* *
Current [ Y @ Yinw
controller

Figure 8.12. Double harmonic injection.
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However, some of the inverter topologies use special techniques like no switching
near the zero crossing voltage, in order to increase their overall efficiency. Therefore,
the harmonic injection should avoid the zone near the zero crossing in this particular
case.

The double harmonic injection uses 400 Hz (h1) and 600Hz (h2) periodical signals,
as presented in Figure 3.12.

There are some limitations for choosing the harmonic frequencies of the injected
signal. The chosen frequency should not interact with the resonance of the current
controller in the case when a PR current controller with Harmonics Compensator (HC)
is used (see Figure 3.13). Another limitation is that the chosen frequency should not be
near the output filter resonance frequency as presented in [6], which can negatively
affect the final result. Also, a higher harmonic signal frequency requires a higher
sampling time to be used in order to keep a good resolution of the signal processing.

Moreover, the interval between the two chosen frequencies should be enough in or-
der to keep low the errors generated by the interpolation technique used for obtaining
the grid impedance at the fundamental frequency.

By using a higher frequency injection (e.g. 400 and 600 Hz) compared to [69, 76,
77] (e.g. 40, 60, 75 Hz) implies an assumption that the grid impedance is linear on that
frequency range. However, the error caused by this assumption does not affect signifi-
cantly the estimation of the grid impedance. Finally, by linear interpolation, the grid

impedance at fundamental frequency can be estimated.
Open-Loop Bode Plot

G.M.: 6.58 dB
150 | Freq: 1.65e+003 Hz
Stable loop

_50 i i
10° 10 10 10
Frequency [Hz]

Figure 3.13. Double harmonic injection frequency range.

3.5.2.2 Calculations

The double injection method is explained as injecting two harmonic signals at dif-
ferent frequencies followed by harmonic response amplitude analyses for those two
particular injected harmonics (see Figure 3.12). This approach provides an alternative
of being involved with phase angle calculation (e.g. DFT technique), which could be
difficult to implement on a DSP which operates in fixed-point numerical format. This
method uses the maximum absolute values mean of the current and voltage harmonic
response at the frequency of the injected harmonics (see Figure 3.14). Thus, by com-
puting the grid impedance in two different points (meaning two injected harmonics at
different frequencies) the grid parameters are calculated by solving the following set of
equations:
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hl q hl ) g (38)
Z,
I, (3.9)
R = (3.10)

where:

¢ w,, w,, denote injected harmonic frequencies;

« Z,, Z,, are the impedances calculated for w

hl? wh? ’

hl?
« R, L are the estimated resistive and inductive parts of the grid impedance.
Figure 3.15a illustrates the waveforms of the voltage harmonics (h ) and current

harmonics (h,) (see Figure 3.14) after the fundamental frequency was removed, while

Figure 3.15b shows only the part of the signals to be processed by the STQ algorithm.

h1
»

A

Algebraic
calculation

\ 4

h2

Figure 3.14. Grid impedance estimation algorithm for double harmonic injection.
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Figure 3.15. Voltage and current harmonics extraction: a) Removing the fundamental
frequency; b) Signals to be processed by the STQ) algorithm.

3.5.3 Selected results

In order to validate the working principle of the single harmonic injection method, a
simulation model has been created in Matlab/Simulink. The model consists of two
main parts, namely the power circuit (hardware part) and the control structure (soft-
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ware part), as shown in Figure 2.27. The power circuit is represented by a single-phase
DPGS and it includes the grid connected power converter, an output filter attached to
the power converter, the equivalent grid impedance and the voltage source of the grid.
The control structure is composed of an input power control unit (e.g. Maximum
Power Point Tracker (MPPT) algorithms, DC voltage controller, etc), a single-phase
PLL, a current controller (e.g. PR controller) and a PWM generator.

Figure 3.16 presents the grid impedance estimations for ten different values (be-
tween 0.05 mH and 2.5 mH) of the grid inductance Ly on a grid resistance Ry of 0.5 €2.
The blue line represents the actual grid impedances Zp; and Zp2 at the harmonic
frequencies (where hl is the first injected harmonic having the frequency equal with
400 Hz and h2 is the second injected harmonic having the frequency equal with 600
Hz). The red line represents the estimated grid impedance using (3.3) and (3.6) of the
DFT algorithm (Figure 3.9). The estimated grid impedance, using the ST(Q method
(Figure 3.14), is represented by the green line. It can be seen that both methods based
on harmonic injection give good results in terms of real grid impedance estimation,
providing less than 15% error at all times. Moreover, the harmonic injection method
based on STQ performs similar to the method based on DFT. This means that using a
less complicated algorithm for estimating the grid impedance is possible to obtain
similar results compare to a complex algorithm like DFT which is difficult to imple-
ment on a real time platform based on a DSP. Therefore, the harmonic injection
method based on STQ algorithm can be a better candidate for a low cost system used
to estimate the grid impedance.

The grid impedance estimation (at the frequency of the injected harmonic) on step
variation in both grid inductance and resistance are presented in Figure 3.17 (R4 step
from 0.5 to 1 © and Ly step from 0.25 and 0.5 mH). The blue line represents the
actual grid impedance at the harmonic frequencies. The red line represents the esti-
mated grid impedance using DFT algorithm, and the green line represents the
estimated grid impedance using the ST(Q method. The grid inductance and resistance
are finally obtained using (3.7), (3.9) and (3.10), as shown in Figure 3.18.

As it can be seen from Figure 3.17 and Figure 3.18, the harmonic injection method
based on STQ algorithm performs similar to the DFT algorithm under grid impedance
variations such as resistive and inductive steps. However, the grid impedance estima-
tion method based on harmonic injection using either DFT or STQ algorithm suffers
due to the assumption of the grid impedance linearity over a broad range of frequencies
(e.g. 50 to 400 Hz or 50 to 600 Hz). Therefore, the grid impedance estimation method
based on harmonic injection is not the best candidate in the case of highly nonlinear

grid impedance.
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Figure 3.16. Grid impedance estimation (at the frequency of the injected harmonic) a)
h1 — 400Hz; b) h2 — 600Hz (Rg = 0.5 2 and Lg — varies between 0.05
and 2.5 mH).
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Figure 3.17. Grid impedance estimation (at the frequency of the injected harmonic) a)

h1 — 4J00Hz b) h2 — 600Hz (Rg step from 0.5 to 1 2 and Lg step from
0.25 and 0.5 mH).
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Figure 3.18. a) Grid inductance estimation (Lg step from 0.25 and 0.5 mH); b) Grid
resistance estimation (Rg step from 0.5 to 1 §2 ).
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3.6 Grid impedance estimation based on P(Q variations

An alternative solution to the grid impedance estimation based on harmonic injection
is proposed. The proposed method is based on active and reactive power (P(Q) varia-
tions. This method is proposed to avoid the assumption made for the harmonic
injection technique which is to consider the grid impedance linear over a broad range of

frequencies.
3.6.1 Method description

3.6.1.1 Perturbation

The method relies on the variation of active and reactive output power of the grid-
connected converter. The principle of the active and reactive power variations is
presented in Figure 3.19. A P(@Q control strategy is required to implement this method
for a single-phase grid-connected system, as presented in [57].

The P@ control structure is depicted in Figure 3.19a. The OSG block is required to
implement a P control in single-phase systems. The orthogonal voltage system is
generated by a SOGI structure, as described in Chapter 2. For three-phase systems,
this is not longer required, being replaced by the Clarke transformation block (abc-
af).

The accuracy of this method depends on the values of the PQ variations (AP —
variation value of active power P and A — variation value of reactive power @) and

the duration of the perturbations (At, — variation period of active power P and At, -

variation period of reactive power @), as shown in Figure 3.19b.
The PQ@ control principle is based on the relations presented in (3.11) and (3.12)
according to [57].

Pz%(@a-ia+vg-i3>

) (3.11)
QZE(%'Z'Q _va'iﬁ>
. Q(UJQ* +uv - P )
fa = v —|—fU§
°. . (3.12)
L2 (vg-P -, Q)
B - 1}2 —|—112
a B
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Figure 3.19. a) Structure for single-phase PQ control; b) Principle of PQ variations.

3.6.1.2 Calculations

Figure 3.20 shows the principle of how the method using PQ variations works. The
estimation of the grid impedance using PQ) variations is explained in the following.

The main idea of the PQ variations method is based on making the power con-
verter to work in two operating points (see Figure 3.20) to avoid the unknown variable
v, from (3.2). The equations of the voltage in these two working points are presented

in (3.13). It is considered that the grid impedance is linear between these two nearby
working points. The voltages V; and Vy represent the voltage at the PCC for the

working points 1 and 2. By subtracting Vz from V; (3.14), the unknown variable V  is

avoided.
VA
2

Vb

AV
v 7,
V
g9
~ Al

¢ I, I, 1

Figure 3.20. Power converter working in two operating points.
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Vi=1-Z,+V
YT de Tt (3.13)
Vo=1-Z,4+V,
V.-V, =7, -T) & AV =Z,- Al (3.14)
The relation of the grid impedance Z; can be written as shown in (3.15).
Z:Rg+j-ng:?_;2 (3.15)

1 2

— VoS

Furthermore, the expressions of the estimated resistance R and inductance L are

given in (3.16) and (3.17).

R::Re ‘_[/i_z?
o (3.16)
Eg:l-lm ‘ﬁ._KZ
w I -1,
'E_Avd-mﬁAvq-A]q
| Al + AL (317
AV AL AV
AL+ AP]w

The term AVq from (3.17) is considered equal to 0, as the orthogonal voltage sys-

tem is created artificially for a single-phase system.

As it can be seen from (3.17), the calculation algorithm for the grid impedance is
less complicated in contrast with some of the known algorithms based on more ad-
vanced mathematics such as DFT method [69, 76, 77] or Prony estimation [66].

3.6.2 Selected results

The following parameters were used for the PQ variations: AP=100 W (6.6 % of
nominal P), AQ =100 VAr, At, =At,= 60 ms.

A LPF having a transfer function as shown in (3.18), has been used (to filter the

—_— —

Vi, 1q and I; components) to get accurate values for B and L according to (3.17).

The Bode diagram and the step response of the LPF are presented in Figure 3.21a and
Figure 3.21b. The LPF has been designed as a tradeoff between good filtering and good

dynamic.

Z s° + 26w s+ wz
27

n

H, . (s)= where £, < § (3.18)

2
n=2h,4h 8h... S + 251(«0”3 + w

In the following, selected results are presented to validate the grid impedance esti-
mation method based on PQ variations.
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The first set of results is obtained for a simultaneous resistive step of 0.1 ohm and
an inductive step of 100 pH , in the case of a grid voltage THD equal to 0% (Figure
3.22, Figure 3.23, Figure 3.24 and Figure 3.25).

Figure 3.22 shows the behavior of the grid voltage (Vpcoc) and the grid current (1)
under PQ variations. The references and the measured values of the active and reactive
power are shown in Figure 3.23a and Figure 3.23b. The filtered values of Vy, 14, and I,
as shown in Figure 3.24, are used for solving (3.17). The estimated values of the resis-
tive (Rest) and inductive (Les) part of the grid impedance for simultaneous Ry and Ly
steps (Rg step from 0.1 to 0.2 ohm and Ly step from 100 to 200 pH , for a grid voltage
THD of 0%) are presented in Figure 3.25a and Figure 3.25b.

. 0 Bode Diagram Step Response
)
3 1
3 501
g © 08}
= 198 : : : Tg06
§ 0 T T T ] é_ .
T 45} 1 < 0.4}
o -90f 1
& -135¢ 1 02r
£ -180} 1
2 10 e 10° 10° % 0.01 0.02 0.03 0.04
Frequency (Hz) Time (sec)
(a) (b)
Figure 3.21. LPF wused by the PQ variation method: a) Bode diagram and b) Step re-
sponse.
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Figure 3.22. Grid voltage (Vpcoc) and the grid current (1) under PQ variations.
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Figure 3.23. Reference and measured values of: a) active and b) reactive power during
PQ variations under a grid voltage THD of 0%.
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Figure 3.24. Measured and filtered values of: a) Vg, b) Iq and c) Iy during PQ varia-
tions for a grid voltage THD of 0%.
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Figure 3.25. Estimated values of: a) resistive (Rest) and b) inductive (Lest) part of the
grid impedance for simultaneous Ry and Ly steps (Ry step from 0.1 to 0.2
Q and Ly step from 100 to 200 pH , grid voltage THD = 0%).

The second set of results is obtained for a simultaneous resistive step of 0.1 € and
an inductive step of 100 pH , in the case of a grid voltage THD equal to 2.5% (Figure
3.26, Figure 3.27 and Figure 3.28). This is to show that the harmonics have a minimal
impact on the obtained results using the proposed method based on PQ variations.

Figure 3.26a and Figure 3.26b show the references and the measured values of the
active and reactive power. The filtered values of Vy, 4, and Iy, as shown in Figure 3.27,
are used for solving (3.17). The estimated values of the resistive (Rest) and inductive
(Lest) part of the grid impedance for simultaneous Ry and Ly steps (R, step from 0.1 to
0.2 ohm and L, step from 100 to 200 pH , for a grid voltage THD of 2.5%) are pre-
sented in Figure 3.28a and Figure 3.28b. As it can be noticed, similar results are
obtained when comparing Figure 3.25a with Figure 3.28a, and Figure 3.25b with Figure
3.28b. Thus, it is proved that the presence of harmonics has a minimal impact on the
effectiveness of the grid impedance method based on PQ variations.

Figure 3.29 shows the results for the case when the grid converter is connected to
the grid through an AC transformer. For this particular case, the following test has
been performed: - simultaneous Ry and L4 steps (R4 step from 1 to 2 € and L, step
from 2.5 to 5 mH, for a grid voltage THD of 2.5%).
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For the compliance with VDE(0126, a resistive step of 1 €2 has been performed in
both cases, without (L;=100 pH ) and with (Ly=2.5 mH) an AC isolation transformer.

As it can be seen from Figure 3.30, the proposed method using P(Q variations success-
fully fulfills the requirement of VDE0126.
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(a) (b)
Figure 3.26. Reference and measured values of: a) active and b) reactive power during
PQ variations under a grid voltage THD of 2.5%.
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Figure 3.27. Measured and filtered values of: a) Vg, b) Iq and c) Iy during PQ varia-
tions for a grid voltage THD of 2.5%.
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Figure 3.28. Estimated values of: a) resistive (Rest) and b) inductive (Lest) part of the grid

impedance for simultaneous Ry and Lg steps (Rg step from 0.1 to 0.2 Q and Lg step from 100

to 200 pH , grid voltage THD = 2.5%).
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Figure 3.29. Simultaneous R and L steps: a) R step from 1 to 2 Q and b) L step from
2.5 to 5mH (grid voltage THD = 2.5%).
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Figure 3.30. Resistive step of 1ohm (R step from 0.1 to 1.1 Q, grid voltage THD =
2.5%): a) L=100 pH and b) L=2.5mH.

As it can be noticed from the presented results, the grid impedance estimation
based on PQ variations performs better than the grid impedance estimation methods
based on harmonic injection. Moreover, the PQ variations method can use the natural
active power variations of a single-phase DPGS such as a PV inverter system where
the input power varies according to the solar irradiation. However, varying the active
power of a DPGS could create flickers in the case when the grid is weak and the output
power of the DPGS is significant. Nevertheless, the proposed PQ variations method is
focused for the single-phase DPGS which does not have significant power to create
flickers.

3.7 Grid impedance estimation using model based identification

In §3.2 it has been mentioned that the active methods of the grid impedance estimation
come with extra information about the electrical grid compared to the passive methods.
This is due to the use of different perturbations which are deliberately produced by the
active methods. However, in some of the cases (e.g. weak electrical grid) the active
methods can decrease the quality of the delivered power to the utility grid when the
perturbations are used too often. Therefore, a quasi-passive method (a tradeoff between
active and passive methods) is proposed to combine the non-intrusive advantage of the
passive methods with a better accuracy of the active methods.

The quasi-passive method is based on parametric identification using the model
based identification. This method behaves like a passive method most of the time. The
active behavior of the quasi-passive method comes in order to overcome the assumption
that the voltage source of the electrical grid (vy) (Figure 3.3) is time invariant. Usually,
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the equivalent voltage source v, of the electrical grid can be easily obtained at zero
current, according to (3.2). For instance, before starting an inverter, the voltage at

PCC (v

order to solve (3.2). However, v, can change its value in time depending on the grid

e ) is measured at zero current and then this voltage value is kept as v, in

conditions. Therefore, the PCC voltage at zero current should be measured from time
to time in order to get the actual value of v, Nevertheless, the equivalent voltage
source of the electrical grid changes its value very little and slowly according to the
technical literature about low voltage distribution grids. Hence, it is enough if the PCC
voltage at zero current is measured every few minutes. To conclude, the measurements
of the PCC voltage at zero current repeated every few minutes give the active behavior
of the so called quasi-passive method.

There are several techniques to perform the identification process of a physical sys-
tem. All these techniques can be classified according to the amount of prior knowledge
that is available from the system [83]. The identification algorithms can be based on
parametric or non-parametric identification.

Non-parametric identification tries to obtain an expression for the system transfer
function of the estimated model based only on the relationship between output and
input signals obtained from experimental testing (on-line or off-line).

On the other hand, the parametric identification claims to obtain the parameters
for the transfer function based on prior system structure knowledge [83]. This is the
case to be explored further.

3.7.1 Model based identification using parametric identification

The proposed identification algorithm follows the block diagram showed in Figure 3.31.
The estimated model of the process p is a function of two parameters of the electrical

grid (R and L ):

R

9

L

9

p= (3.19)

The model of the process p, which represents the impedance of the electrical grid,

is considered as a function of resistance (R ) and inductance (L, ).

p

(

) | Identification L,
algorithm

) 4

Real process

\ 4

Figure 3.31. General structure of model-based identification.

63



Aalborg University

The block p represents the model of the real process and its output yTﬂ represents

—

the estimated grid current, as shown in Figure 3.31. The output y(¢) is then compared
with the output of the real process y(t), resulting the error £, Based on the criterion
function I having the expression given in (3.20), the identification algorithm modi-

fies the parameters of the modeled process in order to minimize the error €,

I, = f e’ (t)dt (3.20)

Figure 3.32 shows the grid impedance estimation technique using model based
identification. The model of the equivalent grid impedance is defined by the transfer
function as described in (3.21):

1
Bzﬁ
Ls—i—Rq

g

(3.21)

The voltage drop (Awv ) on the grid impedance (Z ) (see Figure 3.3) is obtained
after subtracting the voltage source of the electrical grid (Ug) from the voltage at the

PCC (v . As mentioned before, the voltage v, is considered equal to the PCC

pPCC )
voltage at zero current.
The identification algorithm is a minimum searching algorithm and is presented

next.

] i
P=—=—= g
Ls+R

(@Z,)
PP I e X

9] Identification S f g?(t)dt «— (%

g algorithm g A

)
—+ Real process £

Figure 3.32. Grid impedance estimation using model based identification.

\ 4

pCC

3.7.2 Minimum searching algorithm

The identification algorithm has to find the right values for the parameters of the
process p. When the parameters }?g and fg match the values of the real process a
minimum value of 1 o 18 obtained.

A 3D representation of I, which is function of Rg and Lg7 is presented in Figure
3.33. A logarithmic scale has been used to emphasize the minimum of the function [ o

For this representation, the parameters of the modeled process p have been varied as
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Vo

follows: the resistance Rg was varied from 0.1 to 1 Q with an increment of 0.1 2 and

the inductance Lg was varied from 0.1 to 1 mH with an increment of 0.1 mH. As a
result, 100 values of I~ were obtained as it can be seen from Figure 3.33. The pa-
rameters of the real process were set as follows: Rg =0.5 Q and Lg =0.5 mH. The

criterion function I has a single minimum which is reached when the values set for

Rg and Lg match the values of the real process parameters. Therefore, a 2D searching
algorithm can be used in order to find the minimum of I .
Five conditions have to be set in order to perform a 2D searching. The first condi-

tion is to set the initial values for Rq and Lq before the searching algorithm starts.

The best way to start the searching is to set Rq and Lg to the smallest values possible

for a real electrical grid.
The second condition is to find which parameter has to be modified first in order
to reach a partial minimum of I and then switch to modify the other parameter so

as to find the absolute minimum of I . As it can be seen from Figure 3.34 and Figure

3.35, the most predominant parameter to be changed is Rg. The variation of the
resistance affects the most the criterion function [ . Figure 3.34 shows that the

partial minima for the whole range of the inductance values are obtained at 0.5 €2
which was set for the real process, unlike Figure 3.35 which shows that the partial
minima for the whole range of the resistive values are not obtained only at 0.5 mH
which was set for the real process. Therefore, the searching algorithm has to start

looking for the right value of JF%; and then should switch to look for the right value of

Lg . Once the minimum of 7 is found, the searching moves alternatively from Rg to

L in order to see if there is any change in any of them.

105 10

2 X 10_4

0.2 03
04 05 06 07 08 0.9 Inductance [H]

1

Resistance [Q]

Figure 3.33. Relief of the criterion function I .
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Figure 3.34. Searching the minimum of the grid resistance Ry.

Inductance [H] x 107

Figure 3.35. Searching the minimum of the grid inductance L.

The third condition is to set the boundaries of the searching algorithm for R and

VoS

Lg. The boundaries should be in accordance with the physical limits of the electrical

grid. This is to limit the range of the searching algorithm, thus reducing the necessary

steps for reaching minimum of [ .
err

—

The fourth condition is to choose an adequate increment for the variation of Rg

and Lg. If the increment is small the estimation of Rg and Lg runs smoother but it

takes more time to rich the right values. On the opposite, if the increment is large it
takes less time to rich the right values but could compromise the resolution of the

estimated values.
Finally, the fifth condition is to chose an appropriate time between the variation of

Rg and Lg . One period of the fundamental proved to be the optimal time between the

variation of Rg and Lg.
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Figure 3.36 presents the canonical form of the modeled process p whose transfer

function is expressed in (3.21). The canonical form is used in order to be able to change
the parameters of the transfer function in real time. The reset signal (RST) is used to

reset the integrator every time the values of Rq and Lq are changed. As it can be seen,

the reset signal is synchronized with the zero crossings of the grid voltage.

Figure 3.36. Canonical form of the transfer function presented in (3.21).

3.7.3 Selected results

The periodical measurement of the PCC voltage at zero current can be avoided by
waiting first for a change in the grid impedance and then the PCC voltage is measured
at zero current in order to validate the change of the grid impedance.

A simulation model based on the structure presented in Figure 2.27 was used to
validate the proposed identification technique based on the searching algorithm. Figure
3.37 and Figure 3.38 show the estimation of the resistive and the inductive part of the
grid impedance.

Grid resistance estimation
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Figure 3.37. Estimation of the grid resistance Rq.
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Figure 3.38. Estimation of the grid inductance Lg.
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The initial real value of the grid resistance (Rg actual) was set to 0.52 ©Q and the
initial real value of the grid inductance (L, actual) was set to 0.32 mH. As it can be
noticed, it takes about 0.6 second to find the closest values of Rg and Lg.

Two steps were performed in Rg and Lg in order to test the dynamic performance
of the identification technique. The steps consist of adding 1 Q to R and 0.7 mH to
L for a period of time from 0.76 to 2.14 seconds. It can be noticed that both estimated
values for Rg and Lg are close to the real values. The error between the real value and
the estimated value can be maximum the half of the increment value used for changing
]?g and g; The increment for ,R: was set to 0.1 € and the increment for g; was set
to 0.1 mH, which give enough accuracy to the estimated values of Rg and Lg.

Figure 3.39 shows the actual (i ) and estimated (i est) grid current during the
steps of Rg and Lg. The figure includes also the evolution of the error between the

actual and the estimated grid current. Two steady state areas of the first subplot are
zoomed out in order to show how the estimated signal and the error signal are reset
every fundamental cycle.

The evolution of I during the steps of Rg and Lg is presented in Figure 3.40.

The representation of I is shown on a logarithmic scale for a better visualization.
The signal I max represents the maximum of the criterion function I = accumulated

during one fundamental cycle. This signal is further used by the searching algorithm in
order to determine the right values for the resistive and inductive part of the grid

impedance.
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Figure 8.39. Actual and estimated grid current including the evolution of the error be-

tween the currents during the steps of Rg and Lg.
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Figure 3.40. Evolution of I~ during the steps of R and L.

3.8 Summary

The estimation of the grid impedance is very useful for a better interaction between the
DPGSs and the utility network. The information about the grid impedance can be used
in many applications. However, in this thesis the estimation of the grid impedance was
focused only on two well suited applications such as anti-islanding standard require-
ments (such as VDE0126) and adaptive control for DPGSs. In this chapter two active
methods of grid impedance estimation were proposed.

One of the methods is based on single or double harmonic injection using two dif-
ferent algorithms such as DFT or ST(Q in order to estimate the grid impedance. It was
shown that using a harmonic signal injection at a higher frequency (e.g. 400 - 600Hz)
the output power of the inverter is less disturbed when compared to known similar
methods. Moreover, the calculation algorithm based on STQ method is less complicated
in contrast with some of the known algorithms based on more advanced mathematics
such as DFT method or Prony extrapolation, thus being suitable for low cost systems.
However, the use of a higher frequency injection implies an assumption that the grid
impedance is linear on this frequency range. Nevertheless, the error caused by this
assumption does not affect significantly the estimation of the grid impedance.

The second active method is based on the variations of the active and reactive
output power of a DPGS. The calculation algorithm for the grid impedance based on
PQ variations is less complicated in contrast with some of the known algorithms based
on DFT method or Prony extrapolation. Also, the PQ variations method proved to be
robust under the presence of harmonics. However, the implementation of the proposed
method necessitates the usage of the PQ control for a single-phase system which can be
troublesome in the case of using an inappropriate method to generate the orthogonal
systems of the voltage and current.

In order to choose the most promising candidate for estimating the grid impedance
it was noticed that the grid impedance estimation based on PQ variations performs
better than the case of harmonic injection. Moreover, the PQ variations method can
use the natural active power variations of a single-phase DPGS such as a PV inverter
system where the input power varies according to the solar irradiation. However,
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varying the active power of a DPGS could create flickers if the grid is weak and the
output power of the DPGS is significant. Nevertheless, the proposed PQ variations
method is focused for the single-phase DPGS which does not have significant power to
create flickers.

A grid impedance estimation method using the model based identification was fi-
nally proposed as a tradeoff between the active and passive grid impedance estimation
methods in order to get most of the advantages of both mentioned methods.

The quasi-passive method using the model based identification proved to be very
effective. The method is more accurate compared to the active methods based on
harmonic injection or PQ variations methods. Moreover, this method does not affect
the power quality due to its passive behavior. However, the active behavior of the
quasi-passive method comes in order to overcome the assumption that the voltage
source of the electrical grid is time invariant. Therefore, the equivalent voltage source
of the electrical grid can be obtained by periodical measurements of the PCC voltage at
zero current. Nevertheless, the periodical measurement of the PCC voltage at zero
current can be avoided by waiting first for a change in the grid impedance and then
the PCC voltage is measured at zero current in order to validate the change of the grid

impedance.
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Islanding Detection

This chapter presents an islanding detection technique. The chapter starts with an
overview of the existent anti-islanding methods. Then, an accurate and less-disturbing
active islanding detection method is proposed and described in detail. Selected results

are given to demonstrate the effectiveness of the proposed algorithm.

4.1 Introduction

In the last few years the penetration of the DPGS with the electrical grid has increased
and this was possible due to the inverter technology developments [84]. The evolution
of the recommended guidelines and standards has streamed manufacturing and shaped
inverter design and control [8, 10, 11, 85]. However, this necessitates continuous har-
monization of standards at international level [86].

One important standard requirement for grid-connected systems is about island de-
tection. Islanding phenomenon for a DPGS is defined when the inverter continues to
operate with local loads when the electrical grid is disconnected [10]. Islanding can be
intentional or unintentional [10]. For an unintentional island in which the DPGS
energizes a portion of the electrical grid through the PCC, the DPGS shall detect the
island and cease to energize the electrical grid within two seconds of the formation of
an island [10, 11, 86]. As an issue, it applies for all DPGS including PV systems [8].
Although the probability of islanding occurrence is extremely low [87], standards
dealing with the interconnection of inverter based photovoltaic system with the electri-
cal grid require that an effective anti-islanding method is incorporated into the

operation of the inverter [8, 11, 86].
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4.2 Islanding detection techniques — An overview

There are numerous islanding detection methods reported for grid-connected PV
systems in the technical literature [88-103] and their development has been summarized
in a number of recent technical papers [17, 95, 104] and reports [88, 101]. They can be
classified into two broad categories, namely, passive and active which can be inverter
built or utility supported. The passive methods use the information already available
about the electrical grid (e.g. voltage and current at the PCC) and are based on the
monitoring of the following:
« Over-voltage/under-voltage protection (OVP / UVP) [88, 93];
« Over-frequency/under-frequency protection (OFP / UFP) [88, 93];
« Voltage phase jump [88, 93, 95];
« Voltage harmonic monitoring [93, 95];
« Current harmonic monitoring [17].
Although the passive methods have a nonintrusive character, they have a number
of weaknesses and inability to detect islanding. The use of non-detection zones (NDZ)
is used as a measure of performance for both these techniques as well as the active ones
in a number of papers [91, 97]. An evaluation of different but most widely-used passive
anti-islanding methods is offered for passive methods in [17, 103] and an excellent
overview report for both passive and active methods is given in [88].
Active methods have been developed in order to overcome the limitations of the
passive methods. In simple terms, active methods introduce perturbations into the
inverter output power for a number of parameters as follows:
« Active and reactive power variation [93, 94];
» Active frequency drift or frequency shift up/down [88,; 95, 96, 98, 99, 102];
 Sliding mode or slip-mode frequency shift [88, 95, 99];
e Sandia frequency shift or accelerated frequency drift or active frequency drift
with positive feedback [95, 98];

o Impedance measurement [69, 77, 88, 93, 95|, [VIII], [IX];

e Detection of impedance at a specific frequency or monitoring of harmonic dis-
tortion [69, 77, 88, 100], [VIII];

« Sandia voltage shift [88];

o Frequency jump [88].

In a recent paper [103], it has been shown that although the effectiveness of passive
methods can be established by non-detection zones as represented by the power
mismatch space (AP vs. AQ), in active frequency drifting methods their performance
can be evaluated by using load parameter space based on the values of the quality
factor (@, ) and resonant frequency of the local load ( ;) [91].

Although most of the papers have been concentrated on PV inverters, islanding de-

tection is also needed for all other inverter based systems using different sources such
as FC [10, 94].
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Many papers have concentrated on single-phase inverters and others also address
three-phase technology [101], using DQ implementation [90]. Recently, the power
mismatch for the 3" and 5" harmonics and the implementation of an active anti-
islanding method using resonant controllers was reported in [100].

Although numerous techniques exist and their implementation varies, it is impor-
tant to note that a recommendation for software based algorithms would simplify
matters for the easier adoption of the most robust and simplest techniques of all, and
this should be kept as a guide for further development of the anti-islanding technology
[87]. Moreover, there is a little technical information available for anti-islanding meth-
ods operating with controllers based on PLL for single-phase systems as most of them
rely on the zero-crossing of the voltage to get information in order for the anti-islanding

method to operate.

4.3 Active islanding detection technique based on PLL

This chapter proposes a simple non-invasive active anti-islanding method suitable for
single-phase grid-connected inverter systems. The method relies on the current angle
being the monitored variable which is derived from a PLL structure based on a OSG-
SOGI [IV], [XII]. Prior to deriving the angle reference signal for the current controller,
this angle signal is slightly distorted by a sinusoidal signal having a very low amplitude
and the same frequency as the one obtained from the PLL fully synchronized at the
same time. Every cycle this distortion is corrected as long as the grid voltage is avail-
able. When the grid is disconnected, the distortion through a loop of either positive or
negative injection will continue to distort the angle reference eventually pushing the
feedback signal from the inverter to cross the selected boundary and therefore causing
the inverter to trip and prevent islanding.

4.3.1 Method description

The proposed anti-islanding method and the PLL implementation are both shown in
Figure 4.1 [XIII]. The main task of a PLL is to provide unity power factor operation,
which involves synchronization of the inverter output current with the grid voltage,
and to give a pure sinusoidal current reference. The OSG and the PLL structure for a
single-phase system have been described in detail in [IV], [XII].
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Figure 4.1. Proposed anti-islanding method using OSG-SOGI based PLL.
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The method is based on the modification of the derived angle from the PLL (8).
In particular, a sinusoidal signal (O'W) synchronized with the cycle is injected to

slightly modify 6. A feedback signal is then extracted from the voltage in the q axis
(vq ), as a consequence of the injected signal O The signal injection can be done with

either positive or negative sign as shown in Figure 4.1.
The injected signal is defined by (4.1):

o =k -sinf (4.1)

ny
- where the gain £ is used to choose the amount of disturbance needed for the is-
landing detection.
The resulting phase angle reference of the inverter (Figure 4.1) becomes:

~

sinf, = sin( + ) = sin(a + k- sin 5) (4.2)
Since:
sin(a + b) = sina - cosb + cosa - sinb (4.3)
From (4.2) and (4.3) by replacing a = 5 and b=1Fk- Sing results:
sinf, = sin g cos(k - sin 5)+ cos b - sin(k - sin 5) (4.4)
The approximations presented in (4.5) are made in order to show the analogy of

the proposed method compare to a second-harmonic signal injection.

sin(k-sina) o~ k-sina, for 0< k <1

- (4.5)
cos(k-sinf) ~ 1, for 0< k < 1
Applying the approximations from (4.5) to (4.4) results:
sin G;M ~ sin g + k- sinf - cos 6 (4.6)
Being known that:
sin20 = 2-sinf - cos (4.7)
and writing (4.6) as:
. ok .0 p
sing, ~sinf + 5 (2-sinf - cosh) (4.8)
It yields:
o ok 0
sinf =~ sinf + 5 sin 20 (4.9)

For small values of k (e.g. for £<0.05), the addition of k- sin@ to 5, as provided
by the PLL, is similar to the addition of a second-harmonic signal (;1 -sin 25) to sinf.
The only difference being that the amplitude of the signal as expressed in (4.9) can be
slightly different (app. 0.05%) than the amplitude of the signal as expressed in (4.2).

The addition of k-sina to 5 has been chosen over the addition of a second-
harmonic signal due to the fact that the signal expressed in (4.2) is unitary unlike the
signal expressed in (4.9), thus not affecting the current reference amplitude. In other
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words, by adding k-sinf to 6, the current reference will contain a small sinusoidal
signal with a frequency twice the fundamental frequency, according to (4.9).

When the inverter supplies power to the grid, the consequence of adding k- sinf to

8 is observed as a feedback signal in the voltage (in the q axis) measured at the PCC.
The feedback signal has the double of the fundamental frequency and its amplitude is
related to the grid impedance value. The feedback signal can be extracted from the
voltage at PCC after the Park Transform (from vq). After the transformation, the

feedback signal frequency will become half of the frequency, as it is demonstrated
below.
The Park Transform is presented as:

v, = —sinf-v, +cosf-v, (4.10)
Considering the orthogonal voltage system of the feedback voltage (1}; and Uﬂ) due

to the signal injection as shown in (4.2) and removing the fundamental components,
the expression shown in (4.10) becomes:

v; :—sinﬁ-v'ﬂ—l-cosﬁ-v; (4.11)

- where v_ and v, are considered normalized and represented as:

v; = sin (20)
, (4.12)
v, = sin(20 + %) = cos <29)
From (4.11) and (4.12) it results:
U; = —sin0-cos(20> + cos @ - sin (20) (4.13)
Knowing that:
sin<29) =2-sinf - cosd
(4.14)
cos (29) = cos” ) —sin” 0
It results:
U; = —sinf- (COS2 6 — sin’ 0) +cosf-2-sinf - cosb (4.15)

Solving the expression shown in (4.15), it yields:

v;] =sin@- [— (cos2 6 — sin® 0) + 2 cos’ 9} =sinf - [sin2 0 + cos’ 9} =sinf (4.16)

=1

Thus, the feedback voltage signal can by easily extracted after the Park Transform
by using a resonant filter tuned on the fundamental frequency.

The proposed islanding detection method is based on the detection of the grid im-
pedance changes. The relation between the feedback signal due to the injection and the
grid resistance is nonlinear (Figure 4.2a), while the relation with the grid inductance is
linear (Figure 4.2b).

One of the main advantages of the proposed anti-islanding method is that it does
not affect the zero crossing of the current. A very small amplitude of the injected signal
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(O’W) is required to be injected at all times for the method to be successful when
needed.

The structure presented in Figure 4.3 assists with the monitoring of the anti-
islanding condition, where:

- A iy 18 the amplitude of the feedback signal extracted from v,
- A

Ampdugso 1S the 50 Hz average of the signal A g

A Ampags 1S the 5 Hz average of the signal A AmpAvg50 )

0 represents the difference between the actual value of A

AmpAvg50 and the de_
layed value of )\AmpAﬂgE)'

When the islanding occurs, this is also reflected in the grid impedance value. The
change in the grid impedance value is then detected in the feedback signal in the form
of 6. Then, following the algorithm shown in Figure 4.4, a trip signal is generated.

The flowchart of the islanding detection algorithm (the “Logic” block from Figure
4.3) is presented in Figure 4.4. The algorithm is described as follows:

- the component 6 is compared to a threshold value;

when ¢ is bigger than the threshold value a timer is started.

D

o [p.u.]

0 2 4 6

2 4 6 8
Grid Resistance [Q] Grid Inductance [mH]
(a) (b)
Figure 4.2. The relation between the feedback signal and the grid impedance: a) grid
resistance Rg; b) grid inductance Ly.

Extracting| )

feedback
signal
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AmpAvg50

average

5 Hz AmpAvgh
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Figure 4.3. Signal processing for islanding detection.
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Figure 4.4. The islanding detection algorithm.
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The time value of the timer is named t, and its initial condition is 0 s. If the 6

remains larger than the threshold value for more than 0.2 s the inverter is tripped.
Otherwise, if 6 becomes smaller than the threshold value within 0.2 s, the timer is
reset to 0 s. The threshold value and the tripping time can be chosen in accordance
with one of the standards IEEE 929-2000 [8], IEEE 1547.1-2005 [11] and VDE 0126.1.1
[7].

Figure 4.5b and Figure 4.6b show the effect of the injected signal (o, ) for the in-

nj

verter phase angle reference (92.;) and for the grid current reference in p.u. (sinf )

respectively, when the amplitude of the injected signal is 10 times larger than necessary
for clarity purposes. The zero crossings of the grid current reference are not affected
(Figure 4.6b).
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Figure 4.5. The effect of the injected signal (amj) for the inverter phase angle refer-
ence ((9;1)) at: a) normal operation and b) when the amplitude of the

e

injected signal is 10 times larger than necessary; where 6, =0 .
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Figure 4.6. The effect of the injected signal (amj) for the grid current reference in
p.u. (sin®. ) at: a) normal operation and b) when the amplitude of the

~

injected signal is 10 times larger than necessary; where 6, =0

4.3.2 Selected results

The proposed method has been implemented on a setup as shown in Figure 4.7 for
validation purposes. The setup consists of two main parts, namely the power circuit
(hardware part) and the control structure (software part). The power circuit is repre-
sented by a single-phase DPGS which includes an input power source, a grid connected
power converter, an output filter attached to the power converter, an RLC local load
connected at the PCC, the equivalent grid impedance and the voltage source of the
grid. The control structure is composed of an input power control unit (e.g. MPPT
algorithms, DC voltage controller, etc), a single-phase PLL, a current controller (e.g.
PR controller) and a PWM generator.

Based on the requirements of the IEEE Standard 929-2000, it is imperative that
any method of anti-islanding is tested to establish its performance when a parallel
resistor(R)-inductor(L)-capacitor(C) (RLC) load with a specific quality factor (@) is
used.

Input

Converter P+ AP +JAQ
Power Sources Filter —JQ> Pl Utility grid

Z oo
¢ | T P ——")
Wind Turbi s oy
110 urbine f\z Utlllty
+ breaker
Control Structure | Q: (recloser)
R< L) C
Zl( Udc
. ) P RLC load
| \ A 7 A
| 1 g
i |Input power| ¢ 4_@:
control = 9,-,”, Ve

Figure 4.7. Power circuit and control structure of a grid connected system having an

RLC load connected at the PCC.
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Figure 4.8 shows a comparison of the grid current and the inverter phase angle ref-
erence with and without signal injection. As it can be seen, the grid current is not
affected significantly by the injected signal (o, ). The gain % (see Figure 4.1) repre-

nj
sents the injection ratio and it was set to 0.03 for all of the results presented here. Very
small amplitude of the injected signal (o, ) was required to be injected at all times in

order to detect the islanding even for an RLC load with a quality factor of 10. The grid
voltage THD was about 2.5% for all of the results.

Four cases were investigated in order to validate the proposed method. In the Case
1 only a parallel resistive load of 36.14 €2 was used. The islanding detection and the
grid current and the voltage in the PCC for the Case 1 are presented in Figure 4.9
which confirms that the islanding is detected within the time frame required by the
standards [8, 11].
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Figure 4.8. Comparison of the grid current and the phase angle reference with/without

signal injection.
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Figure 4.9. Islanding detection in the case of a parallel R load only: a) islanding de-
tection based on the feedback signal; b) grid current and wvoltage at the
PCC.
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Figure 4.10 represents the Case 2 where a parallel RLC load with a quality factor
of 2.5 and a resonance frequency ( f ) equal to the fundamental frequency was used in

accordance with the IEEE Standard 929-2000 [8]. As it can be noticed, the islanding
detection does not pose any difficulties. The currents through the RLC load are shown
in Figure 4.10c. A significant change in the harmonic content can be seen when the
grid is disconnected. This is due to the harmonic background of the electric grid.

Figure 4.11 shows the Case 3 where a parallel RLC load with a quality factor of 1
in accordance with the IEEE Standard 1547.1 [11] was used. As it can be seen, the
islanding detection performs very well.

Figure 4.12 presents the Case 4 where a parallel RLC load with a quality factor of
10 was used. This was to show that the proposed method can perform well even under
higher quality factors (e.g. @=10). The proposed method proved to be robust and
effective even under such extreme scenarios.
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Figure 4.10. Islanding detection in the case of a parallel RLC load with a Q=2.5 and
fr=50Hz: a) islanding detection; b) grid current and voltage at the PCC;
¢) currents through the RLC load.
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Figure 4.11. Islanding detection in the case of a parallel RLC load with Q=1.
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Figure 4.12. Islanding detection in the case of a parallel RLC load with a Q=10.

4.4 Summary

This chapter proposed an accurate and less-disturbing active anti-islanding method
based on PLL for single-phase grid connected inverter systems. The method is based on
the detection of the grid impedance changes. The proposed method relies on a continu-
ous injection of a signal to the inverter angle being used as a modified reference for the
inverter current to be generated. This affects the inverter in a negligible way when the
grid is available. However, the method is able to detect grid failure by detecting the
changes in the grid impedance. Namely, the feedback signal extracted from the voltage
gives the information about the grid impedance changes, thus resulting in an effective
islanding detection.

Four different scenarios using different local loads were investigated in order to test
the effectiveness and the robustness of the proposed method. As noticed from experi-
mental results, the method proved to be effective even under extreme scenarios, such as
a parallel RLC load with a quality factor equal to ten and the resonant frequency equal
to the fundamental frequency.
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Chapter 5

Control Review of DPGS

This chapter gives in the first part an overview about the general control structure of a
single-phase DPGS. The second part of this chapter presents an improved DC wvoltage
controller which is able to remove the 100 Hz typical ripple from the measured DC
voltage. The last part of the chapter introduces a comparison between the classical PI

and the PR current controllers.

5.1 Overview of general control structure

As it has been presented in Chapter 1, efficient and economic ways of generating
electricity closer to the load(s) are possible nowadays. However, this is valid only for
low power three-phase systems or for single-phase systems such as PV, small wind
turbine, FC, etc. The single-phase system presents opportunities for micro DPGS to be
connected to the grid (e.g. roof-top PV systems).

A general structure of a DPGS is presented in Figure 5.1. The DPGS consists of a

power circuit and a control unit.

Input o . Electrical
onverter :
Power Source Filter Grid
Z
i
- | =
| )
YV Y
?
Input Power
Control
?
[ Grid Condition Detection

System Monitoring and Control

Figure 5.1. General structure of a DPGS.
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The power circuit contains the input power source (e.g. photovoltaic, fuel cell,
small wind turbine, etc), the converter which can be a single-stage converter (e.g. DC-
AC converter) or a double stage converter (e.g DC-DC and DC-AC converter with or
without galvanic isolation), an output filter in order to cut-off the switching frequency
and the load system which can consist of grid impedance or local loads.

A solution using a single-stage converter (DC to AC) for a 1.5kW single-phase PV
inverter has been developed and successfully tested in [I], [VII]. The advantages of the
single-stage converters are: good efficiency, a lower price and easier implementation.
The disadvantage is that requires a high DC voltage (typically higher than 350 V).

The control part is composed of three main control elements, namely: - the grid
condition detection; - the input power control and - the control of the AC current (for
grid-connected systems) or AC voltage (for off-grid systems).

The grid condition detection deals in general with the grid voltage monitoring
which provides information about the amplitude, phase and frequency of the grid
voltage (Chapter 2). The grid condition detection can also be used to provide other
functions such as: - protections for the grid connected converter in the case of un-
der/over voltage or under/over frequency; - islanding detection or - grid impedance
estimation.

The input power control structure differs depending on the input power source
used. For instance, in the case when a PV system is used, the input power control is
composed of a MPPT, a DC voltage controller and a power feed-forward in order to
improve the slow dynamic of the MPPT (Figure 5.2). In the case of a double stage
converter with a DC-DC converter and a DC-AC converter, the MPPT is typically
implemented for the DC-DC converter [VII].

There are different techniques for controlling the AC voltage in the case of off-grid
generation systems such as voltage droop or frequency droop control [57]. However, the
control of off-grid applications is not discussed in this thesis.

In the technical literature there are several strategies for the control of the AC cur-
rent in the case of distributed generation systems. A very common technique used for
both motor drives and grid connected systems is the well known dg control (synchro-
nous rotating dq reference frame). However, the dg control strategy cannot be
implemented for single-phase systems. Therefore, other strategies are considered for
such systems. Most of the single-phase distributed generation systems use only the
control of the active power which is based on the stationary reference frame. Neverthe-
less, the control of active and reactive power is also possible for single-phase systems as
is presented in [57]. The PQ control for a single-phase grid-connected system is de-
scribed in §3.6, where the «af approach of the three-phase systems is used for a

method to estimate the grid impedance.
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s
* sin 0

Power
feed-forward |
|

Figure 5.2. Typical input power control structure for a PV system.

Several controllers, such as PI, PR, dead-beat, hysteresis or predictive controllers,
can be used to control the current in the case of distributed generation systems. In the
situation when the control strategy is implemented in stationary reference frames, the
use of the classical PI controller leads to unsatisfactory current regulation due to its
drawbacks [VII]. Therefore, the PR, dead-beat and hysteresis controller become a good
alternative in such situation. A comparison between the PI controller versus the PR
controller is given in §5.3.

5.2 Improved DC voltage controller

An important problem when controlling the DC voltage is represented by the presence
of the 100 Hz typical ripple in the measured DC voltage. This ripple is due to the fact
that the DC power in a single-phase grid connected system is a function of squared
sinus of the fundamental frequency (e.g. 50 Hz). Thus, the ripple becomes double (e.g.
100 Hz) of the fundamental frequency. The amplitude of the DC voltage ripple is
directly related to the value of the DC capacitor used for the DC bus. Therefore, if the
DC capacitance decreases, the amplitude of the ripple becomes bigger. However, the
converter manufacturers tend to decrease the value of the DC capacitance in order to
keep the production costs low, thus leading to a higher DC voltage ripple. The propa-
gation of this low frequency ripple to the reference of the converter output current is
undesirable.

Usually, the measured DC voltage is filtered before it is used for a DC controller in
a grid-connected inverter system, as shown in Figure 5.3. The most commonly used
filters are the LPF or the running average filter. However, these filters introduce a
significant delay. The delay could affect the stability of the DC voltage controller in
the case when the band-width of the filter is not chosen properly. The filter has to have
a faster dynamic compared to the DC voltage controller to not affect the stability. A
slower response time of a filter means also a slower DC voltage controller leading to a
sluggish control of the DC voltage. Therefore, a notch filter tuned at double the fun-
damental frequency has been used as an alternative filter to the classical LPF or the
running average filter. A comparison between the notch filter and the running average

filter is given next.
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Cac DC voltage
I controller

Figure 5.3. DC voltage controller using a filtered measured DC voltage.

The transfer function of the notch filter ( H

NF>

is presented in (5.1).

2
>, where (, < (5.1)

n

B s° + 2w s+ w
s+ 2w s+ w

H, (s)

Figure 5.4 shows the Bode plot of the transfer function presented in (5.1). As it
can be noticed, the notch filter cuts only the frequency of the DC voltage ripple.

The parameters used for the running average filter are given as follows: the sam-
pling frequency was 10 kHz; the number of samples for the average was 100 with an
overlap of 99 samples.

A comparison between the step responses of the running average filter and the
notch filter, both set at 100 Hz, is given in Figure 5.5. The notch filter responds faster
than the running average filter. Nevertheless, in the case of a noisy measured DC
voltage, an average running filter is preferred to the notch filter due to the fact that it
filters out all the harmonics above the frequency of the DC voltage ripple.

Three cases were considered in order to test the dynamics of the DC voltage loop
under a step of 10 % in the DC voltage reference. The parameters of the DC voltage
controller were the same for all of the three cases (K, = 0.5 and K; = 50).
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Figure 5.4. Bode diagram of the notch filter.
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Figure 5.5. Step response of the filters using running average or notch filter.
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The first case uses a DC voltage loop without filtering the measured DC voltage.
The response of the system in this case is presented in Figure 5.6a and the converter
output current is shown in Figure 5.6b. It is noticeable the negative influence of the
DC voltage ripple on the converter output current in the case when the measured DC
voltage is not filtered. Figure 5.6a shows also the filtered DC voltage using the running
average filter (“Vdc Avg”) and the notch filter (“Vde Notch”). The reference and the
measured DC voltage are represented by “ Vdc Ref” and “ Vdc Meas” respectively.

The second analyzed case uses a DC voltage loop including a running average filter
for the measured DC voltage. The response of the system in this case is presented in
Figure 5.7a and the converter output current is shown in Figure 5.7b. As it can be
seen, a poor dynamic response is obtained compared to the first case. The influence of
the higher delay introduced by the running average filter is seen in a considerable big
overshoot. A slower DC voltage controller is recommended in this case.

The third case uses a DC voltage loop including a notch filter for the measured DC
voltage. The response of the system in this case is presented in Figure 5.8a and the
converter output current is shown in Figure 5.8b. As it can be noticed, a similar
dynamic response is obtained compared to the first case when no filter is used for the
measured DC voltage. The influence of the lag introduced by the notch filter is less
significant compared with the second case when a running average filter is used. The
DC voltage loop is not significantly affected by the presence of the notch filter.

A comparison between the harmonic current spectra for all three cases presented
above is presented in Figure 5.9. As it can be seen, the presence of the filters for the
DC voltage loop makes a big difference compared with the case when no filtering is
present. The current THD drops significantly in the case when filters are used. The
difference in the current THD between the running average filter and the notch filter is
very small and is due to the fact that the running average filter cuts off all the harmon-
ics above 100 Hz, while the notch filter cuts off only the DC voltage ripple of 100 Hz,
as shown in Figure 5.4.
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Figure 5.6. a) Step response of the DC wvoltage controller and b) converter output cur-
rent using no filter for the measured DC voltage.
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Figure 5.7. a) Step response of the DC voltage controller and b) converter output cur-

rent using running average filter for the measured DC voltage.
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Figure 5.8. a) Step response of the DC voltage controller and b) the converter output
current using notch filter for the measured DC voltage.

90



Chapter 5

Levels for Current Harmonics
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Figure 5.9. The currents spectrums for three different cases: no DC' filter, running
average filter and notch filter.

The high level of the third harmonic in the case when no filter is used for the DC
voltage loop is due to the propagation of the 100 Hz DC voltage ripple to the output

current amplitude reference (2; ), as shown in (5.2). 4, is the constant value of z: and

—_

A, . is the amplitude of the propagated 100 Hz ripple through the DC voltage control-

ler.

~
*

/L'Q = Z.Ct + Ad(:R ’ Sin<2w50t> (52)

This reference is then multiplied with the sinus of the grid phase angle as provided
by the PLL to yield (5.3).

i, =\i, + A, sin(2w,t)| sin(w, 1) (5.3)

Doing the multiplications results:

—~ —

z; =i, -sin(wt) + A4, -sin(2w,t) - sin(w, 1) (5.4)
Using the trigonometric identity:
. . 1 1
sine -sin § = Ecos(a —0)— Ecos(oz +5) (5.5)
(5.4) becomes:
. T — |1 1
i, =1, sin(wt)+A4,,- Ecos(wmt) - Ecos(3w50t) (5.6)
and finally:
* - : Ad(:R Ach
i, =1, -sin(wl) + Tcos(wwt) -, cos (3w, t) (5.7)
Fundamental ‘ Reactive: current J Third hvarmonic

Each term can be easily identified as the fundamental current and two undesirable
components: a reactive current and a third harmonic current which are directly related

—

with the amplitude of the 100 Hz ripple signal (4, . ).
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5.3 Current control loop using PI or PR controllers

The vector control or the field oriented control is well known for its fast and precise
control in three-phase systems. Their set values are DC-quantities in spite of the fact
that AC-quantities are controlled [57]. PI controllers are used in order to control the
DC-quantities which are in the rotating reference frame. Usually, the control algorithm
of a three-phase system is based on the Park Transform and space vectors. However, in
single-phase systems only one space vector exists. Therefore, the three-phase control
strategy can be converted into a new control structure applicable for single-phase
systems, as presented in [57]. The new derived controller is called PR controller and it
is based on a double integrator whose poles resonate to a chosen frequency.

An analysis of the classical PI versus PR controllers is given in the following in or-
der to emphasize their advantages and disadvantages. First, a calculus of the steady-
state error for a current control loop is performed to highlight the need of a double

integrator controller in the case when AC-quantities are controlled.
5.3.1 Calculus of the steady-state error for a current control loop

The current control loop of a grid connected system is considered in Figure 5.10 in
order to analyze the steady-state error caused by the control of AC-quantities [59].
The variables shown in Figure 5.10 are presented as follows:

Uq(s) is the perturbation of system which is represented by the equivalent

source voltage of the grid;
e &,(s) is the error obtained by subtracting the measured grid current from the

current reference;

« v, (s) is the voltage produced by the inverter;

* 1(s) is the measured grid current;
. Z: (s) is the current reference for the current control loop;

e H,(s) is the transfer function in Laplace domain of the current controller;

e H,(s) is the transfer function in Laplace domain of the plant which is usually

composed of the output filter of the converter and the grid impedance;

Figure 5.10. Current control loop.
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The expression of the error produced by the perturbation v, (s) is:

c (5) = — 20
' 1+ H,(s)-H,(s)

C
Replacing the transfer functions of H(s) and H,(s) with the expressions shown in

(5.9) and (5.10):

v (s) (5.8)

~~~

H_(s) = fc - H,(s), (5.9)
H,(s) = fP - H,(s) (5.10)

(where H.(0)=1 and H,(0)=1), the expression of the error from (5.8) becomes:

s K, -H(s)
gls)=——— - —v,(s) (5.11)
s + K, -K,-H,(s) H,(s)

The steady-state error € becomes:

“K . H
e, = lime(t) = lim se(s) = lim s : . P(‘S> — (s) (5.12)
i =0 =0 st KK H () (s)

Considering the perturbation fuq(s) as a ramp signal for small intervals of time,
v,(s) can be approximated as v (s) = 1/ s* . Replacing v,(s) in (5.12) it results:
1 YK H
e =lim—- S e P(,S) ‘

H,(s)H,(s)

(5.13)
s =0 g gt L KK
Three different cases are possible () as presented in Figure 5.11.

c P

o if a, =0, the steady-state error tends to infinity (e, — oo );

1
« if a, =1, the steady-state error is ¢, = —
S K

c

o if a, =2, the steady-state error becomes 0 (e, =0).

A A5

V-

Figure 5.11. Current control loop responses for three different values of «,.
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These three possibilities can be easily identified as follows:
« «a, =0 for a Proportional (P) controller;

e a, =1 for a PI controller;

« a, =2 for a Proportional double Integrator (PI?) controller which is also

called PR controller.

As it can be noticed, only the double integrator of the PR controller is able to
completely eliminate the steady-state error. In the case of a PI controller, the steady-
state error becomes inverse proportional with the proportional gain of the controller
(K_). Therefore, a voltage feed-forward is used in order to remove the steady-state

error of a PI controller in the case of grid connected systems.
It is worth mentioning that all the conclusions concerning the steady-state error of
the current control loop in the continuous time are also valid for discrete time systems.
A comparison between the classical PI versus PR controller follows.

5.3.2 PI versus PR controller comparison

The classical PI controller including the voltage feed-forward (v, ) is commonly used

)
for single-phase grid-connected converters (Figure 5.12a).
The PI current controller H, (s) is simply defined as:

K
H,,(s) = K, + =" (5.14)

P,

A voltage feed-forward is used in order to remove the steady-state error of the PI
controller and to improve the dynamic response. The voltage feed-forward signal is
obtained by filtering the measured voltage at PCC. Using the voltage feed-forward can
lead to stability problems related to the delay introduced in the system by the voltage
filter. Therefore, in order to alleviate this problem an advanced filtering method for the
voltage should be considered.

(b)
Figure 5.12. Current control loop of a grid connected converter: a) with PI controller;

b) with PR controller.
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The Root-locus and the Bode diagram analysis of the PI controller are presented in
Figure 5.13. The PI controller was set to give standard stability margins (a gain
margin bigger than 7dB and a phase margin bigger than 60 degrees for a standard
damping factor of 0.7).

An LCL filter was used as the output filter of the converter. The parameters of the
LCL filter were: Ly=1426 pH , Cp=2.2 pH , Ly=713 pH , where Ly is the filter induc-
tor on the inverter side, Cfis the filter capacitor and Ly, is the filter inductor on the
grid side. The LCL filter was further connected to the electrical grid through an AC
transformer with a series inductance of 2.1 mH. The parameters used for both PI and
PR controller were K,=30 and K;=1500.

As it has been mentioned before, an alternative solution for the poor performances
of the PI controller when controlling AC-quantities is the PR controller. The current
control loop using the PR controller including the HC is shown in Figure 5.12b.

The PR controller f,,(s) is defined as [57, 105-107]:

S

H,(s)=K, +K, . (5.15)
s+ w
The HC H,(s) is defined as [105], [VII]:
s
H,.(s) = Z Ky (5.16)

h=351... s+ (woh)Q

The HC is designed to compensate the selected harmonics which are the most pre-
dominant in the current spectrum. The addition of the HC to the PR controller does
not affect the bandwidth of the controller.

Root Locus Open-Loop Bode
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Figure 5.13. PI current controller — Root-locus and Bode diagram analysis.
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The Root-locus and Bode diagram analysis of the PR+HC controller are presented
in Figure 5.14. The 3", 5% and 7" harmonics were selected to be compensated by the
current controller. The size of the proportional gain K, from PR controller determines
the bandwidth and the stability margins [106], in the same way as the PI controller. As
for the PI controller, it can be observed from the open-loop Bode diagram (Figure 5.14)
that the PR controller was tuned to give the standard stability margins (a gain margin
bigger than 7dB and a phase margin bigger than 60 degrees for a standard damping
factor of 0.7).

The output current and the voltage at PCC for a power level of 1.5 kW are pre-
sented in Figure 5.15 in order to show both, the steady-state and the dynamic
performances of the PI, PR and PR+HC controllers.

Figure 5.15(a, b and ¢) shows the steady-state performances of the analyzed con-
trollers for the current control loop. As it can be seen, the PR+HC controller gives the
best results.

In order to test the dynamic performances of the investigated controllers a tran-
sient in the form of a 5 amps step in the current reference is performed. The grid
current response to the transient is presented in Figure 5.15d for the PI controller, in
Figure 5.15e for the PR controller and in Figure 5.15f for the PR+HC controller. As it
can be observed, the PR/PR+HC controller gives better transient response when
compared to the PI controller. Both, the steady-state and the transient tests are
performed using the same parameters (in terms of proportional and integral gain) for
the PI and PR/PR+HC controllers.
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Freq: 1.67e+003 Hz

190} Stable loop

Dominant poles

4100}
80
60

| a0t

20r

Imag Axis

80| — - +misrmu—e e i it i b = H
270t
1360

450 p.M.: 60.6 deg
Freq: 566 Hz

\ \ i \ 540 i i i
-1 -05 0 05 1 10° 10’ 10% 10°
Real Axis Frequency (Hz)

Figure 5.14. PR current controller — Root-locus and Bode diagram analysis.
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(c) (f)
Figure 5.15. Grid current (red) and grid voltage (blue) at 1.5 kW for: a) PI, b) PR
and ¢) PR+HC controllers. Grid current response (red) at a 5 A step in

the current reference for: d) PI, e) PR and f) PR+HC controllers.

Figure 5.16 presents a comparison of the output current spectrum in the lower fre-
quency region for the case of using PI, PR/PR+HC controllers. Using the PI controller
with voltage feed-forward a current THD of 5.8% has been obtained while in the case
of the PR controller the measured current THD was 9.7%. Adding the HC for the PR
controller a drastic attenuation of the current THD can be observed, decreasing to
0.5%.
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Figure 5.16. Measured grid current harmonics normalized to the fundamental for PI,
PR and PR+HC controllers.

5.4 Summary

A general control structure for a single-phase DPGS including the interactions between
its main parts has been given in this chapter.

A solution for improving the DC voltage controller has been proposed. The im-
provement consists in removing the 100 Hz typical ripple from the measured DC
voltage by means of a notch filter tuned to the ripple frequency. A comparison between
the classical solution using a running average and the solution using a notch filter has
been given. It has been shown that better dynamics are obtained for the DC voltage
control loop in the case when the notch filter is used. However, in the case of a noisy
measured DC voltage, an average running filter is preferred to the notch filter due to
the fact that it filters out all the harmonics above the frequency of the DC voltage
ripple.

The current control loop has been analyzed and a comparison between the classical
PI controller and the PR/PR+HC controller has been given finally. It has been demon-
strated that the PR+HC controller gives better steady-state and dynamic performance
when compared to the classical PI controller for the current control loop. The two well
known drawbacks of the PI controller (steady-state error and poor harmonics rejection
capability) have been alleviated by the PR+HC controller. The PR controller is able to
remove the steady-state error without using a voltage feed-forward, which makes it
more reliable. By adding the selective HC to the PR controller, a very good rejection
for the dominant harmonics can be obtained.
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Advanced Control of DPGS

This chapter describes methods of how to make the grid-connected converters more
flexible using advanced control techniques. The main focus is to increase the perform-
ances and the robustness of the current controller. The chapter is divided into two
main parts. In the first part, a frequency adaptive PR controller has been developed
and tested. The second part presents an adaptive current controller based on the
estimation of the grid impedance.

6.1 Introduction

The control of a DPGS is mainly designed in accordance with the electrical grid condi-
tions at the PCC. The controllers are tuned for some assumed values of the electrical
grid parameters. However, the parameters of the electrical grid such as grid impedance
or grid frequency can change. Therefore, the control should be able to sense and follow
these changes in order to maintain the performance and the robustness of the system.

Figure 6.1 presents the boundaries for ensuring the performance and the robustness
of a control system [59].

Performance

Figure 6.1. Margins for ensuring the performance and the robustness of a control sys-

tem.
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The term m_  (w) represents the permissible margin of the error while [ (w) is
the upper bound which gives the upper limit of uncertainty. The frequency w, is

chosen in such a way (6.1) as to give a sufficient bandwidth in order to ensure a good

response time, thus maintaining good performances.

G

5
The frequency w, is chosen in such a way (6.2) as to give a sufficient stability

w)>m_ . (w); where w € [0,w ] (6.1)

margin in order to maintain the robustness.

G (W) <~ (w); where w > w, (6.2)

The estimation of the grid conditions such as impedance and frequency can help
the control by providing additional information about the grid parameters variations.
The development of an adaptive PR current controller regarding the grid frequency has
been published in [III] and is addressed in §6.2.1. Another adaptive method for the
current controller concerning the proportional gain is described in §6.2.2. Also, §6.2.2
presents a method based on a notch filter of how to improve the robustness of the PR

current controller when using LCL output filter.

6.2 Adaptive Current Controller

6.2.1 Frequency Adaptive PR Controller

As presented in §5.3, the PR controller offers good performance when compared to the
classical PI controller. However, the PR and PR+HC controllers necessitate the reso-

nant frequency value (w, ) inside their transfer functions, as seen in (5.15) and (5.16).

0
Usually, the nominal value of the grid frequency and its multiples for the HC are used,
but in the case when the grid frequency experiences fluctuations, the performance of
both PR and HC is diminished. Therefore, the frequency information of the PR con-
troller has to be provided by the PLL [III] which is already used in most of DPGS
today, as shown in Figure 6.2 (dashed line) and then detailed in Figure 6.3.

Input
Converter
Power Source Filter Utility grid
Z PCC

Wind Turbine LI @
Z 9

Fuel Cell

Yo (Vi €.
i

VY N

Input power
control

Figure 6.2. DPGS control using frequency adaptive PR current controller.
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Figure 6.3. Frequency adaptive PR controller.

The Bode diagram of the PR controller for different integral gains (K;) and its re-
sonance frequency (w,) set to 50 Hz is shown in Figure 6.4. As it can be noticed, the

PR controller achieves a very high gain in a narrower frequency band centered around
the resonance frequency. The width of this frequency band depends on the integral
time constant K; A low K; leads to a very narrow band while a high value of K; leads
to a wider band. However, as presented in [III], some of DPGS should be able to run on
grid frequency deviation from 47 Hz up to 55 Hz. In the case when the grid frequency
changes its value to 47 Hz or to 55 Hz, (like the arrows point out in Figure 6.4b), the
performance of PR controller is drastically reduced due to the low gain at that fre-
quency. Therefore, the PR controller using fixed resonant frequency will not be able to
eliminate the steady state errors in such operation condition. Moreover, the harmonic
compensation associated with the PR controller is also based on the fundamental
frequency. The HC is more sensible to a change in the grid frequency due to the fact
that it contains multiples of the fundamental frequency, thus the frequency deviation
increase faster in correlation with the harmonic order to be compensated.

Bode Diagram Bode Diagram
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g 1001} o -ka g 1001
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90 , 90— ; ; ]
S 45} B 45) 1
ﬁ J o . :
g 0 g 0 : : 1
ﬁ r 3 ; :
o 45t 1o -45¢ / : 1
47 Hz g ;
-90 . : —90 b~ J
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Figure 6.4. Bode diagram of the PR controller (tuned at 50 Hz) for: a) four different
integral gains (K;) and b) a zoom in the proximity of 50 Hz.
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A test system represented by the schematic in Figure 6.2 was used to test the
adaptive PR current controller. Four frequency steps (from 50 to 49, 51, 47 and 55 Hz)
were performed using a grid simulator in order to test the performances of the fre-
quency adaptive PR controller. However, the grid frequency will never experience a
step change, but a ramp characteristic instead. According to most of the grid codes, the
grid frequency has a slope variation of maximum 10 Hz in a second. Secondly, the
settling time of the PLL should be fast enough in order to provide the frequency
information in time. Additionally, in the case of a fast PLL controller, filtering of the
frequency signal may be necessary in order to obtain a steady value. In this case, the
time constant of the filter should be chosen carefully to not introduce too much delay
to the actual grid frequency value.

The experimental results in the case of +1 Hz frequency variation are presented in
Figure 6.5 and Figure 6.6. First, the PLL response for the frequency step is shown in
Figure 6.5a and Figure 6.6a. It can be noticed that the PLL responds according to its
settling time which was set to 50 ms. The grid frequency estimated by the PLL is
further used by the PR controller in order to match its resonance frequency with the
actual grid frequency.

Grid Frequency Variation PR Controller Response Adaptive PR Controller Response
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Figure 6.5. Experimental results for a frequency step from 50 Hz down to 49 Hz: a)
PLL frequency response, b) voltage at PCC (blue) and output current
(red) using PR controller and c) voltage at PCC' (blue) and output current
(red) using frequency adaptive PR controller.
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Figure 6.6. Ezperimental results for a frequency step from 50 Hz up to 51 Hz: a) PLL
frequency response, b) voltage at PCC' (blue) and output current (red) us-
ing PR controller and c) voltage at PCC (blue) and output current (red)

using frequency adaptive PR controller.
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Figure 6.5b and Figure 6.6b show the voltage at PCC and the output current of
the converter in the case of PR controller. As it can be noticed, there is a small phase
lead/lag in the two situations when the frequency decreases/increases 1 Hz. The results
for the frequency adaptive PR controller are presented in Figure 6.5¢ and Figure 6.6c¢.
Almost no change in the output current is observed after the frequency step change of
+ 1 Hz.

Figure 6.7 shows a frequency step from the normal grid value of 50 Hz down to 47
Hz. The behavior of the PLL in terms of estimated frequency is shown in Figure 6.7a.
As it can be seen from Figure 6.7b, without grid frequency information, the PR con-
troller exhibits stationary errors in the current control. Steady state errors in terms of
amplitude and phase lead/lag are easily noticed when the grid frequency changes its
value. Anyway, when the information about the grid frequency is provided, the PR
controller has no problem to regulate the current and to maintain unity power factor of
the DPGS (Figure 6.7c). However, a short transient error can be observed right after
the step frequency is applied. This is due to the delay of the estimated frequency which
is directly related with the settling time of the PLL. A similar situation is noticed for a
frequency step from 50 Hz up to 55 Hz (Figure 6.8).

Grid Frequency Variation PR Controller Response Adaptive PR Controller Response
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Figure 6.7. Experimental results for a frequency step from 50 Hz down to 47 Hz: a)
PLL frequency response, b) voltage at PCC (blue) and output current
(red) using PR controller and c) voltage at PCC' (blue) and output current
(red) using frequency adaptive PR controller.
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Figure 6.8. Ezxperimental results for a frequency step from 50 Hz up to 55 Hz: a) PLL
frequency response, b) voltage at PCC' (blue) and output current (red) us-
ing PR controller and c) voltage at PCC' (blue) and output current (red)

using frequency adaptive PR controller.
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The DPGSs, especially the wind turbines, should be able to run on grid frequency
deviation from 47 Hz up to 55 Hz [105]. In the case when the grid frequency moves
outside of the 501 Hz, the performance of the PR controller is highly reduced due to
the low gain at that frequency, hence will not be able to eliminate the steady state
errors in such operation condition. Therefore, the PR current controllers should be
associated with an adaptive frequency control.

6.2.2 Adaptive Current Controller using the estimated grid impedance

It is known that the grid impedance has impact on the control of the grid converters. A
large variation on the grid impedance highly decreases the stability and the perform-
ance of the current controller. Usually, the current controller parameters are tuned in
accordance with the output filter impedance of the converter and some assumed value
of the grid impedance. A linear current controller for AC reference tracking with zero
steady state errors (zero phase shift and zero amplitude error) can be constructed
either by transforming the control system into an equivalent DC system and using a
DC controller or by using an AC controller (e.g. the PR controller).

In both cases the stability of the controllers depends upon the grid impedance val-
ue as the grid impedance is in series with the output filter of the converter. If the
variation of the grid impedance is mainly resistive, then the damping of the line filter
changes, affecting the stability of the grid-connected converter control. If the variation
is mainly inductive, then the bandwidth of the controller changes (Figure 6.9). Thus,
the performance of the current loop controller could decrease significantly for higher
values of the grid inductance. The estimation of the grid impedance can be used in
order to alleviate this problem. Therefore, the current controller parameters can be
automatically adjusted using the impedance information provided by a grid impedance
estimation method (Chapter 3).
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Figure 6.9. Bode plot of a grid model for different values of the grid inductance (Lg)
in case of using an LCL filter.
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Figure 6.10. Root-Locus diagrams and open-loop Bode plots for a current loop using
PR controller (Kp=25) for: a) a grid inductance Lg=3 mH, and b) a grid
inductance Lg=0.3 mH.

Figure 6.10 shows two analyses, namely, the Root-loci and the Bode diagrams of
the same current loop using the same controller parameters. The plant is composed of
the output LCL filter and the equivalent grid impedance circuit (Figure 6.13). The only
difference between the two analyses is that the grid inductance has been changed from
3 mH in the first case to 0.3 mH in the second case. As it can be observed from Figure
6.10b, the current loop becomes unstable if the controller parameters (especially the
proportional gain) are kept constant. In this case, the proportional gain (Kj) was set to
25. This case can happen when grid-connected converters made by the same manufac-
turer are connected in different places of a distribution network or in the case when the
distribution network itself suffers modifications. In these situations, a manual configu-
ration of the current controller parameters has to be carried out by the maintenance
team. In order to avoid this situation, an adaptive proportional gain controller based
on gain scheduling method can be used. The general structure of an adaptive current
controller using gain scheduling technique is presented in Figure 6.11.

The structure of the Gain scheduling technique used for adjusting the proportional
gain of the current controller is shown in Figure 6.12. The proportional gains can be
used from a lookup table, where each proportional gain corresponds to certain interval
of the estimated grid inductance. The control design is made for different operating
conditions in order to obtain the schedules. An interval of a current controller damping
between 0.6 and 0.8 can be chosen for the instance as an increment for the gain sched-
ules. However, the use of the gain scheduling technique requires good models of the
system to be controlled. Therefore, an important factor is the effectiveness of the grid
impedance estimation method.

The transition between the gains could create bumps. Therefore, an interpolation
method has to be considered in order to smooth the transitions between the gains.
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Figure 6.11. Adaptive current controller using gain scheduling technique.
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Figure 6.12. Gain scheduling technique.

As pointed out in [82], the use of an output LCL filter for a distributed generation
system is widely used in industrial products. The schematic of the LCL filter including
the equivalent grid impedance is shown in Figure 6.13. The advantage of the LCL filter
when compared to the L filter is to reduce the harmonics caused by the converter
switching while minimizing the inductance values due to its higher order [106]. In
general, the use of an LCL filter makes the current controller less stable in the case
when a proper damping strategy is not adopted [82]. This is due to the resonance
frequency of the LCL filter, as expressed in (6.3), which introduces two resonant poles
to the current loop.

The damping methods, used to improve the stability of the current loop when us-
ing LCL filters, are classified in passive and active methods. In the case of passive
damping, a resistor is usually added in series with the capacitor or in parallel with the
grid side inductor of the LCL filter; the second case using active damping seems more
attractive for particular applications above several kilowatts, where the use of a damp-
ing resistor becomes an inconvenient and the losses could require active cooling. Thus

the efficiency decrement becomes a key point [82].
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Figure 6.13. Output LCL filter and the equivalent grid impedance.
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Some work has been published in the technical literature about active damping so-
lutions. An active damping method of the LCL resonance based on a digital Infinite
Impulse Response (IIR) filter is proposed in [107]. A control loop for damping the filter
capacitor voltage is proposed in [108]. An alternative solution consists of adopting a
controller in cascade to the main controller [109, 110].

Another solution to damp the resonance peak introduced by the LCL filter is to
make use of a notch filter having a transfer function (H ;) as presented in (6.4). This

filter is attached to the current loop (Figure 6.14) and is tuned at the resonance fre-
quency of the LCL filter which is easily obtainable knowing the parameters of the LCL
filter (6.3). However, the grid inductance comes in series with the grid side inductor of
the LCL filter, thus changing the resonance frequency of the LCL filter (Figure 6.9).
Therefore, an estimated value of the grid inductance (Chapter 3) can add more value
to the active damping method using a tunable notch filter.

— 82 + 2C2w()8 + w()Q
s° + 2¢,w,s + w02

H(s) (6.4)

- where the dependencies of the terms ¢, and ¢, are described in (6.5).

¢, <

- Cl/ (6.5)

The notch filter having the transfer function as presented in (6.4) can be tuned on-
line using the grid impedance information. The cutoff frequency (w, ) of the notch filter

is calculated by (6.6) which is related with the resonance frequency of the LCL filter
(6.3). The only difference is made by the grid inductance (L,) connected in series with
the grid side inductance (Lgy). The term o from (6.5) is directly related to the grid
resistance (Ry) and can be expressed as v = k- R, where k is a constant.

L +L +1L
W \/ fi fg g (66)

0
CrLy(Ly + L)

The Bode diagram and the step response of the expression presented in (6.4) for
three different damping values (¢, = 0.707, 0.353 and 1.414) are shown in Figure 6.15.

As it can be noticed, the damping factor (, can be varied to obtain a wider or a

narrower stopband of the notch filter. From Figure 6.15b it can be seen that the step
response is fast enough to not affect the current loop dynamics.
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Figure 6.14. Active damping method based on a notch filter.
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Figure 6.16a show the Bode diagrams of the LCL filter plus the grid inductance,
the notch filter (NF) and the two combined. As it can be observed, the resonance peak
introduced by the LCL filter is almost completely damped by the notch filter whose
cutoff frequency was tuned using (6.6). Figure 6.16b gives the Bode diagrams of the
LCL filter combined with the notch filter for three different grid inductances (Lg). This
is to show that the active damping method based on the notch filter is not very sensi-
tive to the grid inductance changes. However, the use of a grid impedance estimation
method with a decent accuracy can increase the effectiveness of the active damping
method.

The Root loci and the open-loop Bode diagrams of the current loop with and with-
out including the notch filter are depicted in Figure 6.17. The poles introduced by the
notch filter can be seen in Figure 6.17b.
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Figure 6.15. a) Bode diagram and b) Step response of the notch filter for three differ-

ent values of the damping factor ¢, .
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Figure 6.16. a) Bode diagrams of the LCL filter plus the grid inductance, the notch
filter (NF) and the two combined; b) Bode diagrams of the LCL filter
combined with the notch filter for three different grid inductances (Lyg).
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Figure 6.17. Root loci and open-loop Bode diagrams of the current loop: a) without
and b) with the notch filter included.

Two cases were considered in order to test the effectiveness of the active damping
method based on a notch filter. In the first case, the current loop was tested under
steps (between 5 and 10 amps peak) in the current reference. For the second case, the
current loop was tested under grid voltage swells of 5%. For both cases, two variations
of the current controller proportional gain (X)) were performed from 0.5 to 1.9 (Figure
6.18) and from 0.5 to 10.1 (Figure 6.21) in order to find the stability margins of the
current loop using or not a notch filter. The simulated results are shown and described

next.
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In the first case, the current loop dynamic performance was tested under current
reference steps (between 5 and 10 amps peak) and the results are presented in Figure
6.19, Figure 6.20 and Figure 6.22. The current reference and the output current of the
current loop with or without a notch filter are presented in Figure 6.19 and Figure 6.20
respectively. As it can be seen, the current loop without a notch filter gets to instabil-
ity very fast (for a K around 1.5) while the current loop including a notch filter stays
stable even when the K, is equal to 10 (Figure 6.22). Therefore, both the performance
and the robustness of the current controller are increased by using a notch filter, as
expressed in (6.4).
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Figure 6.18. Variation of the current controller proportional gain (Kp) from 0.5 to
1.9.
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Figure 6.19. Steps (between 5 and 10 amps peak) of the current reference and the
output current response for a current loop without the notch filter, where

a Kp variation between 0.5 and 1.9 was performed.

Current loop with notch filter
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Figure 6.20. Steps (between 5 and 10 amps peak) of the current reference and the
output current response for a current loop with the notch filter, where a

Kp variation between 0.5 and 1.9 was performed.
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In the second case, the current loop dynamic performance was tested under grid
voltage swells of 5% (Figure 6.23) and the results are presented in Figure 6.24, Figure
6.25 and Figure 6.26. The current reference and the output current of the current loop
including or not a notch filter are presented in Figure 6.24 and Figure 6.25 respectively.
Alike the first case, the current loop without a notch filter gets to instability for a K
around 1.5 while the current loop with the notch filter stays stable even when the K, is
equal to 10 (Figure 6.26). As it can be noticed, very good performance was obtained for
the current loop under grid voltage swells when a notch filter was used.

15
c
‘T
S 1of
©
c
k)
Tz
8 5r
=
o

Il Il Il Il Il Il Il Il Il |
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Time [s]

Figure 6.21. Variation of the current controller proportional gain from 0.5 to 10.1.
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Figure 6.22. Steps (between 5 and 10 amps peak) of the current reference and the
output current response for a current loop with the notch filter, where a

Kp variation between 0.5 and 10.1 was performed.
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Figure 6.23. Grid voltage amplitude for grid voltage swells of 5%.
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Current loop without notch filter
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Figure 6.24. The current reference and the output current response in the case of grid
voltage swells of 5% for a current loop without the notch filter, where a

Kp variation between 0.5 and 1.9 was performed.
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Figure 6.25. The current reference and the output current response in the case of grid
voltage swells of 5% for a current loop with the notch filter, where a Kp
variation between 0.5 and 1.9 was performed.
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Figure 6.26. The current reference and the output current response in the case of grid
voltage swells of 5% for a current loop with the notch filter, where a Kp
variation between 0.5 and 10.1 was performed.

From the results presented here, it is confirmed that the active damping method

based on a notch filter can significantly improve the robustness of a current loop when
using LCL filters.
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6.3 Summary

This chapter presented some techniques of improving the control of the grid-connected
converters. First, an introduction about how to improve the control in terms of per-
formance and robustness has been given.

Second, the need of using a frequency adaptive PR controller has been emphasized.
It has been demonstrated that in the case of grid frequency fluctuations, problems in
regulating the grid current and keeping unity power factor occur. As a solution to these
problems, a proposal consisting of using the grid frequency information provided by the
PLL, inside the PR controller model has been made. In this way, an adaptive tuning of
the PR controller with respect to the grid frequency has been obtained. Experimental
results showing the controller running over a large band of frequency variations have
been presented for validating the proposed method.

Finally, the use of the grid impedance estimation for improving the performance
and the stability of the current controller has been presented, being known that large
variations of the grid impedance highly decrease the stability and the performance of
the current controller. In order to make the current controller more intelligent, the gain
scheduling technique can be used to automatically adjust the parameters of the current
controller in accordance with the grid impedance value. Moreover, an active damping
method based on a notch filter can be used in order to increase the stability of a grid-
connected converter when using an LCL output filter. The presented results have
confirmed that the active damping method based on a notch filter can significantly
improve the robustness and the performance of a current control loop when using LCL
filters.
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Chapter 7

Conclusions

This chapter starts summarizing the work presented along this thesis. The main conclu-
sitons are deduced based on the achieved results. Finally, the directions for future work

are outlined.

7.1 Summary

This thesis has been divided into two main parts, namely “Grid Condition Detection”
and “Control of Single-Phase DPGS”. In the first part, the main focus was on reliable
PLL techniques for monitoring the grid voltage and on grid impedance estimation
techniques. Additionally, a new technique for detecting the islanding mode have been
developed and successfully tested. In the second part, the main reported research was
concentrated around adaptive current controllers based on the information provided by
the grid condition detection techniques.

In Chapter 2, after an initial investigation of the voltage monitoring techniques a
major challenge has been identified for the single-phase DPGS. Unlike the three-phase
systems where the orthogonal voltage system is easily obtained through the Clarke
transform, the orthogonal voltage system for the single-phase systems has to be artifi-
cially generated. An analysis of the existent orthogonal signal generators up to date
was given in order to emphasize their advantages and disadvantages. The PLL based
on an OSG-SOGI came as a solution to combine all the advantages of the existent
methods in one single structure. Therefore, the new developed algorithm for monitoring
the grid voltage has the following benefits: the orthogonal voltage system is filtered
without delay; it presents good dynamics; it is frequency adaptive, thus not being
affected by the grid frequency fluctuations; it has offset rejection capabilities; it is
robust under grid voltage disturbances. In addition, although the algorithm has the
above presented advantages it is rather simple to implement. It is worth to be men-
tioned that the offset rejection capability is a feature almost inexistent for the majority
of the PLL based synchronization systems which are not able to reject the voltage
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offset which is typically introduced by the measurements and data conversion proc-
esses. The proposed method based on SOGI-OSG is suitable for both, distributed
generation systems (e.g. PV, WT) as well as power condition equipments (e.g. UPS,
active filters) which rely on PLL based synchronization.

As mentioned in the introduction of Chapter 3, the estimation of the grid imped-
ance is very useful for a better interaction between the DPGS and the utility network.
The information about the grid impedance can be used in many applications. However,
in this thesis the estimation of the grid impedance was focused only on two well suited
applications such as anti-islanding standard requirements (such as VDE0126) and
adaptive control for DPGS.

Two active methods and one quasi-passive method have been developed regarding
the estimation of the grid impedance. The first active method is based on the harmonic
injection technique which uses a less complicated calculation algorithm in contrast with
some of the known used algorithms based on more advanced mathematics such as DFT
method or Prony extrapolation, thus being suitable for low cost systems. The second
active method is based on the PQ variations of a DPGS. One of the major advantages
of this technique is that it can use the natural active power variations of the input
power sources such as WT or PV. Furthermore, the PQ variations method proved to
be very robust under harmonics conditions. However, the implementation of this
technique necessitates the usage of the PQ control for a single-phase system which can
be troublesome in the case of using an inappropriate method to generate the orthogonal
systems of the voltage and current.

Comparing the two proposed active grid impedance estimation methods it was no-
ticed that the grid impedance estimation based on P(Q variations performs better than
the grid impedance estimation methods based on harmonic injection. However, both of
the active methods are able to comply with the requirements of the anti-islanding
standard VDEO0126. Nevertheless, all the active methods for estimating the grid imped-
ance come with the drawback that the output power quality of the grid-connected
converter is more or less affected by the deliberate disturbances. Therefore, a quasi-
passive grid impedance estimation method using the model based identification was
proposed as a trade off between the active and passive grid impedance estimation
methods in order to get most of the advantages of both mentioned methods.

The proposed quasi-passive method using the model based identification proved to
be very effective. Moreover, this method does not affect the power quality due to its
passive behavior. However, the active behavior of the quasi-passive method comes in
order to overcome the assumption that the voltage source of the electrical grid is time
invariant.

Chapter 4 introduced an accurate and less-disturbing active anti-islanding method
based on PLL for grid connected inverter systems. The islanding detection method is
based on the detection of the grid impedance changes. The disturbance produced by
this method affects the inverter in a negligible way when the grid is available. The
obtained results have proved the effectiveness of the proposed method even under
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extreme scenario such as a parallel RLC load with a quality factor equal to ten and the
resonant frequency equal to the fundamental frequency.

A general control structure for a single-phase DPGS including the interactions be-
tween its main parts was given in Chapter 5. The most important control elements
were identified and summary described. In addition, an improvement of the DC voltage
control loop was proposed consisting in the elimination of the 100 Hz typical ripple
from the measured DC voltage by means of a notch filter tuned at the ripple frequency.
It was proven by the results that the proposed solution performs better then the
classical solution using running average filter.

An analysis of the current control loop followed by a comparison between the clas-
sical PI and the PR+HC controllers was given in the last part of Chapter 5. It has
been demonstrated that the PR+HC controller gives better steady-state and dynamic
performance when compared to the classical PI controller for the current control loop.

Chapter 6 introduced new techniques for improving the control of the grid-
connected converters. First, a frequency adaptive PR controller has been presented in
order to make the current controller immune to grid frequency fluctuations. The
proposed method was validated by the experimental results showing a good behavior of
the current controller over a large band of frequency variations. Finally, the use of grid
impedance estimation for improving the performances and the stability of the current
controller is presented. Consequently, the gain scheduling technique was presented as a
solution to automatically adjust the parameters of the current controller in accordance
with the grid impedance value. Furthermore, an active damping method based on a
notch filter was used in order to increase the stability of a grid-connected converter
when using an LCL output filter. The presented results proved that the active damping
method based on a notch filter significantly improved the robustness of a current loop
when using LCL filters.

7.2 Future work

The research work reported in this thesis has laid the groundwork for many interesting
directions to increase its impact.

An interesting research point is the study of the parallel operation of the grid-
connected converters concerning the grid impedance estimation and the islanding
detection techniques, as the parallel operation could be already motivated by the
increased penetration of the DPGS.

Even though, three grid impedance methods were developed and tested under vari-
ous conditions, the considered model of the grid impedance was a simple equivalent RL
model, as the grid impedance is mainly inductive in most of the cases. However, an
interesting topic is to study the influence of an RLC grid model over the estimation of
the grid impedance.

Next, it is important to investigate further the grid impedance estimation based on

identification technique and to test it on an experimental setup, as it presents very
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promising simulation results. Moreover, an interesting idea is to closely study the
differences introduced by using an inverse model in Laplace domain or in discrete time

domain.
Another interesting research topic is to develop a complete model combining a grid

impedance estimation method together with an adaptive current controller. Therefore,

the estimated grid impedance value can be provided in real time to the current control-

ler in order to make it adaptive.
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Abstract

In this paper the issue of control strategies for single-stage photovoltaic (PV) inverter is addressed. Two
different current controllers have been implemented and an experimental comparison between them has
been made. A complete control structure for the single-phase PV system is also presented. The main
elements of the PV control structure are: - a maximum power point tracker (MPPT) algorithm using the
incremental conductance method; - a synchronization method using the phase-locked-loop (PLL), based
on delay; - the input power control using the dc voltage controller and power feed-forward; - and the grid
current controller implemented in two different ways, using the classical proportional integral (PI) and the
novel proportional resonant (PR) controllers. The control strategy was tested experimentally on 1.5 kW
PV inverter.

Introduction

The market for PV power applications continues to develop at a high rate. Between 2002 and 2003 the
total installed capacity in the International Energy Agency (IEA) Photovoltaic Power Systems (PVPS)
countries grew by 36 %, reaching 1 809 MW. Moreover, the price level of the PV modules and the system
costs (inverter included) has decreased significantly. The use to PV systems connected in parallel with the
mains was simplified and is often supported by incentives from utilities and/or governmental bodies.
Before connecting a PV system to the power network, the dc voltage of the solar modules must be
converted into an ac voltage. Some protection systems are required to prevent damage in the PV system
caused by the utility network and vice versa. The PV systems require standards addressing the use and the
performance of grid-connected PV inverters, thus ensuring the safety and quality of the manufacture.

The purpose of the power electronics in PVPS is to convert the dc current from the PV panels into ac
current to the grid, with the highest possible efficiency, the lowest cost and to keep a superior
performance. The basic interfacing is shown in Fig. 1.

A controversial issue for PV inverters is the harmonics level. The IEEE 929 standard permits a limit of 5%
for the current total harmonic distortion (THD) factor with individual limits of 4% for each odd harmonic
from 3™ to 9™ and 2% for 11" to 15™ while a recent draft of European IEC61727 suggests almost the same
thing as previously mentioned. These levels are far more stringent than other domestic appliances, like
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IE61000-3-2, as PV systems are viewed as generation sources and so are subject to higher standards than
load systems.

PV ] PV Inverter Grid
Array & Filter n
Control
reference

Fig. 1: Power electronic system with the grid, source (PV array), power converter and control

For current-controlled PV inverters in most of the cases we make use of PI controller with grid voltage
feed-forward (VFF) [1], [2], but this solution exhibits two well known drawbacks (due to the poor
performance of the integral action): inability of the PI controller to track a sinusoidal reference without
steady-state error and poor disturbance rejection capability. An alternative solution in order to alleviate the
PI’s drawbacks is presented in [3], where a second order generalized integrator (GI) can be used. The GI
is a double integrator that achieves an “infinite” gain at a certain frequency (resonance frequency), and
almost no attenuation exists outside this frequency. Thus, it can be used as a notch filter in order to
compensate the harmonics in a very selective way. Another approach reported in [4] where a new type of
stationary-frame regulators called Proportional Resonant (PR) is introduced. In this approach the classical
PI dc-compensator is transformed into an equivalent ac-compensator having the same frequency response
characteristics in the bandwidth of concern.

This paper is aimed at presenting a single-stage converter for single-phase PV systems. Two different
current controllers have been implemented and an experimental comparison between them has been made.
A complete control structure for the single-phase PV system is also presented. An incremental
conductance method has been used in order to track the MPPT of the PV characteristic. In order to get a
clean sinusoidal current reference (synchronized with the grid voltage) it is used a PLL, a based on delay
structure. The conclusions are presented in the final part of the paper.

System description

Usually the power converter interface from the dc source to the load and/or to the grid consists of a two-
stage converter: the dc-dc converter and the dc-ac converter. An interesting alternative solution could be
the use of a single-stage converter where the dc-dc converter is avoided and in order to ensure the
necessary dc voltage level the PV array can be a string of PV panels or a multitude of parallel strings of
PV panels. In the classical solution with two-stage converter, the dc-dc converter requires several
additional devices producing a large amount of conduction losses, sluggish transient response and high
cost while the advantages of the single-stage converters are: good efficiency, a lower price and easier
implementation. The disadvantages of the single-stage converter are the fact that the PV panels are in
series and if the shading occurs on one or several PV panels then the efficiency of the whole system is
reduced.

As shown in Fig. 2, the PV inverter system consists of a solar panel string and a dc link capacitor C,. on
the dc side with an output ac filter (LCL), insulation transformer and grid connection on the ac side. The
number of panels in the string has to ensure a dc voltage higher then the ac voltage peak at all time. The
energy conversion from dc to ac side is made by a single-phase voltage source inverter. The used solar-
panel string consists of sixteen uniserial PV panels (120 W for each panel).
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Swﬂ Swﬂ

L. T

Cdc C Grid

Low-pass LCL filter

Swd Swﬂ

PV String Full-bridge Inverter

Fig. 2: The voltage source PV inverter connected to the grid through an LCL filter

Control strategy

For the grid-connected PV inverters in the power range of 1-5 kW, the most common control structure for

the dc-ac grid converter is a current-controlled H-bridge PWM inverter having a low-pass output filter.
Typically L filters are used but the new trend is to use LCL filters that have a higher order (3") which
leads to more compact design. The drawback is its resonance frequency which can produce stability
problems and special control design is required [5]. The control structure of the PV energy conversion
system is shown in Fig. 3.

+ (.\ U
]dc
PV U Full-bridge LCL U
String = de Inverter Low pass 8 Grid
Panels VSI-PWM filter
Vv N

, o _ ) e VAN ‘
% . Driver PWM %
| P 1, !
| ~cl_foe | Poe2| Ty |
i X de+1 —dc+1] |
! 2 2 |
i ID(' }
i g Urefem de |
| u,MPPT PR A |
! I A !
! DC Voltage Current Upe i
| Controller Controller !

Control structure

Fig. 3: Control diagram of the PV energy conversion system

The main elements of the control structure are the synchronization algorithm based on PLL, the MPPT,
the input power control and the grid current controller.
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PLL structure

The PLL is used to provide a unity power factor operation which involves synchronization of the inverter
output current with the grid voltage and to give a clean sinusoidal current reference. The PI controller
parameters of the PLL structure are calculated in such a way that we can set directly the settling time and
the damping factor of this PLL structure. The PLL structure is also used for grid voltage monitoring in
order to get the amplitude and the frequency values of the grid voltage. The general form of the PLL
structure is presented in Fig. 4.

0
4 v,
|4 Create
g
—» orthogonal
1
system V,B N d,q Vq

Fig. 4: General structure of a single phase PLL

MPPT algorithm

The task of the MPPT in a PV energy conversion system is to tune continuously the system so that it
draws maximum power from the solar array regardless of weather or load conditions. Since the solar array
has non ideal voltage-current characteristics and the conditions such as irradiance, ambient temperature,
and wind that affect the output of the solar array are unpredictable, the tracker should deal with a
nonlinear and time-varying system. The conventional MPPT algorithms are using dP/dV = 0 to obtain the
maximum power point output. Several algorithms can be used in order to implement the MPPT as follows
[6]: perturb and observe, incremental conductance, parasitic capacitance and constant voltage, but only the
first two are the most frequently used.

The incremental conductance algorithm has been chosen as a MPPT strategy in this paper. This algorithm
has advantages compared to perturb and observe as it can determine when the MPPT has reached the
MPP, where perturb and observe oscillates around the MPP. Also, incremental conductance can track
rapidly the increase and decrease of irradiance conditions with higher accuracy than perturb and observe.

One disadvantage of this algorithm is the increased complexity when compared to perturb and observe.
This increases the computational time and slows down the sampling frequency of the array voltage and
current. The flowchart of the incremental conductance algorithm is shown in Fig. 5 [7] where the V}, and I
are the momentary voltage and current of the PV array and V.; and /,.; are the previous voltage and

current, respectively. The dP/dV term can be replaced by [ + (AI AV ) -V . The output of the MPPT is the
dc voltage reference (V'*%,,).
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Fig. 5: Flowchart of the incremental conductance algorithm

Input power control

The control strategies of input power in the case of a power configuration of PV system without dc-dc
converter are presented in the following section. In Fig. 6 a new control strategy of input power is
proposed. The new element introduced is the power feed-forward. The computed value of the current
amplitude reference using the PV power (Ppy) and the RMS value of the ac voltage (V.. rus) is added to

the output value of the dc voltage controller (f,) resulting in the ac current amplitude reference (IAn,f ).
Using the input power feed-forward the dynamic of the PV system is improved being known the fact that

the MPPT is rather slow. The dc voltage controller ensures a quick response of the PV system at a sudden
change of the input power.

Vac
Iy,
V*
pv &
[, Jweer e e
PV > -
array
Y p
X)— >, -2
acRMS —
VacRMS

Fig. 6: New control structure of controlling the input power. A feed-forward of input power is used
Grid current controller

Classical PI control with grid voltage feed-forward (U,) as depicted in Fig. 7a, is commonly used for
current-controlled PV inverters.
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Fig. 7: The current loop of PV inverter: a) with PI controller; b) with PR controller

The PI current controller Gp(s) is defined as:

GP1(S):KP+& (1)
N

In order to get a good dynamic response, a grid voltage feed-forward is used, as depicted in Fig. 7a. This

leads in turn to stability problems related to the delay introduced in the system by the voltage feedback
filter (Uy). In order to alleviate this problem an advanced filtering method for the grid voltage feed-
forward should be considered. A Bode diagram analysis of the PI controller is presented in Fig. 8.
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Fig. 8: PI current controller — Bode diagram analysis

As it has been mentioned in the introduction of this paper, an alternative solution for the poor
performances of the PI controller is the PR controller. The current loop of the PV inverter with PR
controller is shown in Fig. 7b.

The PR current controller G(s) is defined as [3], [5]:

G.(5)=K,+K,—— (2)
s+

2

o

The harmonic compensator (HC) G, (s) as defined in [5]:

G,(s)= K, — (3)
® hzsz,;n s>+ (w,h)

is designed to compensate the selected harmonics 3", 5™ and 7™ as they are the most predominant
harmonics in the current spectrum.
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A processing delay, usually equal to 7, for the PWM inverters [2], is introduced in G(s). The filter
transfer function G(s) is expressed in (4) [8].

9=t _ 1 [ #sic) “)
u(s) L (s2 +wfes)

The current error - disturbance ratio rejection capability at null reference is defined as:

| _ G, (s) (5)
u,(s) ‘I_:=0 1+ (GL, (s)+G, (s)) Gy (s)-G,(s)

where: 1is current error and the grid voltage u, is considered as the disturbance for the system.

Magnitude [dB]

Phase angle (degrees)

360
= preme] \
450 [ b |

Frequency [Hz]

Fig. 9: Bode diagram of the disturbance rejection (current error ratio disturbance) of the PR+HC (3rd, 5th
and 7th), PI and P current controllers

In Fig. 9 is presented the Bode diagram of the disturbance rejection for the P, PI and PR controllers. It can
be very easily noticed that the PI rejection capability is worse in comparison with the PR and from Fig.
9 it can be observed that the PI rejection capability at 5™ and 7™ harmonics is comparable with that one of
a simple proportion controller, the integral action being irrelevant. Thus, it is demonstrated the superiority
of the PR controller respect to the PI in terms of harmonic current rejection.

The close-loop frequency response of the system and also the Bode plots of the PR + HC and the plant are
presented in Fig. 10a The Fig. 10b presets the root-locus of the close-loop current control system and the
open-loop frequency response of the system.

The size of the proportional gain K, from PR controller determines the bandwidth and stability phase
margin [3], in the same way as for the PI controller. As it can be observed from the open-loop Bode
diagram (Fig. 10b) the phase margin (PM) is determined to be equal with 42 deg, indicating a good
stability of the system. Also, the dominant poles of the controller are well damped as it can be seen in Fig.
10b exhibiting a damping factor equal with 0.7.
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Fig. 10: PR current controller — Bode diagrams a) and root-locus b) analysis

Experimental results

A single-stage grid-connected PV inverter (1.5 kW power range) was built in order to analyze the PV
systems performance, as depicted in Fig. 11a. The system is dSPACE based and voltage source inverter
(VSI) is controlled using a unipolar PWM to place the harmonics on the high frequency side making them
easier to filter. The parameters of the LCL filter were: Li=1426 uH, C,.=2.2 uF, L,=713 puH. The power
stage of a Danfoss VLT 5004 rated 400V/10A was used. The switching frequency of the inverter was 10
kHz. The control algorithm shown in Fig. 3 was implemented using dSPACE DS1103 platform.

The system was tested in the following condition: - the open circuit dc voltage provided by the uniserial
sixteen PV panels was around 660 V, the RMS value of the grid voltage was U, =225 V with a THD of
2.2 % background distortion. The grid impedance was measured to 1.2 ohms with a series inductance of
2.1 mH because of a insulation transformer using in order to connect the PV system to the grid.

The plotted results have been captured using the graphical interface of the dSPACE system (Control Desk)
and then exported to Matlab workspace for plotting.

> | | | <
© 400f - - - - - - R e o e - 4%
D | | | §
G 5
> 30
> >
o \ | | 2
200 -~ — - - - — L - LA 2
| | |
100F - - - - - - f 777777 i‘ 777777 4‘ 7777777 1
| | |
0 1 1 1 0
0 0.01 0.02 0.03 0.04
Time [s]
b)

Fig. 11: a) Experimental test setup of the 1.5 kW PV inverter; b) PV voltage and current (marked) at 1.5
kW injected power to the grid
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The voltage and current of the PV panels at 1.5 kW power on the ac side, are presented in the Fig. 11b.

The grid current and grid voltage at 1.5 kW for PI, PR and PR+HC controllers are presented in Fig. 12 a),
b) and ¢). As it can be seen a much lower THD is obtained with the PR+HC controller. The grid current
response at a 5 A step in the current reference is presented for the PI (Fig. 12d), PR (Fig. 12¢) and PR+HC
(Fig. 12f). As it can be observed the PR and PR+HC controller yields a smaller overshoot than the PI
controller.

Grid Voltage [V]
Grid Current [A]
Grid Voltage [V

Grid Current [A]

Grid Voltage [V]
Grid Current [A]
Grid Voltage [V]

Grid Current [A]

Grid Voltage [V]
Grid Current [A]
Grid Voltage [V]

Grid Current [A]

Time [s] ’ 0) ’ Time [s] ' f)

Fig. 12: Grid current (marked) and grid voltage at 1.5 kW for PI a), PR b) and PR+HC c) controllers. Grid
current response (marked) at a 5 A step in the current reference for PI d), PR ¢) and PR+HC f) controllers

In Fig. 13, a comparison of the spectrum for PI, PR and PR+HC in the lower frequency region is
presented.
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Fig. 13: Measured grid current harmonic spectrum for PI, PR and PR+HC controllers

Using PI controller with VFF has been obtained a current THD of 5.8% while in case of the PR controller
the measured current THD was 9.7%. Adding the HC for the PR controller a drastic attenuation of the
current THD can be observed, decreasing to 0.5%.

Conclusion

An interesting alternative solution using a single-stage converter, where the de-dc converter is avoided,
has been developed and successfully tested on a dSPACE controlled 1.5kW single-phase PV inverter. The
advantages of the single-stage converters are: good efficiency, a lower price and easier implementation,
while the main disadvantage is the fact that the PV panels are in series and if the shading occurs on one or
several PV panels then the efficiency of the whole system is reduced.

It has been demonstrated that the PR+HC controller gives better performances then the classical PI
controller for the grid current loop. The two well known drawbacks of the PI controller are: - steady-state
error; and - poor harmonics rejection capability. The steady-state error can be overcame by the PR
controller. The PR controller is able to remove the steady-state error without using VFF, which makes it
more reliable. By adding the selective HC to the PR controller, a very good rejection for the dominant
harmonics can be obtained.
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Abstract — Phase, amplitude and frequency of the utility grid
are critical information for the operation of the grid-connected
power conditioning equipments. In such applications, an
accurate and fast detection of the phase angle of the utility
voltage is essential to assure a correct generation of the reference
signals. This paper presents two improved phase-locked-loop
(PLL) methods for single-phase grid connected systems. The
investigated PLL methods are based on a transport delay method
and an inverse Park transformation method. The improvements
in the case of using the delay-based PLL are: non-frequency
dependent and better filtering of the harmonics. For the other
investigated PLL method based on inverse Park transformation
the improvement consists of better filtering of the harmonics.
Experimental results validate the effectiveness of the two
proposed methods.

Index Terms — Phase-Locked-Loop (PLL), single-phase
distributed generation system, grid connected power converter.

I. INTRODUCTION

PHASE, amplitude and frequency of the utility voltage are
critical information for the operation of the grid-connected

power conditioning and power generating equipments. In
such applications, an accurate and fast detection of the phase
angle of the utility voltage is essential to assure the correct
generation of the reference signals.

The phase-locked loop (PLL) [1], [2] structure is a
feedback control system that automatically adjusts the phase
of a locally generated signal to match the phase of an input
signal. The purpose of the PLL in a grid connected system is
to synchronize the inverter current angle, 6,,, with the angle
of the grid voltage, 6,4, in order to obtain a power factor as
close to unity as possible. The angle 6,,, is used to calculate
the reference current that is compared to the actual output
current of the inverter. The main idea in the PLL is that it
changes the inverter current frequency, w;,, if the inverter
current and the grid voltage are out of phase. If the inverter
current lags the grid voltage the PLL will decrease w,,, until

the inverter current is in phase with the grid voltage. On the
other hand, if the inverter current leads the grid voltage, w;,, is
increased until they are in phase. In order to be able to
synchronize 0;,, with ,,;, it is necessary somehow to measure
Oqia. This has been done by detecting the zero crossing on the
grid voltage as shown in Fig. 1. Instead of the zero crossing
detection method another solution are used in nowadays [3]-

[7].
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Fig. 1. Zero crossing detection structure including voltage monitoring

Most recently, there has been an increasing interest in
Phase-Locked-Loop (PLL) topologies for grid-connected
systems [3]. In order to use a PLL method in single-phase
systems an artificial orthogonal voltage system should be
created [4]. It is well known that in single-phase systems there
are less informations than in three-phase systems regarding
the grid condition, so more advanced methods should be
considered in order to create an orthogonal voltage system
[3]-[6].

Also using a PLL structure the grid voltage parameters can
be monitored such as grid voltage amplitude and frequency.
This grid voltage monitoring is used to ensure that the
performances of the investigated methods comply with the
standard requirements for operation under common utility
distortions such as line notching/harmonics, voltage
sags/swells/loss, frequency variations and phase jumps.

This paper presents two different improved methods for
single-phase PLL structures.



II. THE SINGLE PHASE PLL STRUCTURE

The general structure of a single-phase PLL is shown in
Fig. 2.
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Fig. 2. General structure of a single-phase PLL including voltage monitoring.

An easy way to generate a quadrature signal in a single-
phase system is through the use of a transport delay block,
which is responsible for introducing a phase shift of 90
degrees with respect to the fundamental frequency of the input
signal (grid voltage) [3]. A related method, but more complex
is to generate the quadrature signal through the use of Hilbert
transformation [5]. Due to its noncausality, it is not practically
realizable, but it is possible to be approximated with a high
order Finite Impulse Response (FIR) filter. The two
mentioned methods are presented in Fig. 3a and Fig. 3b,
respectively.
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Fig. 3. Orthogonal signal generation based on: a) transport delay, b) Hilbert
transformation.

The basic difference of the transport delay method,
compared with the Hilbert transformation method is that, all
the harmonic content of the input signal is subjected to the
same time delay. For the Hilbert transformation method, all
the harmonic content is phase-shifted 90 degrees. Therefore,
the Hilbert transformation method will not be further
investigated in this paper due to its complexity and poor
behavior compared with the delay method [3].

The transport delay method is easily implemented through
the use of a first-in, first-out (FIFO) buffer, with size set to
one-fourth of the number of samples contained in one cycle of
the fundamental frequency. Generally speaking, the algorithm
is easily implemented and the tuning process does not pose
special difficulties. Anyway, the transport delay method has
also two drawbacks: it is frequency dependent due to its fixed
delay, therefore problems can occur when the grid frequency
experience fluctuations, and create an unfiltered orthogonal
system.

A different method to generate the orthogonal system is
using the inverse Park Transformation, introduced in [4]. The
inverse Park method is presented in Fig. 4.
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Fig. 4. Orthogonal system generation based on inverse Park transformation.

As it can be seen, a single phase voltage (V) and an
internally generated signal (V) are used as input to a Park
transformation block (aS-dg). Vy is obtained through the use
of an inverse Park transformation, where the inputs are the d-
and g-axis output of the Park transformation, fed through first
order low pass filters (LPF). The two first order lag blocks
added to the structure must be adequately tuned in order to
guarantee the performance of the single-phase PLL [6]. The
inner loop (the B-axis voltage loop) must be fast enough so
that the outer loop performs the tracking function with the -
axis voltage stabilized. The stationary frame is seen by the
outer loop as if it was obtained from a three phase system and
thus the tracking of the “virtual” utility voltage vector can be
performed. The tuning of the two first order lag blocks is
performed using the following method [6]:

e Set the location of the poles for suitable bandwidth and
robustness, considering the continuous variation of this
parameters with the phase angle of the input signal;

¢ Evaluate the disturbance rejection characteristic.

Although the algorithm of the inverse Park transformation
is easily implemented, requiring only an inverse Park and two
first-order low-pass filters, the tuning of the PI controller and
the choice of the time constant of the filters are a more
difficult process, as compared with other PLL algorithms.
This is due to the presence of the two interdependent
nonlinear loops, which make linearization and use of linear
system analysis tools more trouble some [3].

III. IMPROVED PLL STRUCTURES

A. Transport delay method

One of the improved single-phase PLL structure methods
uses the transport delay block. Due to the fact that this method
uses a constant delay in order to generate the quadrature signal
of the grid voltage, when the grid frequency experiences
fluctuations, the single-phase PLL behavior will be negatively
affected. When the grid frequency changes its value, the
transport delay block is not able to modify its fixed value and
the produced signal will not be in a quadrature with the input
signal (V). This issue will generate errors in the grid voltage
phase angle, frequency and amplitude measurement. The
proposed method using the transport delay-based PLL
structure is presented in the following.



In order to eliminate this drawback of the transport delay
method, a small change in the initial Park transformation is

proposed.
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Fig. 5. Orthogonal voltage system.

Fig. 5 shows an orthogonal voltage system where the grid
voltage represents the a-signal. The reference frames
considered in the transformations is depicted in Fig. 6. Eq. (1)
shows the direct Park transformation utilized in Fig. 2.
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Fig. 6. Reference frames of the orthogonal voltage system.
Vd =Vgy -sin4§+v/j ~cos @
{ (O]

Vg ="Vg cosO+vp-sinf

- where & represents the estimated grid voltage angle
provided by the PLL structure.

When a transport delay block is used, a quadrature signal of
the input is created. If the grid voltage represents the a-signal,
the obtained quadrature signal provided by the transport delay
block will be —v; as presented in Fig. 5 and Fig. 6. The

orthogonal voltage system created by using transport delay
method is presented as follows:

sin (@, .t)ﬁwasin(wso ~t—TS%):—cos(a)50 1)

v, =V, -sinf 2)
v, =V, -sin(@-"T/)

Therefore, the transport delay block provides a quadrature
signal equal with —v; instead of v, which should be taken

into consideration when the Park transformation is used.
Thus, (1) will become as presented in (3):

Vg =V, -sinéf(fv )-cos@
o 3)
Vg = Vg c0s8—(-vp)-sind
Substituting v,, and —v, from (2) into (3) results in:
. .~ . T -
va =Vg ~sm6-51nt97Vg -sin(@ — 5%)-0056
. T R ()
vg="Vg -sint9»cos¢97Vg -sin(@ — 5%)-sinﬁ
The second term of (4) (v, ), used in the control loop of the

PLL structure as input, becomes as follows:
vg=Vg ~l:—sin (a)50 ‘t) -cos (a)/m\t) - sin[a)i0 - Tf%} -sin (;:\t):| %)
Substituting sin(wjo A J — —cos(w, -1) (5) will become:

Vg = Vg »l:sin (;50_»\1‘)-005(50SU -1) —sin(a}m -t) . cos(a),w»\t):l (6)

=0, when 0=0

When the frequency changes its value from @, tow,, the
constant delay will generate a phase shift error (¢, ) in the

quadrature signal as presented in (5):

sin(a)” ~t) — |delay TZ‘% - sin(a)” ~t—T5%+(pwj (7)

If the grid frequency changes its value from a,,to@,, (5)

becomes:

vy :Vg {sin((o” .t).cos(;):-\t)fsin[wn .szs%+¢m_ jsm(;\t):l ®)

#0, when 0=0

In order to eliminate the errors introduced by ¢, , a change
in the Park transformation is proposed. The change consists in
the substitution of cos@ of the Park transformation presented

in (1) with the quadrature signal of sin® using the same
transport delay block as in case when —vy; is created:

sin(a?t)—)Masin(aﬁfn%Jr(pw):fcos(a;,-\t) ©9)

resulting:
cos(a?):fsin[aﬁfn%Jrgﬂw] (10)

The substitution presented in (10) will produce the same
phase shift error (¢,, ) as in the case of generating —v; using

the transport delay block.
Using (10) in (8) results in:

sin(az\-ifTS%Jr(pwJ.sin(a)n .t)

vy =V . | ay
_sin[a)” = s%+¢w]-sin(a)” .t)

=0, when 0=0

As it can be seen from (11), if the grid frequency changes



its value from wj,to®,, the v, term will not be affected (at

0=0).
Another improvement for the transport delay method
consists in using a first-order LPF in order to get a cleanv, as

presented in Fig. 7. The dynamics of the PLL will be slightly

affected in this case, while the harmonic content from Yy will

decrease considerably.

v
s,

Fig. 7. PLL with v, filtering using a first-order low-pass filter.

B. Park transformation method
As it can be seen from Fig. 4, the v, output of the Park

transformation is used directly as input for the PLL structure
to obtain phase and frequency information of the input signal
(grid voltage) [3]. In the case of high harmonic content in the
grid voltage, the v, output of the Park transformation will be

affected due to the fact that one of the two inputs of the Park
transformation (v, =v, ) is not filtered.

In order to avoid the harmonic propagation into the PLL
control loop a new Park transformation can be used, as
presented in Fig. 8. The inputs of this new Park
transformation will be the outputs (v, andvg) of the inverse

Park transformation. Therefore, instead of using the v, signal

directly as input for the PLL control loop (see Fig. 4), a new
Park transformation using two clean outputs (v, andvg) of
the inverse Park transformation is used (see Fig. 8). The
harmonic content from v, will be significantly decreased in

this case, while the dynamic of the PLL will be slightly
affected.
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Fig. 8. Improved Park transformation PLL method.
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IV. EXPERIMENTAL RESULTS

The single-phase PLL topologies were implemented in a
dSPACE DS1103 based system [7]. In order to test the PLL

structures and to observe their behavior under different grid
conditions, an experimental system connected to a grid
simulator (California Instruments) has been used.

A. Transport delay method

Three types of disturbances were used to evaluate the
behavior of the transport delay based PLL.

The parameters of the PLL structure have been set as
follows: - settling time t,= 0.05 seconds and damping factor
&=1. The sampling frequency was equal to 10 kHz.

A frequency sweep from 50 to 51 Hz was created, in order
to test the improved transport delay based PLL at frequency
variations. Fig. 9 presents the estimated grid frequency of a
PLL structure using the classical delay method. The estimated
grid frequency of the improved delay method, presented in §
III.A, is shown in Fig. 10. It can be seen that the improved

method is not frequency dependent as the classical method is.
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Fig. 9. Frequency sweep response of the classical delay based PLL.
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Fig. 10. Frequency sweep response of the improved delay based PLL.

The behavior of the classical delay and improved delay
methods under a sudden phase jump of 45 degrees is
presented in Fig. 11. A non significant difference between the
responses of the two methods can be observed.
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Fig. 12 and Fig. 13 illustrate the behavior of the improved
delay based PLL (without and with LPF onv,) under a

frequency step from 50 to 51 Hz. An abnormal high harmonic
content of the input voltage signal (THD=12%) was also

considered in these measurements.
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Fig. 13. Estimated frequency by the delay based PLL with LPF.

The estimated grid frequency provided by the PLL structure
was filtered in the both cases, using another first-order LPF
with a cut-off frequency equal to 6 Hz.

A clean estimated grid frequency is obtained when a LPF is
used onv,, as shown in Fig. 13. The cut-off frequency of the

LPF was set to 70 Hz. The ripple in the phase angle of the
improved delay based PLL is decreased and the response time
is preserved, as presented in Fig. 14.
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Fig. 14. Operation of the improved delay based PLL under a 45° phase angle
jump, with and without a LPF.

B. Park transformation method

Fig. 15 and Fig. 16 illustrate the behavior of the inverse
Park based PLL (without and with a new Park transformation
as presented in § III.B) under a frequency step from 50 to 51
Hz. An abnormal high harmonic content of the input voltage
signal (THD=12%) was also considered in these

measurements.
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The estimated grid frequency provided by the inverse Park
based PLL was filtered in the both cases, using a first-order
LPF with a cut-off frequency equal to 6 Hz.
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The behavior of the inverse Park based PLL (without and
with a new Park transformation) under a sudden phase jump

of 45 degrees is presented in Fig. 17. The ripple in the phase
angle of the improved inverse Park based PLL is decreased
and the response time is preserved.

V. CONCLUSION

In this paper two improved PLL methods for single-phase
systems have been presented. The investigated PLL methods
are based on transport delay block and inverse Park
transformation.

The improvements in the case of using the delay-based PLL
are: non frequency dependent and better filtering of the
harmonics.

For the inverse Park transformation based PLL the
improvement consists of better filtering of the orthogonal
voltage system.

Experimental results validate the effectiveness of the
proposed methods.
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Abstract— Due to its superior performance when reg-
ulating sinusoidal waveforms and the possibility to com-
pensate for low order harmonics by means of Harmonic
Compensator (HC), Proportional Resonant (PR) controller
is a real alternative to the conventional Proportional
Integral (PI) controller, when implemented in a grid con-
nected system like Distributed Power Generation Systems
(DPGS).

Anyway, both PR and HC necessitate the resonant
frequency value inside their internal model. Normally, the
nominal value of the grid frequency and its multiples are
used, but in the case when the grid frequency experiences
fluctuations, the performance of both PR and HC is
diminished.

This paper discuss the possibility of improving the
behavior of resonant controller and harmonic compensator
in the case of grid frequency variations. The proposed
solution makes use of the frequency information provided
by the Phase-Locked Loop (PLL) system already used in
most of DPGS today. Experimental results are presented
in order to validate the proposed solution and it shows to
work very well.

Index Terms— Inverter control, adaptive resonant con-
troller, PLL, power generation systems, grid codes

I. INTRODUCTION

ORLD WIDE energy consumption is predicted
Wto increase considerably due to more and more
appliances that are using electricity. Among the energy
sources, wind and solar energy are receiving higher
interest due to their potential. Nowadays, wind turbine
(WT) systems are widely used in countries with high
wind potential like Germany, Denmark, Spain, etc. More-
over, development of large projects are ongoing for
India, China and other countries. The installation of
photovoltaic (PV) systems registers also an exponential
increase, with Germany and Japan leading the list of the
countries having the largest capacity installed.

Unconditional availability of the power source and
the environmental friendliness of these systems are their

1601

major advantages over the traditional energy sources
such as oil and natural gas, but their efficiency and
controllability stand as the major drawbacks. In addition
to this, the Transmission System Operators (TSOs) are
imposing tough standards [1]-[4] when both WT and PV
systems are interconnecting the utility network. Among
many other demands, power system stability and power
quality are primary requests but lately, ride-through
capabilities for short grid disturbances, in the case of
WT systems should also be provided. As a consequence,
large research efforts are put into the control of these
systems in order to improve their behavior.

Except a few wind turbine topologies, almost all WT
and PV systems are interfacing the utility grid through a
PWM driven Voltage Source Inverter (VSI) [5]. In this
situation, the control strategy of the inverter deals with
the grid integration of the distributed system. Due to the
similarities in hardware, initially the control strategies
applied to drives applications were also ported to DPGS.
Anyway, due to more restrictive standard demands for
power quality, other control strategies and controller
types [6]-[9] have also been investigated. One of the
most common control structures applied to DPGS is
based on Voltage Oriented Control (VOC) employing
a controller for the dc-link voltage and a controller to
regulate the injected current into the utility network [10].

Recently, Proportional Resonant (PR) controller at-
tracted an increased interest due to its superior behavior
over the traditional PI controllers, when regulating sinu-
soidal signals. Removal of the steady state error in single
phase systems, no need for coupling or voltage feed-
forward and easy tuning stand as its main advantages. As
already highlighted, the resonant frequency information
is necessary in their internal model. This issue may be
regarded as a drawback when implemented in a grid
tied system, due to frequency variations of the utility
network.

This paper, discusses the improvement of the PR



controller used in a VOC control structure for current
regulation, in the case of grid frequency variations. Since
the grid frequency may experience fluctuations, it is
reasonable to use its value as input in the PR controller.
This paper proposes to use the frequency estimation
provided by a Phase-Looked Loop (PLL) algorithm [11]
in order to obtain adaptiveness of the controller in respect
to grid frequency.

A description and main characteristics of the PR con-
troller is firstly given. This is followed by the standard
demands in respect to frequency boundaries for both PV
and WT systems. Further on, the control strategy and the
proposed solution are described. Considerations about
how the PLL system should be designed are also given.
Finally, experimental results validate the effectiveness of
the proposed solution.

II. RESONANT CONTROLLER IN DPGS

The resonant controller structure arises due to the
known drawbacks of PI controllers such as the difficulty
in removing the steady-state error in stationary reference
frame for single-phase systems, the need of decoupling
and voltage feed-forward in three-phase systems and,
in general the limitations in compensating for the low
order harmonics for complying with the power quality
standards [9], [12]-[15].

The typical resonant current controller is defined as
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[13]:

Ge(s) =Kp+ Ki5——— ey

52 + (4)2
where: K, — proportional gain, K; — integral gain,

— the resonance frequency.

The Bode-plots of the resonant controller for different
integral gains K; and w set to 50 Hz are shown in
Fig. 1(a). As it can be seen, this type of controller
can achieve very high gain in a narrow frequency band
centered around the resonance frequency. The width of
this frequency band depends on the integral time constant
K;. A low K; leads to a very narrow band while a high
K; leads to a wider band. Anyway, if the grid frequency
changes to 55 Hz, (like the arrow shows in Fig. 1(b)),
the controller performance will not be high and it will
not be able to regulate the current at this frequency as it
behaves only as a proportional gain.

Selective harmonic compensation can also be included
in the structure by cascading several generalized integra-
tors tuned to resonate at the desired frequency. In [9] the
transfer function of a typical harmonic compensator de-
signed to compensate for the 3%, 5'* and 7** harmonics,
as they are the most prominent harmonics in the current

spectrum, is given as:
th
E : $2 +
(w-h
h=3,5,7 )

@)

where h is the harmonic order.

Bode Diagram

Magnitude (dB)
) @
o o

5
S

Phase (deg)

Ki =100
Ki = 500
90F| — — —Ki=2000

— - — - Ki=6000

10"° 10" 10 10"® 10"
Frequency (Hz)

(b)

Bode-plot of resonant controller tuned for 50 Hz (a) having different integral gains and (b) zoom in around 50 Hz frequency.



As a consequence, also compensation for the lower
harmonics can be achieved and their content in the power
system can be minimized.

Anyway, it is important to notice that both the resonant
controller and the harmonic compensator are frequency
dependent. This may be a problem as the standards for
DPGS demand to overcome grid frequency variation.
Even though almost all power systems are well regulated
in respect to both voltage and frequency, deviations from
the normal values may happen. As a consequence, if
the resonant controller is tuned for 50 Hz and grid
frequency varies, problems in current regulation will
occur. Therefore, the necessity of automatic adaptation
of the resonant frequency for both the controller and the
harmonic compensator arises.

III. GRID DEMANDS FOR DPGS

The demands for interconnecting distributed genera-
tion systems are different in the case of photovoltaic
systems and wind turbine systems. Normally the de-
mands for WT systems are more severe compared to
those applying to PV systems. For example, both voltage
and frequency ranges of operation are much larger in the
case of wind turbines, thus such systems should have a
control strategy that allows them to ride-through when
larger grid variations occur.

A. Photovoltaic system demands

As stated in [1], [2], [16], the frequency variations that
a PV system should ride-through are as large as = 1Hz
in Europe [2], £ 0.5 Hz in North America [1] and =+
0.2 Hz in Germany, Austria and Switzerland [16].

Looking closer at Fig. 1(b), it can be noticed that
on small frequency variations, the resonant controller
is expected to work properly due to the high enough
integral gain on this frequency interval.

In order to see if the PR controller can handle such
small frequency oscillations without grid frequency in-
formation, experimental results are presented further in
§ V.

B. Wind turbine system demands

When interfacing the utility network, the wind turbine
systems have to fulfill the imposed demands by the
Transmission System Operators (TSOs). These demands
are given in the so called grid codes and they are country
or TSO specific. The grid codes are referring to different
issues, such as voltage and frequency limits, active and
reactive power generation/consumption, etc.

Most interesting for this work is the frequency bound-
aries under which the wind turbine systems have to run.
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TABLE I
FREQUENCY RANGE AND CLEARING TIMES FOR WIND TURBINES
ACCORDING TO ELTRA & ELKRAFT GRID CODE [3].

Frequency range Clearing time

<470Hz 03s
47 -475Hz 10s
475 -480 Hz 5 min
48 —49.0 Hz 25 min
49 — 50.2 Hz continuous
50.2 -53.0Hz 1 min
>530Hz 03s

According to the grid codes in Denmark [3], the working
range for the wind turbine systems is from 47 Hz up
to 53 Hz. Corresponding codes can also be seen for
other countries [17]. There are different clearing times
of the turbines depending on the frequency value, as it is
stated in Table I. According to [17], the largest frequency
interval on which a WT system should run is the one
specified by the Swedish grid operator, SVK. In this case,
the lower limit is 47 Hz but the upper limit goes up to
55 Hz.

IV. PROPOSED METHOD

The proposed method makes use of the frequency
estimation provided by a Phase Locked Loop (PLL)
algorithm already existent in almost all DPGS and inputs
this into the resonant controller. In this way, if the grid
frequency varies from the its nominal value, the PLL will
sense that. Moreover, this information will be transmitted
to the current controller, which will adapt its resonant
frequency to the new value.

A. Control strategy and experimental setup

Fig. 2 shows the proposed control strategy including
the hardware setup. The system comprises the PWM
inverter supplied by a DC power source which ensures

Transformer

DC power [ | PWM T/ (.
supply | | inverter T \:Q: / \@
k& da b ic Ua Ub&Uc l G
PLL ‘ Local
- load
® i )
i
—op id#
Fig. 2. Proposed control system including the hardware.



TABLE I
PARAMETERS OF THE PR CONTROLLER USED IN THIS

APPLICATION.
K, K; Kis  Kis Ky
40 6000 6000 6000 6000

the dc-link voltage necessary for the application. The
connection to the grid is made through an isolation
transformer. The three phase voltages are sampled and
used by the synchronization algorithm which provides
the grid voltage vector angle. Using this angle, the
reference currents in the stationary reference frame are
constructed using a dg — «f transformation module.
In this way, the control of active and reactive current
reference is ensured. The sampled phase currents are
also transformed into a3 reference frame and subtracted
from their reference. The resonant current controller
implemented in stationary reference frame controls the
input error to zero and sets the reference voltage for the
modulator.

Grid Frequency Variation

400

PR Controller Response

The parameters for the controller are stated in Table II,
where K; is the integral gain of the fundamental, K;3 is
the integral gain for the 3"¢ harmonic, K5 for the 5"
and K7 for the 7" harmonic.

B. PLL system

The PLL system implemented in synchronous refer-
ence frame [11] is employed to keep synchronization
with the grid voltage. This type of PLL is able addi-
tionally to provide the grid frequency information. This
information is used as input into the resonant controller
in order to have an adaptive tuning in respect to the grid
frequency.

The PLL controller plays an important role in this
situation. Firstly, the controller should be designed to re-
spond with minimum of overshoot to the grid frequency
variations, otherwise a value that generates tripping may
be detected. In [11], a design method using a compen-
sator to damp the overshoot of the controller is described.
However the grid frequency will never experience a step
change, but a ramp characteristic instead. According to
most of the grid codes, this frequency variation has a

Adaptive PR Controller Response
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Fig. 3. Experimental results for a frequency step: (a) frequency step from 50 Hz down to 49 Hz, (b) resonant controller results (grid voltage
and current (ticker)) and (c) adaptive resonant controller results (grid voltage and current (ticker)).
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Fig. 4. Experimental results for a frequency step: (a) frequency step from 50 Hz up to 51 Hz, (b) resonant controller results (grid voltage
and current (ticker)) and (c) adaptive resonant controller results (grid voltage and current (ticker)).
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slope of 1 Hz/s, thus the overshoot may not be a
practical problem. Secondly, the locking time of the PLL
should be fast enough, to provide the frequency informa-
tion in time so that the system can cease energizing the
network as the clearing times request. In addition, in the
case of a fast PLL controller, filtering of the frequency
signal may be necessary in order to have a steady value.
Again, the time constant of the filter should be carefully
chosen not to delay too much the actual grid frequency
value.

V. EXPERIMENTAL RESULTS

A test system represented by the schematic in Fig.
2 is built to test the proposed structure. The frequency
variations for both PV and WT systems are created using
a grid simulator. In the case of PV systems, + 1 Hz
variations is used while in the case of WT a step from
50 Hz down to 47 Hz and from 50 Hz up to 55 Hz is
created as these values are the highest stated in the grid
codes [17]. Even though the situation of step change is
not likely to happen in the grid, from the control point
of view, it is the worst case for the PR controller, hence

Grid Frequency Variation

50.5 PR Controller Response

this is considered here.

A. Results in the case of PV systems

The results in the case of + 1 Hz frequency variation
are presented in Fig. 3 and Fig. 4. In Fig. 3(a), the
grid frequency experiences -1 Hz deviation from the
nominal value of 50 Hz. The dotted curve depicts the
command send to the grid simulator which is used
to create the frequency variation. The continuous line
represents the frequency estimation of the PLL system
which is further used by the resonant controller in order
to obtain adaptiveness to the grid frequency. As it might
be noticed in Fig. 3(b) and Fig. 4(b), there is a very small
phase leading/lagging in the two situations when the
frequency decreases/increases one Hz. Moreover, there is
almost no steady state error in the regulated current in the
two cases, being nearly similar with the plots in Fig. 3(c)
and Fig. 4(c) where the frequency information is used
to make the PR adaptive. This makes the adaptiveness
of the PR controller an optional feature in case of PV
systems.
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Fig. 5. Experimental results for a frequency step: (a) frequency step from 50 Hz down to 47 Hz, (b) resonant controller results (grid voltage
and current (ticker)) and (c) adaptive resonant controller results (grid voltage and current (ticker)).
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Fig. 6. Experimental results for a frequency step: (a) frequency step from 50 Hz up to 55 Hz, (b) resonant controller results (grid voltage
and current (ticker)) and (c) adaptive resonant controller results (grid voltage and current (ticker)).
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B. Results in the case of WT systems

Fig. 5(a) shows a frequency step from the normal grid
value of 50 Hz down to 47 Hz. Again, the dotted line
represents the command for the grid simulator, while the
normal line is the PLL output which is actually used
by the resonant controller. As it can be seen in Fig.
5(b), without grid frequency information, the resonant
controller encounters problems in the current regulation.
A steady state error is noticed when the frequency
changes (the amplitude of the current drops) and the
power factor is not unity anymore. Anyway, when the
information about the grid frequency is provided, the
proposed controller has no problem to regulate the cur-
rent and maintain unity power factor of the distributed
generation system, as reported in Fig. 5(c). A similar
situation is noticed for a frequency step from 50 Hz up
to 55 Hz, as shown in Fig. 6.

As a consequence, the adaptiveness of the PR con-
troller is a must when it is used in WT applications.

VI. CONCLUSION

The paper treats the issue of Proportional Resonant
(PR) controller used for current regulation in grid tied
systems and the utility frequency experiences deviation
from its nominal value. It has been demonstrated that
in the case of grid frequency fluctuations, problems in
regulating the grid current and keeping unity power
factor occur.

As a solution to this, a proposal consisting in using
the grid frequency information provided by the PLL,
inside the PR model has been made. In this way, an
adaptive tuning of the resonant controller in respect
to the grid frequency is obtained. Experimental results
showing the controller running over a large band of
frequency variations are presented for validating the
proposed method.

Due to the small allowed frequency deviation in the
case of PV systems, the adaptiveness of PR controller
has a minor impact on the current regulation. On the
other hand, in the case of WT systems, adaptive resonant
controller is a must in order to provide a good quality of
the injected current and unity power factor during grid
frequency variation.
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Abstract — Phase, amplitude and frequency of the utility voltage
are critical information for the operation of the grid-connected
inverter systems. In such applications, an accurate and fast
detection of the phase angle, amplitude and frequency of the
utility voltage is essential to assure the correct generation of the
reference signals and to cope with the new upcoming standards.
This paper presents a new phase-locked-loop (PLL) method for
single-phase systems. The novelty consists in generating the
orthogonal voltage system using a structure based on second
order generalized integrator (SOGI). The proposed structure
has the following advantages: - it has a simple implementation; -
the generated orthogonal system is filtered without delay by the
same structure due to its resonance at the fundamental
frequency, - the proposed structure is not affected by the
frequency changes. The solutions for the discrete
implementation of the new proposed structure are also
presented. Experimental results validate the effectiveness of the
proposed method.

I. INTRODUCTION

Phase, amplitude and frequency of the utility voltage are
critical information for the operation of the grid-connected
inverter systems. In such applications, an accurate and fast
detection of the phase angle, amplitude and frequency of the
utility voltage is essential to assure the correct generation of
the reference signals and to cope with the new upcoming
standards.

Most recently, there has been an increasing interest in
Phase-Locked-Loop (PLL) topologies for grid-connected
systems. The PLL is a grid voltage phase detection structure.
In order to detect this phase an orthogonal voltage system is
required. In single-phase systems there is less information
than in three-phase systems regarding the grid condition, so
more advanced methods should be considered in order to
create an orthogonal voltage system [1]-[6].

The main task of a PLL structure is to provide a unitary
power factor operation, which involves synchronization of
the inverter output current with the grid voltage, and to give a
clean sinusoidal current reference. Also using a PLL
structure the grid voltage parameters, such as grid voltage
amplitude and frequency, can be monitored. The grid voltage

1-4244-9717-7/06/$20.00 ©2006 IEEE.

monitoring is used to ensure that the performances of a grid-
connected system comply with the standard requirements for
operation under common utility distortions as line harmonics
/notches, voltage sags/swells/loss, frequency variations and
phase jumps.

The general structure of a single-phase PLL including the
grid voltage monitoring is shown in Fig.1. Usually, the main
difference among divers single-phase PLL methods is the
orthogonal voltage system generation structure.

Fig. 1. General structure of a single-phase PLL

An easy way of generating the orthogonal voltage system
in a single-phase structure is using a transport delay block,
which is responsible for introducing a phase shift of 90
degrees with respect to the fundamental frequency of the
input signal (grid voltage). A related method, but more
complex of creating a quadrature signal is using the Hilbert
transformation [3]. Another different method of generating
the orthogonal voltage system is using an inverse Park
Transformation as presented in [1], [3], [4] and [5]. All this
methods has some shortcomings as follows: frequency
dependency, high complexity, nonlinearity, poor or none
filtering. Thus, further attention should be paid on single-
phase PLL systems.

This paper presents a new method of single-phase PLL
structure based on second order Generalized Integrator (GI).
The proposed method is a good alternative for creating an
orthogonal system in single-phase systems compared to
known method [1]-[5]. This method is further presented and
experimentally validated.
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II. ORTHOGONAL SYSTEM GENERATION

The proposed method of creating an orthogonal system is
depicted in Fig. 2. As output signals, two sine waves (v' and
gv') with a phase shift of 90° are generated. The component
v' has the same phase and magnitude as the fundamental of
the input signal (v) [7].

g

V! s
“n
)\ Second Order Generalized Integrator

Fig. 2. General structure of a single-phase PLL

The presented structure is based on second order
generalised integrator (SOGI), which is defined as [7]-[11]:
2

2 (M
s"+w

- where w represents the resonance frequency of the SOGI.

GI = s

The closed-loop transfer functions (H, v and
v

H, = ﬂ) of the structure presented in Fig. 2 are defined as:
v

kws

V'
H = —_— e ————— 2
a(5) v ) s* +kos + @* )
gv' ko’
H =)= 3
o(9) v (s) s* + ks + @* 3

- where k affects the bandwidth of the closed-loop system.
The Bode representation and the step response of the

closed-loop transfer function (H, =Y) for the proposed
v

structure at different values of gain k£ are shown in Fig. 3(a)
and (b).
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Fig. 3. Bode Plot (a) and Step Response (b) of the close-loop
transfer function (H,) at different values of gain k

The tuning of the proposed structure is frequency
dependent, thus problems can occur when grid frequency has
fluctuations. As a consequence, an adaptive tuning of the
structure in respect to its resonance frequency is required.
Therefore, the resonance frequency value of the SOGI is
adjusted by the provided frequency of the PLL structure.

The proposed method for creating the orthogonal system
has a main advantage compared to known methods (i.c.
Transport-Delay, Hilbert Transformation, and Inverse Park
Transformation) [1]-[5]. Only using a simple structure, as it
can be seen from Fig. 2, three main tasks are performed: -
generating the orthogonal voltage system; - filtering the
orthogonal voltage system without delay; - the structure is
frequency adaptive.

Using the proposed method the input signal v (grid
voltage) is filtered resulting two clean orthogonal voltages
waveforms v'and gv', due to the resonance frequency of the

SOGTI at w (grid frequency). The level of filtering can be set
from gain k as follows: - if k decreases the bandpass of the
filter becomes narrower resulting a heavy filtering, but in the
same time the dynamic response of the system will become
slower as it can be observed from Fig. 3(b). As it can be seen
from Fig. 3(a), at resonance frequency there is no attenuation
compared to a quite large attenuation outside this frequency.
An example about how it works this method is presented
in Fig. 4. The effect of the filter is depicted with a distorted
grid voltage waveform (Vg) containing notches. The created
orthogonal system is represented of v' andgv'. For this

experimental result the gain &k was equal to 0.8.
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III. DISCRETISATION OF THE SOGI

The discrete implementation of the orthogonal system
generation structure based on SOGI is described in the
following.

The Euler method is the most used common method in
order to obtain a Discrete-Time Integrator. The equations of
this method are presented below:

Forward Euler method:

y(n)=y(n-1)+Tu(n-1)
For this method, 1 is approximated by:
s

-1
L—— @
1-z~
Backward Euler method.:

y(n)= y(n=1)+ T ()

For this method, 1 is approximated by:
s

1
I — &)
-z
The structure presented in Fig. 2 can be easily

implemented in a discrete form using the Forward Euler
method for the first integrator (its output isv') and the
Backward Euler method for the second integrator (its output
isgv') in order to avoid an algebraic loop. It is also known
that the Discrete-Time Integrator using Euler method does
not have an ideal phase of -90 degrees.

The phases for the Forward Euler, Backward Euler and
Trapezoidal methods at different frequencies are shown in

Fig. 5. The sampling time (7,) was set to107*. It can be
noticed that at 50 Hz the Forward and Backward Euler
methods do not provide a phase of -90 degrees. Therefore,
the two outputs (v'andgv') of the orthogonal system
generation structure presented in Fig. 2 will not be exactly in
quadrature.

-80 T
— - — - Backward Euler method _ 4
— — — Forward Euler method e
-85 Trapezoidal method : - 8
a _ .-
b3 -
3 o i
0o NVE===———"—"""
] ——
© =~ <
< =~
o ~
95} ~ ]
- N
N
-100 = = 5
10 10 10

Frequency (Hz)
Fig. 5. Phase Bode plots for Forward Euler, Backward Euler and
Trapezoidal methods

Due to the fact that gv'is not 90 degrees phase shifted

byv', a ripple of 100 Hz will appear in the estimated
amplitude and frequency of the input signal as it can be seen
form Fig. 6. The input signal was a clean sinusoid with a
frequency of 50 Hz and 325 units amplitude.
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t[s]
Fig. 6. Estimated amplitude and frequency of the input signal when
Euler method is used

However, the solution for this inconvenience is to make
use of more advanced numerical methods for the Discrete-
Time Integrator. Thus, three different methods are described
in the following:

- Trapezoidal method,

- Second order integrator;

- Third order integrator,

A. Trapezoidal method

The equation of the integrator using this method is
presented below:

y(n) :y(n—l)+%[u(n)+u(n—l)]

. 1. .
For this method, — is approximated by:
s

-1
% 1+ z_1 ©)
1-z
As it can be seen from Fig. 5 a phase of -90 degrees can be
obtained using Trapezoidal method for the whole spectrum
of frequencies. Anyway, the Trapezoidal method can not be

L .1 . .
applied just replacing — from Fig. 2 with (6), because an
s

- 1513 -



algebraic loop will issue. Therefore, the solution is to use the
Trapezoidal method for the close-loop transfer function

(H, :v_') presented in (2) in order to avoid any other
v

algebraic loops.

Replacing s by 2z , in (2) will result:
T, z+1
kngz—_i
z+
Hy(z)= . (7

2
g Zi_l + ka)g Zi_l + CUZ
T, z+1 T z+1
Solving further the equation it results:
(2keT,)(z*-1)

o\%)= 2 2 2 > (8
Hol?) 4(z-1)" +(2keT, (2 -1) + (ol ) (2+1)

x =2kaT,
Making the following substitutions , and
v =(al)
bringing the equation to a canonical form it will result:
X+y+ X+y+
Hy(z)= 20-) ; ©
1- 4 - RS 772
x+y+4 x+y+4
b :;4 a :2<4_—yi
+y+ +y+
Substituting Yy and Yy ,
-X x—-y—4
by =————=-h, a =——
x+y+4 x+y+4
a simple discrete form of (2) is obtained:
by + b,z
Hy(z)=———— (10)
l-az7 —a,z
Furthermore, (9) can be represented as follows:
1-z72
Hy(z)=b,- — = (11
-z —a,z

The implementation of the Trapezoidal method using (11)
is depicted in Fig. 7, where w = 2T @ .

Fig. 7. Trapezoidal method implementation

B. Second order integrator
The equation of the second order integrator is presented
below [12]:

T.
y(n)= y(n—l)+7‘r[3u(n—l)—u(n—2)]
For this method, l is approximated by:

K

T 3z 77
R (12)
—Z

The implementation of the second order using (12)
integrator is presented in Fig. 8.

Fig. 8. Second order integrator implementation
C. Third order integrator
The equation of the third order integrator is given in the
following [12]:

y(n) :y(n—l)+lT—;[23u(n—l)—16u(n—2)+5u(n—3)]
For this method, ! is approximated by:
s

T, 23z 1622 +527° ;3
- P (13)

Fig. 9 shows the implementation of the third order integrator.

Out

Fig. 9. Third order integrator implementation

In Fig. 10, a comparison between the Trapezoidal Method
(T), second order integrator (2) and third order integrator (3)
is made. As it can be noticed, the best results are obtained
when the third order integrator is used. Anyway, the all three
proposed solutions give very good results compared to the
Euler method.
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IV. EXPERIMENTAL RESULTS

An experimental system using a grid simulator (SkVA
AC Power Source — model 5001 ix - California Instruments)
has been built in order to test the proposed structure. The
control structure was implemented using dSPACE 1103
platform.

The proposed PLL structure based on second order
generalized integrator is experimentally validated in the
following.
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Fig. 11. Grid voltage sag of 50% - 10% THD (k=0.8)

-400

400

300

200

100

0

=100 [

Grid voltage [V]

-200

-300

i i i i i
0 002 0.04 006 008 0.1
Time [s]

-400

i i i i
0.12 0.14 0.16 0.18 0.2

Fig. 12. Grid voltage sag of 50% - 10% THD (k=0.4)

500

400

300

200

100

Grid voltage [V]
o

gy 4
o o
o O

=300

-400

0 002 004 006 008 01 012 014 016 018 0.2
Time [s]

-500 i i i
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All the experimental results were obtained using the PLL
structure presented in Fig. 1. The block “Orthogonal system
generation” was replaced with the structure presented in Fig.
2. For all experimental results presented in this paper, the PI
controller parameters of the PLL structure were set as
follows: - the settling time 7,,~0.06 s; - dumping factor &=1.
All the measurements have been done without using
additional filters.

Fig. 11, 12 and 13 show the behaviour of the PLL system
based on SOGI under grid voltage sag of 50%. The effect of
the gain & (Fig. 2) at two different values is depicted in Fig.
11 and 12 for a grid voltage THD of 10%. It can be noticed
that a smaller value of the gain gives a better filtering but
slows the dynamic of the system. In Fig. 13 the proposed
PLL structure is tested under a high content of notches in the
grid voltage.

Fig. 14 and 15 show a frequency step and sweep response
from 50 up to 51 Hz. It can be observed a fast estimation of
the grid frequency. The grid voltage THD was set to 3% for
this experiment.

The PLL behaviour under a phase jump of 60 degrees and
voltage sag of 25% is presented in Fig. 16. It can be noticed
that the PLL system responds according to its settling time
(T5=0.06 s).
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Fig. 14. Grid frequency step from 50 to 51 Hz (4=0.8)
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V. CONCLUSIONS

In this paper, a new single-phase PLL structure based on
second order generalised integrator is presented. Using the
known vectorial approach for the three phase systems, a new
algorithm for single-phase systems was derived. The
proposed structure has the following advantages: - it has a
simple implementation; - the generated orthogonal system is
filtered without delay by the same structure due to its
resonance at the fundamental frequency, - the proposed
structure is not affected by the frequency changes. The
solutions for the discrete implementation of the new
proposed structure are also presented. The effectiveness of
the proposed method has been validated by the experimental
results.
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Abstract — In this paper a photovoltaic (PV) energy conversion
system is simulated jointly with its control. The simulation of
the system is developed for testing control algorithm before a
real-time implementation. The control part is developed using
MATLAB/Simulink in order to ensure a direct generation of the
real-time code for the dSPACE control board. The simulation of
the power system is first realized using MATLAB/Simulink. In
a second step, the simulation of the power system is realized
using the PLECS toolbox. Both simulation models are tested
and selective simulation results are provided for a comparative
study.

[. INTRODUCTION

Simulation of modern electrical systems using power
electronics has always been a challenge because of the non-
linear behavior of power switches, their connection to
continuous sub-systems and the design of discrete-time
control [1]. Nowadays, more and more complex systems are
studied for designing efficient control strategies, such as
renewable energy conversion systems [2], whole traction
systems [3] and so on. In theses cases efficient simulations
before practical control implantation are required.

A lot of simulation software has been developed in the
past. Some of them has been dedicated to simulation of
detailed behavior of power electronics based on specific
circuit library, such as PSCAD (Professional's tool for Power
Systems Simulation), CASPOC (Power Electronics and
Electrical Drives Modeling and Simulation Software),
PSPICE (Design and simulate analog and digital circuits),
PSIM (simulation software designed for power electronics,
motor control, and dynamic system simulation) and so on.
Other software enables an efficient control development
based on specific system libraries or toolboxes such as
MATLAB/Simulink. Using this kind of software could be
valuable for a direct generation of real-time control algorithm
such as obtained for dSPACE controller boards.

Thus, using single software requires adaptations to ensure
efficient simulations of the whole system taken into account

@ University of Lille, L2EP,
L2EP, USTL, 59 655 Villeneuve d'Ascq cedex
FRANCE

“) Alain.Bouscayrol@univ-lillel .fr

This paper investigates the interest of combination of
MATLAB/Simulink toolbox and PLECS [7] for simulation
control of systems using power electronics. A photovoltaic
(PV) energy conversion system is taken as an example.

In section II, both graphical environments are described.
Section III is devoted to the simulation of the PV application.
Finally, comparisons of the simulation results are presented
in section IV.

II. GRAPHICAL ENVIRONMENT

Two kinds of graphical software are considered for
studying control of system with power electronics. The first
one is more appropriated in describing the power system as it
is physically composed. The second one is more appropriated
in describing the signal flow of digital control.

Circuit simulation programs are based on libraries of
physical components to connect using lines representing
physical connections. A system is then built by association of
its physical components. The software has to internally solve
association problem using several numerical methods. For
instance, if two inductors are connected in series, only one
state variable is calculated, because both currents are equals.
This kind of software is very useful for systems design and
analysis.

System simulation programs are based on libraries of
functions. The system is described by a combination of basic
functions connected using lines representing common
variables. Several components can thus be depicted by a
global function. For instance, two inductors connected in
series can be described by a single transfer function with a
single time constant. As a lot of analysis and automatic tools
are often provided, such software is very useful for control
design.

New possibilities are more and more offered to combine
both graphical environments in order to describe the system
as it can be viewed and to organize the control as it has to be
designed. However, their philosophy is quiet different.
Sometimes, there are difficulties to have a uniform

non-linear behavior of power electronics and direct  simulation, and moreover some mistakes could be done by
implementation of control laws [4], [5], [6]. non-experimented users.
1-4244-0136-4/06/$20.00 ©2006 IEEE 5313



In this paper, the association of the well-known
MATLAB/Simulink  environment (system simulation
program containing powerful libraries and toolboxes for
automatic control) and the new PLECS (circuit simulation
program including power electronics libraries) is tested. The
objective is to develop digital control for power electronics,
from the simulation to the practical implementation.
Therefore, MATLAB/Simulink environment is well adapted
for control development and contains automatic code
generator. PLECS toolbox is used to provide a simulation
model of the Plant, before the implementation on an actual
process.

A. MATLAB/Simulink environment

To effectively design an embedded control system and
accurately predict its performance, designers must
understand the behavior of the entire system in which the
control system will reside. MATLAB and Simulink form the
core environment for Model-Based Design for creating
accurate, mathematical models of physical system behavior.
The graphical, block-diagram  paradigm of the
MATLAB/Simulink environment lets the user drag-and-drop
predefined modeling elements, connect them together, and
create models of dynamic systems. These dynamic systems
can be continuous-time, multi-rate discrete-time, or any
combination of the three.
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Fig. 1 Hierarchical models of complex control systems using
Simulink

FixedtepDiscrete

The modeling environment is hierarchical and self-
documenting as presented in Fig. 1. System structure and
function can be expressed by grouping model.

B. PLECS blockset

PLECS is a Simulink toolbox used for simulation of
electrical circuits within the Simulink environment.
Simulations are fast, due to the fact that components are
taken to be ideal.

As shown on Fig. 2, circuits made with PLECS include
resistors, inductors, capacitors, switches, and voltage and
current sources all taken as ideal components. Voltages and
currents can be measured using probes. These measurements
can be used as feedback for the control within the Simulink
environment or just viewed online using scopes.
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é}' @)de é’)ljc 51} Thy12§_< TR|ACK5<
For
WS ¢ 3l G S
I Linear Trafoz 5 2,
L BN e ko wosrEn pik
zrg } E . 0 rs! 16ET2 ZEI:“« MoerTzZSlE«}«

Linear Trafo3 Z(
Tr3

Fig. 2 Some of PLECS components used for circuit simulation

Voltages and currents can only be viewed in graph
windows using special probes. Matlab Simulink is very good
in post processing of simulation results. Actually most of the
simulation tools provide an interface for Simulink.

Using this toolbox it is possible to implement the power
converter and other electrical circuits as a PLECS subsystem
and the control as standard Simulink subsystem.

C. Final step for a real-time implementation of the control

Using the system model and Real-Time Workshop, real-
time code for testing, validation, and embedded
implementation on the production target processor can be
automatically generated using for example dSPACE
hardware [8]. As it is created, the code is automatically
optimized for fast execution and efficient use of memory.
Automatically generating code from the system model avoids
errors due to manual translation of the model into code, and
saves time, allowing software developers to focus on more
demanding tasks.

A typical example of using the dSPACE system for
electrical drives simulations is described in [9] and for wind
energy conversion systems (WECS) in [10].

However, before the real-time implementation, the
Control part has to be validated by simulation using a plant
model. This model could be developed using either the
Simulink transfer functions or the PLECS toolbox.

1. SIMULATION OF PV INVERTER

A. Studied system and control

The general structure of a single-stage single-phase grid-
connected PV inverter system, depicted in Fig. 3, contains
two main parts: - the Plant part (hardware components) such
as the PV arrays, PV inverter, filter and the grid utility; — and
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the Control part composed by algorithms such as the
Maximum-Power-Point-Tracker (MPPT), phase-locked-loop
(PLL), dc voltage controller, current controller, etc.

PLANT

-
3

4

I Grid I
O

&

&

PWM

CONTROL

Fig. 3 Power electronic system with the grid, source (PV array),
power converter, control and PWM

Using the advantage of the graphical representation of the
Simulink environment, a simulation model has been built as
presented in Fig. 4. The simulation model is divided in the
Control part and the Plant part in such a way that the Control
part can be directly implemented in a real-time application
using dSPACE for experimental validation. Using the control
system model and Real-Time Workshop, real-time code for
testing, validation, and embedded implementation on the
dSPACE system can be automatically generated (see Fig. 5).
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Fig. 4 Simulink model of the PV inverter

Therefore, the Control block in Fig. 4 and Fig. 5 is
identical and can be first simulated off-line using a Plant and
PWM model as presented in Fig. 4 and then tested on-line by
removing the Plant model and adding interfaces towards the
real Plant as shown in Fig. 5. This way the control
development time can be reduced considerably.
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ACQUISITIONS COHTROL Pt

Fig. 5 Control system model for dSPACE implementation

The Control structure of the single-stage single-phase PV
inverter system is shown in Fig. 6. The main elements of the
Control structure are the synchronization algorithm based on
PLL, the MPPT algorithm, the dc voltage controller and the
current controller.

Inverter

LCL filter Transformer  Utility

PV array

dc voltage
4+ controller

+1;

Fig. 6 Control diagram of the PV energy conversion system

The simulation model of the PV inverter Control structure
was built based on a graphical intuitive way as it can be seen
from Fig. 7.

Current controller de )

(3} P ol
Ve = =
e ‘e ref e B Ty
Ide Ve
MFFT controller

Fig. 7 Simulation model of the PV inverter Control structure

Fig. 8 presents the single-phase PLL structure including
grid voltage monitoring [11]. The PLL is used to provide a
unit power factor operation which involves synchronization
of the inverter output current with the grid voltage and to
give a clean sinusoidal current reference.
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Fig. 8 General form of a single-phase PLL structure including grid
voltage monitoring

The equivalent Simulink model for the single-phase PLL
structure presented in Fig. 8 is shown in Fig. 9.

Single-phase PLL o
[Cing

<]

Orthogonal
system

generation

Fig. 9 Simulink model of the single-phase PLL structure

The grid current controller is implemented using the
Proportional Resonant (PR) controller which is defined as

[12]:
S

G.()=K,+K,—— (D
S*+w,

The PR controller can be associated with a harmonic
compensator (HC) Gy,(s) which is defined as:

G,(s)= Z Kih% @

h=3579 S +(a)oh)

The Simulink model of the grid current controller
(PR+HC) is depicted in Fig. 10 where the same block for the
double integrator is being reused for different resonance
frequencies.

The tuning of the current controller has been done using
the Sisotool toolbox provided in MATLAB/Simulink
environment. The Root-locus and Bode diagram analysis of
the PR+HC controller are presented in Fig. 11. This tool
allows determining the gain of the controller manually
imposing a certain bandwidth and in the same time the phase
margin can be adjusted to ensure stability.

MATLAB/Simulink proves to be a good tool for control
design, but modeling switching converters can be a
challenge. Therefore, in order to test the performance of a
power circuit simulation, the same Plant model has been
developed using two different techniques: - one uses the
transfer functions approach, and — the other makes use of
PLECS toolbox.

B. Simulation of the Plant using MATLAB/Simulink

First the Plant model has been developed using transfer
functions approach leading to high complexity and difficulty
in monitoring signals at different nodes of the circuit.

The schematic for the power circuit is presented in Fig.
12. The Simulink model, using standard blocks, of the
Voltage Source Inverter is shown in Fig. 13.
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Fig. 10 Simulink model of the grid current controller
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Fig. 13 Simulink model of the Voltage Source Inverter

Fig. 14 shows the Simulink transfer functions approach of
the LCL filter and the grid utility. As it can be noticed, it is
difficult to follow the signals at different nodes of the circuit
especially if the complexity of the circuit becomes higher.
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Fig. 14 Simulink transfer functions approach of the LCL filter and

C. Simulation of the Plant using PLECS

Developing electrical circuits with PLECS is really easy
and straightforward. One has just to drag and drop the
components that are needed and connect them in order to
make the desired electrical circuit.

The simulation model of the PV system using PLECS is
similar to the one presented in Fig. 4, only the Plant
subsystem has been changed using PLECS toolbox, the
control strategy remaining the same as previously described
in Fig. 7.

The Plant subsystem represents the electrical circuits
modeled using PLECS. The power circuit includes models
for the DC supply, inverter, LCL filter and utility grid. The
detailed circuit for the Plant can be seen in Fig. 15. These
models are made up of subsystems that are described below.

The DC supply is modeled by a voltage source. The
inverter is based on the standard full bridge topology using 4
IGBTs with built-in anti-parallel diodes. These switches are
controlled by the gate signals (Sa-Sh-Sc-Sd) which are
forwarded to the PLECS circuit from the Simulink Control
block using special gate signal ports. The electrical ports are
used within the subsystem for the input and output of the
electrical signals (DC+, DC-, L, N).

the grid utility
Sd
Sc
Sh
.j I
Idc Sa - o = J
[ I I Vg
®) J_ DC+ L L L () L Vg
c= Full Bridge LCL filter Grid Utility
Vdc T
DC- N N N_ N
Li Lg L Ls Rs
e+ OO— s1 (:)—q@ s3 O
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c
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— © O
N Rd Rds
L N_
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b Sd @ (e O D
(D N N

Fig. 15 PLECS circuit of the Full Bridge topology, connected to the Grid through an LCL filter

To filter the high frequency pulses of the inverter, an
LCL filter is used. The inductance and capacitance values are
set from the mask of the subsystems. For the electrical
signals the before mentioned electrical ports are used.

The grid is modeled having inductive, resistive and
capacitive components and the parameters are set through the

mask of the subsystem.

Furthermore, as seen on Fig. 15, currents and voltages in
any part of the circuit can be measured and then viewed on a
scope or used as feedback in the control strategy within the
Simulink environment.
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IV. SIMULATION RESULTS

Fig. 16 shows a comparison between the simulation
results obtained using two different techniques for modeling
the Plant: — one makes use of PLECS toolbox (the first two
subplots) - the other uses the Simulink transfer functions
approach (the last two subplots). The simulation results were
obtained using the same Control structure and the same
parameters for the Plant. As it can be seen, there are almost
no differences between the two different Plant
implementations. However, the simulation time using
PLECS model for the Plant was four times smaller than the
simulation time using Simulink transfer functions approach.
Thence, a real time of one second has been simulated in 59
seconds using PLECS and about 3 minutes 46 seconds using
Simulink transfer functions.

Inverter voltage and current using PLECS model for plant

PLECS is a well suited tool for modeling electrical
circuits within MATLAB/Simulink environment. One of the
major strength of combining PLECS with Simulink is not
only the speed of the simulations, the simplicity of making
the circuit, but also the advantage of simulating electrical
circuits and controlling them within Control blocks built in
standard Simulink environment. However, the combination
of circuit software with system software could lead to
confusion for novice users. Furthermore, the line connections
between elements do not represent the same concept.
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Fig. 16 Simulation results of the PV inverter

IV. CONCLUSION

This paper is focused on the simulation of the control of a
power system before its real-time implementation.

First a particular case for simulation of single-phase PV
inverter in Simulink is described focusing on the control
design. The controller can be then automatically tested on-
line using dSPACE system. Secondly PLECS, a new
Simulink blockset implemented as a circuit simulator is
introduced. The combination of the two tools provides a
good environment for the switching power converter
simulator.
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Abstract — This paper proposes a new technique for grid
synchronization under unbalanced and distorted conditions, i.e.,
the Dual Second Order Generalised Integrator — Frequency-
Locked Loop (DSOGI-FLL). This grid synchronization system
results from the application of the instantaneous symmetrical
components method on the stationary and orthogonal af
reference frame. The second order generalized integrator
concept (SOGI) is exploited to generate in-quadrature signals
used on the @f reference frame. The frequency-adaptive
characteristic is achieved by a simple control loop, without
using either phase-angles or trigonometric functions. In this
paper, the development of the DSOGI-FLL is plainly exposed
and hypothesis and conclusions are verified by simulation and
experimental results.

[. INTRODUCTION

Increasing penetration of distributed power generation
systems (DPGS) in recent years have made necessary to
think again about the grid connection requirements (GCR).
One relevant requisite resulting from the GCR review is that
DPGS should ride through any grid disturbances —without
tripping— as successfully as the conventional power plants
they replace [1]. This requirement entails improving design
and control of the power converters used in DPGS to avoid
both over-current and over-/under-voltage tripping, even
when the grid voltage is deteriorated as a result of transient
short-circuits in the grid. Since most of the faults give rise to
unbalanced voltages, the fast and accurate detection of the
positive- and negative-sequence components of the grid
voltage is a crucial issue in the design of control strategies
for power converters that allow staying actively connected to
the grid and keep generation up according to the GCR [2][3].

The grid frequency can show considerable fluctuations in
power systems with large amount of DPGS during transient
faults. This implies that the synchronization system should be
insensitive to the grid frequency variations. The use of a
phase-locked loop (PLL) is a conventional technique to make
the synchronization system frequency-adaptive. In three-
phase systems, the PLL usually employs a synchronous
reference frame (SRF-PLL) [4]. In spite of its good behavior
under ideal voltage conditions, the response of the SRF-PLL
can become unacceptably deficient when the utility voltage is
unbalanced. This drawback can be overcome by using a PLL
based on the decoupled double synchronous reference frame
(DSRF-PLL) [5], in which a decoupling network permits a
proper isolation of the positive- and negative-sequence
components. An alternative synchronization technique, based
on the single-phase enhanced phase-locked loop (EPLL) and
without using synchronous reference frames, is presented in

1-4244-0136-4/06/$20.00 ©2006 IEEE

*Institute of Energy Technology
Aalborg University
Aalborg - DENMARK
ret@iet.aau.dk

[6]. The EPLL allows independent frequency-adaptive
synchronization with each phase-voltage of the three-phase
system. The EPLL provides at its output a set of two
orthogonal signals —in-phase/in-quadrature— synchronized
with the phase-voltage applied to its input. To calculate the
positive-sequence component of the grid voltage, the outputs
of the three EPLLs —one per each phase— are processed
according to the instantaneous symmetrical components
(ISC) method. Eventually, a fourth single-phase EPLL is
applied to one of the previously calculated positive-sequence
voltages in order to estimate its phase-angle and amplitude.
Although the EPLL-based positive-sequence detector
constitutes a ingenious solution for grid synchronization in
unbalanced three-phase systems, there are some features in
this detector which are susceptible to be reviewed.

This work studies the structure of the single-phase EPLL
and discusses about a new dual EPLL (DEPLL) for three-
phase systems. Analysis of limitations in the DEPLL results
in a new frequency-adaptive grid-synchronization system,
namely the ‘Dual Second Order Generalized Integrator’
resting on a ‘Frequency-Locked Loop’ (DSOGI-FLL). The
DSOGI-FLL translates the three-phase voltage from the abc
to the af reference frames. A DSOGI-based quadrature-
signals generator (QSG) is used for filtering and obtaining
the 90°-shifted versions from the off voltages. These signals
act as the inputs to the positive-/negative-sequence calculator
(PSNC) which lies on the ISC method, formulated on the af
domain. In order to make the proposed synchronization
system frequency-adaptive a very simple FLL is used.

II. POSITIVE- AND NEGATIVE-SEQUENCE
CALCULATION ON THE of REFERENCE FRAME

According to that stated by Lyon [7], instantaneous
positive- and negative-sequence components, v, and v,

c abc

. T .
of a generic voltage vector v, =[v, v, v,] are given by:

i =l v ] =0V (1a)
v =[v v v ] =[T]va. (1b)
where [T ] and [T ] are defined as:
1 a 1 a a
[T+]=l a 1 al ; [Tf]zl a 1 a*|, )
3 2 3 2
a a 1 a a 1

27 v
witha=e * =—1/2+¢2/3/2.
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Regarding exclusively positive- and negative-sequence
components, Clarke transformation allows voltage vector
translation from the abc to the afi reference frames as follow:

Y "
P N S |
2

2

So instantaneous positive- and negative-sequence voltage
components on the off reference frame are calculated as:

5 =T ]Vase =T 7]V e

T e

q

Ve [];ﬁ][]‘]vum

.
T I

where q:e_jE is a phase-shift time-domain operator to
obtain in-quadrature version (90°-lagging) of an original
waveform. Hence, the system of Fig. 1 is proposed, where
the quadrature-signals generator (QSG) and the positive-
/negative-sequence calculator (PNSC) blocks are highlighted.

o =T

ITI. QUADRATURE SIGNALS GENERATION
BASED ON A DUAL EPLL

As explained in [6], the EPLL is actually an adaptive filter
whose frequency moves based on the fundamental frequency
of the grid. This adaptive filter can be understood as either a
notch or a band-pass filter depending on the regarded node
[8]. Fig. 2 shows the modular structure of the EPLL —slightly
modified for a better visualization and understanding. In this
figure, the EPLL has been split up into the band-pass
adaptive filter (BPAF) and the standard PLL modules.
Moreover, port symbols have been added because these two
modules will act as independent blocks in the following. In
the original EPLL [6], the in-quadrature output signal was
90°-leading the in-phase signal. This made possible to
implement the time domain operator @ and calculate (2) on
the abc natural reference frame. The EPLL of Fig. 2 shows a
small modification in relation to the original one: the
quadrature output signal gv’ is now 90°-lagging v’

"

4 v, 1 V+b)’
_ o T abc
s Yo

e
B
-

QsG 9 LA Vor

v T

PNSC

Fig. 1. Positive-/negative-sequence calculation

Fig. 2. Modular EPLL structure

This change is due to the fact that the modified EPLL will
be used to implement the ¢ operator of (4). Transfer function
of the BPAF is given by [8]:

V' ks
b v () kst )
where @’ is the grid frequency detected by the PLL.

As earlier mentioned, the EPLL concept results in a very
interesting solution for synchronization with sinusoidal
single-phase voltages because of: i) the band-pass filtering
characteristic which attenuates undesired harmonics, ii) the
capability to adapt @’ to the fundamental frequency of the
grid, iii) the quadrature-signal generation which allows the
application of the ISC method to calculate sequence
components, iv) the competence identifying amplitude,
phase-angle and frequency of the input signal.

In [6], the single-phase concept is directly extended toward
the three-phase scenario by using three independent EPLLs —
one per each phase— to implement positive-sequence
calculation of (la). This direct application of the EPLL to
three-phase systems is prone to be improved since, as Fig. 1
shows, the two dimensional af reference frame can be used
instead of the abc natural reference frame, which entails: i)
smaller computational burden because only two EPLL are
used, i) higher robustness because zero-sequence
components are blocked in its input by Clarke
transformation, iii) elimination of the fourth EPLL because
amplitude and sin(@)/cos(8) of the positive- and negative
voltage vectors can be calculated by simple arithmetic
operation on v,, and v_,. Moreover, if it is accepted as
true that a-f components of v, are always in-quadrature, it
is not necessary to detect the phase-angle in both « and S
phases but only in one of them. Consequently, as Fig. 3
shows, two BPAFs and only one PLL are necessary to
implement the QSG based on a dual EPLL (DEPLL-QSG).
Letters identifying inputs and outputs in the blocks of Fig. 3
coincides with the ports name in Fig. 2. This nomenclature
rule will be maintained from now on to designate block ports.

In most grids, positive- and negative-sequence impedances
are equal and the synchronization system of Fig. 3 works
well detecting positive- and negative-sequence components
of the faulted voltage. However, effects of dynamic loads
give rise to discrepancies between the positive- and negative-
sequence impedances seen from the point of common
coupling. This usually happens when big induction motors
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Fig. 3. Positive-/negative-sequence calculation based on the DEPLL

are connected to the grid [9]. In such case, the DEPLL will
make detection errors due to assumption about quadrature in
the a-f components of v, is not longer true. For this
reason, a new frequency-adaptive phase-insensitive QSG is
proposed in next section.

IV. SECOND ORDER GENERALIZED INTEGRATOR
FOR QUADRATURE-SIGNALS GENERATION

To overcome drawbacks in the DEPLL-QSG, this work
proposes the use of a second order generalized integrator
(SOGI)[10] as a building block for the QSG. The SOGI
diagram is shown in Fig. 4(a) and its transfer function is:

’

N

Sm:%m= . ©)

s’ +w

Transfer function of (6) evidences that the SOGI acts as an
infinite-gain integrator when input signal f'is sinusoidal at @’
frequency. Intuitively, the system shown in Fig. 4(b) could
be proposed for tracking the input signal v. Characteristics
transfer functions of such system are given by:

V' kaw's
D(s)==()=5———, (72)
% s +hko's+o
V' ko"
o)=L ()= 52—, (7b)
% s“+ko's+o

where @ and k set resonance frequency and damping factor
respectively. Transfer functions of (7) reveal that tracking
system of Fig. 4(b) provides band-pass and low-pass filtering
characteristic to v’ and ¢v’ outputs respectively, which is
interesting to attenuate harmonics of the input v. It is also
evident from (7) that if v is a sinusoidal signal, v’ and gv’
will be sinusoidal as well. Moreover, qv’ will be always 90°-
lagging v’, independently of both the frequency of v and the
values of »’ and k. Consequently, the tracking system of Fig.
4(b) is actually a QSG insensitive to variation of either the
tuning parameters or the input frequency (SOGI-QSG).
Moreover, the SOGI-QSG has not to be synchronized with
any additional sinusoidal reference signal which also makes
it insensitive to phase variations in the input signal.

(a)

Fig. 4. (a) SOGI diagram, (b) SOGI-QSG diagram
V. FREQUENCY-LOCKED LOOP

Once presented the structure of the SOGI-QSG it is now
necessary to render it frequency-adaptive. This goal can be
achieved by using the conventional PLL structure shown in
Fig. 2. In such case, the error signal &, is provided to the PLL
as an input and the estimated frequency @’ is returned back
to the SOGI-QSG. Now, ju continues to be the feedback
signal of the PLL control loop, whereas signals u and gu are
no longer used. Feed-forward signal ey is presetting the
detected frequency around its nominal value to reduce the
residual error controlled by the PI. Although a trigonometric
function is used to obtain ju, this signal is not connected to
the SOGI-QSG, so the system keeps insensitive to changes of
the phase-angle of v. Consequently, a unit consisting of two
SOGI-QSGs and only one PLL could be used in the structure
of Fig. 3 for proper positive- and negative-sequence voltage
components detection under generic grid conditions.

In the SOGI-QSG-PLL set-up, it is worth to realise that
signal ju is 90°leading v’ when the PLL is synchronized in
steady state. Taking into account that ju = —qu and qu o ¢V,
it seems intuitive to use —qv' (instead ju) as the feedback
signal of the PLL control loop. Obviously, this change entails
to modify the parameters of the PI controller as well. The
subsystem resulting from these changes is simpler than the
conventional PLL and neither phase-angle nor trigonometric
functions are used for frequency estimation, being possible to
talk about a frequency-locked loop (FLL) instead of a PLL.
Fig. 5 shows the diagram of the proposed FLL, in which the
product of —¢v' and ¢, is processed by an integrator controller
with gain y to obtain the estimated center grid frequency.

e

\—>W’
v e V

Vv qv qv

Fig. 5. FLL diagram
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VI. GRID SYNCHRONIZATION SYSTEM
BASED ON THE DSOGI-FLL

The structure of the grid synchronization system proposed
in this paper is shown in Fig. 6. In this case, a set-up
consisting of two SOGI-QSGs and only one FLL (DSOGI-
FLL) provides the input signals to the PNSC on the of
reference frame. The DSOGI-FLL is extremely simple, and
overcomes the drawbacks of earlier set-ups achieving proper
positive- and negative-sequence components identification
under generic grid operating conditions. Transfer functions
from v, to vaﬂ' and v;ﬂ' is studied in the following.

When v,; 18 a positive-sequence balanced sinusoidal
voltage at frequency w, its o-f components keep the
following relationship:

s

Vg(s) ==—,(s). (®)
®

Taking into account that:

v 6= (v 007, ) - (D(s>+ Q(s)jv (). ©)

the transfer function from v, to v’
frequency domain is given by:

in the complex

1 ko' (0+a')

P(jw)—

2ka)co+](a) - )’ (10)
where @’, the frequency detected by the FLL, is supposed to
be in steady-state. Conducting a similar reasoning on the S
s1gna1 it can be concluded that v}, " has equal amplitude than
but is 90°-lagging it. To know how vaﬂ' will be when
V,; 18 a negative-sequence vector it is only necessary to
substitute @ by —@ in (10). Fig. 7 plots the amplitude of the
transfer function of (10) for positive-sequence (&>0 —
continuous line) and negative-sequence (w<0 —dashed line)
voltages at the input of the DSOGI-FLL. Fig. 7 reveals that,
in steady-state and regarding positive-sequence detection, the
DSOGI-FLL acts as both a low-pass filter for positive-
sequence and a notch filter for the negative-sequence.

SOGI-QSG(p)
DSOGI-FLL

PNSC

Fig. 6. Positive-/negative-sequence calculation based on the DSOGI-FLL
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Fig. 7. Frequency response from v, to v}" with @' = constant

Fig. 7 also shows that the smaller value for the gain k the
more selective response of the system, which is interesting
for harmonics rejection. However, this high selectivity entails
higher oscillations in the response and longer stabilization
time. Consequently, a trade-off between frequency selectivity
and response speed should be adopted. Conclusions obtained
for the detection of v ﬂ' are directly applicable to the
detection of vqﬁ , being only necessary to swap the roll of
the positive- and negative-sequence components.

VIIL. SIMULATION RESULTS

To evidence the high performances of the DSOGI-FLL, a
case detecting positive- and negative-sequence components
in an extremely adverse grid situation is simulated using
MATLAB. The grid voltage is simultaneously affected by
imbalance, distortion and frequency variation. The positive-
and negative-sequence phasors of the faulty voltage are
V*=0.7335%u and V'~ =0.210[50,4°u ; with ¥, =1]0°pu
for the pre-fault phase-voltage (220Vrms). The THD of the
faulty voltage is set to 5%, being 3.7%, 3.1% and 1% the
amplitudes for the 5" 7" and 9" characteristic harmonics,
respectively. The grid frequency jumps from 50Hz to 60Hz.

Fig. 8 shows the waveforms resulting from the previously
mentioned simulation. The DSOGI-FLL parameters were set
to k=y=141. Fig. 8(a) shows the unbalanced and
distorted grid voltage resulting from applying all earlier
disturbances in one go at ~=100ms. Fig. 8(b) shows the
detected amplitudes for the positive- and negative-sequence
voltage vectors, whereas Fig. 8(c) and Fig. 8(d) show their
phase-angles, respectively. These waveforms are given by:

02)+(5) 5 et

a
a

Fig. 8(e) and Fig. 8(f) show the detected positive- and
negative-sequence voltages expressed on the abc natural
reference frame and Fig. 8(g) shows the evolution of the
frequency detected by the FLL. These plots reveal the
excellent behavior of the DSOGI-FLL under such severe
operating conditions. The proposed synchronization system
is detecting the amplitude and phase-angle of the positive-
and negative-sequence components after about 20ms from
the grid fault occurrence.
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Fig. 8. Response of the DSOGI-PSC in presence of multiple disturbances.

It is worth to stress how ‘clean’ the positive-sequence
waveforms of Fig. 8(e) are, THD of 0.5%. The negative-
sequence waveforms of Fig. 8(f) have a THD of 2%. This
distortion arises because the 5™ harmonic of the grid voltage
has negative-sequence and so the negative-sequence
calculator does not act as a notch filter but as a low-pass
filter, achieving a lower attenuation of the 5" harmonic.
Phase-angles of Fig. 8(c) and Fig. 8(d) denote that a—f
components of v, are not in-quadrature. Nevertheless, the
DSOGI-FLL is successful detecting the positive-and
negative-sequence components of the grid voltage.

VIII. EXPERIMENTAL RESULTS

The DSOGI-FLL has been evaluated in an experimental
set-up in which the faulty grid is replaced by a programmable
three-phase ac-power source (California Instruments 50011X)
connected through a Ay transformer. In the y winding of this
transformer, a VSI supplies energy from a dc power-supply
to the grid. The DSOGI-FLL is the grid synchronization
system used in the VSI control. The DSOGI-FLL algorithm,
together the rest of controllers, is implemented in a DSP card
(dSpace 1103). The sampling frequency is set to 15 kHz.

In a first experiment the ac-power source suddenly
decreases the rms voltage of one phase from 220V to 100V.
This fault is propagated to the y winding of the transformer
as a dip type C, being ¥* =0.818[0°%pu and ¥~ =0.182[0°pu
the positive- and negative-sequence phasors during the fault.
Fig. 9 shows the waveforms from this first experiment, where
it is remarkable the high speed in the detection, achieving
precise results in less than one grid cycle. It is worth to notice
that the detected phase-angles for both the positive- and
negative-sequence voltages show a coherent evolution before
the grid fault happens. It is because of the nonidealities of the
experimental plant, which are giving rise to a very faint but
steady imbalance in the grid voltage. The high sensibility of
the DSOGI-FLL allows detecting this tiny negative-sequence
component before the grid fault ocurrence. In a second
experiment the grid frequency varies from 50Hz to 60Hz.
Waveforms of Fig. 10 validate the frequency-adaptive
characteristic of the DSOGI-FLL which is able to overcome
this big jump of frequency without oscillations in about
40ms. A third experiment is devoted to evaluate the
immunity of the DSOGI-FLL to distortion in the grid
voltage. A distorted waveform with a THD of 5% and equal
harmonic composition that earlier described in §VII is
programmed in the ac-power source. In this case it is notable
the high quality of the positive-sequence detected voltage.
Since the insignificant amplitude of the negative-sequence
component, there exists high distortion in the phase-angle
calculated by (11) for this component. As fast as the
negative-sequence component amplitude rises to higher
levels, distortion in its phase-angle calculation decreases.

IX. CONCLUSION

A new concept in grid-synchronization, the DSOGI-FLL,
has been introduced in this paper. This system consists of
three fundamental blocks, i.e., i) the dual QSG, which uses
the SOGI as a building block, ii) the FLL, which truly
achieves grid frequency adaptation without involving phase-
angle, and i) the PNSC, which implements the ISC method
on the aff reference frame. The DSOGI-FLL:

a) Exploits the ISC method on the stationary and

orthogonal af reference frame.

b) Does not need any trigonometric function since neither
synchronous reference frame nor voltage controlled
oscillator are used in its algorithm.

¢) Is frequency-adaptive by using a FLL and not a PLL.

d) Is highly robust in front of transient events since grid
frequency is more stable than voltage phase-angle.

e) Acts as either a low-pass or a notch filter depending on
the relationship between input and detected sequences.

f) Attenuates high-order harmonics of the grid voltage.

g) Entails light computational burden, using only five
integrators for detection of both sequence components.

Simulations together with an experimental evaluation were
presented in order to demonstrate that DSOGI-FLL is a very
suitable solution to the detection of fundamental-frequency
positive- and negative-sequence components of unbalanced
and distorted grid voltages.
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Abstract

In this paper the issue of control strategies for single-stage photovoltaic (PV) inverter is addressed. Two different current
controllers (the classical proportional-integral (PI) and the novel proportional-resonant (PR) controllers) have been
implemented and an experimental comparison between them has been made. A complete control structure for the single-
phase PV system is also presented. The superiority of the PR controller is demonstrated with respect to the PI controller
in terms of harmonic current rejection and the capability to remove the steady-state error without using the voltage feed-
forward (VFF). The control strategy was successfully tested on a real 1.5 kW PV inverter.

Introduction

The market for PV power applications continues to develop at a
high rate [1]. Between 2002 and 2003 the total installed capacity
in the International Energy Agency (IEA) PhotoVoltaic Power
Systems (PVPS) countries grew by 36 %, reaching 1 809 MW.
Moreover, the price level of the PV modules and the system costs
(inverter included) has decreased significantly [2]. The use of PV
systems connected in parallel with the mains was simplified and
is often supported by incentives from utilities and/or governmental
bodies. Before connecting a PV system to the power network, the
d.c. voltage of the solar modules must be converted into an a.c.
voltage. Some protection systems are required to prevent damage
in the PV system caused by the utility network and vice versa. The
PV systems require standards addressing the use and the perfor-
mance of grid-connected PV inverters, thus ensuring the safety
and quality of the products.

The purpose of the power electronics in PVPS is to convert the
d.c. current from the PV panels into an a.c. current to the grid,
with the highest possible efficiency, the lowest cost and keep a
superior performance. The basic interfacing is shown in Fig. 1.

A controversial issue for PV inverters is the current harmonics
level. The IEEE 929 standard permits a limit of 5 % for the cur-
rent total harmonic distortion (THD) factor with individual limits
of 4 % for each odd harmonic from 3rd to 9th and 2 % for 11t to
15t while a recent draft of European IEC61727 suggests almost
the same thing as previously mentioned. These levels are far more
stringent than other domestic appliances, like IEC61000-3-2, as
PV systems are viewed as generation sources and so are subject to
higher standards than load systems.

For current-controlled PV inverters in most of the cases a PI con-
troller with grid voltage feed-forward (VFF) is used [3], [4], but
this solution exhibits two well known drawbacks (due to the poor
performance of the integral action): inability of the PI controller
to track a sinusoidal reference without steady-state error and poor
disturbance rejection capability. An alternative solution in order to
alleviate the PI’s drawbacks is presented in [5], where a second
order generalized integrator (GI) can be used. The GI is a double
integrator that achieves an “infinite” gain at a certain frequency
(resonance frequency), and almost no attenuation exists outside
this frequency. Thus, it can be used as a notch filter in order to
compensate the harmonics in a very selective way. Another
approach reported in [6] where a new type of stationary-frame
regulators called Proportional Resonant (PR) is introduced. In this
approach the classical PI d.c.-compensator is transformed into an
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Fig. 2: The voltage source PV inverter connected to the grid
through an LCL filter

equivalent a.c.-compensator having the same frequency response
characteristics in the bandwidth of concern.

This paper is aimed at presenting a single-stage converter for single-
phase PV systems. Two different current controllers have been
implemented and an experimental comparison between them has
been made. A complete control structure for the single-phase PV
system is also presented. An incremental conductance method has
been used in order to track the Maximum Power Point Tracker
(MPPT) of the PV characteristic. In order to get a clean sinusoidal
current reference (synchronized with the grid voltage) a phase-
locked loop (PLL) based on a delay structure is used. The conclu-
sions are presented in the final part of the paper.

System description

Usually the power converter interface from the d.c. source to the
load and/or to the grid consists of a two stage converter: the d.c.-
d.c. converter and the d.c.-a.c. converter. An alternative solution
could be the use of a single-stage converter where the d.c.-d.c.
converter is avoided and in order to ensure the necessary d.c. volt-
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Fig. 4: General structure of a single phase PLL including grid voltage monitoring

age level the PV array can be a string of PV panels or a multitude
of parallel strings of PV panels. In the classical solution with two-
stage converter, the d.c.-d.c. converter requires several additional
devices producing a large amount of conduction losses, sluggish
transient response and high cost while the advantages of the single-
stage converters are: good efficiency, a lower price and easier
implementation. The disadvantages of the single-stage converter
are the fact that the PV panels are in series and if shading occurs
on one or several PV panels then the efficiency of the whole
system is reduced.

As shown in Fig. 2, the PV inverter system consists of a solar
panel string and a d.c. link capacitor Cy. on the d.c. side with an
output a.c. filter (LCL), insulation transformer and grid connection
on the a.c. side. The number of panels in the string has to ensure
a d.c. voltage higher than the a.c. peak voltage at all time. The
energy conversion from d.c. to a.c. side is made by a single-phase
voltage source inverter. The used solar panel string consists of
sixteen uniserial PV panels (120 W for each panel).

Control strategy

For the grid-connected PV inverters in the power range of 1-5 kW,
the most common control structure for the d.c.-a.c. grid converter
is a current-controlled H-bridge PWM inverter having a low-pass
output filter. Typically L filters are used but the new trend is to use
LCL filters that have a higher order (3rd) which leads to more
compact design. The drawback is its resonance frequency which

EPE Journal - Vol. 16 - n° 3 - September 2006

can produce stability problems and special control design is
required [7]. The control structure of the PV power conversion
system is shown in Fig. 3.

The main elements of the control structure are the synchronization
algorithm based on PLL, the MPPT, the input power control, the
grid current controller including PWM.

PLL structure

The PLL is used to provide a unity power factor operation which
involves synchronization of the inverter output current with the
grid voltage and to give a clean sinusoidal current reference. The
PI controller parameters of the PLL structure are calculated in
such a way that the settling time and the damping factor of this
PLL structure can be set directly. The PLL structure is also used
for grid voltage monitoring in order to get the amplitude and
the frequency values of the grid voltage. The general form of the
PLL structure including grid voltage monitoring is presented in
Fig. 4 [8].

MPPT algorithm

The task of the MPPT in a PV energy conversion system is to tune
continuously the system so that it draws maximum power from the
solar array regardless of weather or load conditions. Since the
solar array has a non-ideal voltage-current characteristics and the
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conditions such as irradiance, ambient temperature, and wind that
affect the output of the solar array are unpredictable, the tracker
should deal with a nonlinear and time-varying system. The con-
ventional MPPT algorithms are using dP/dV = 0 to obtain the
maximum power point output. Several algorithms can be used in
order to implement the MPPT as follows [9]: perturb & observe,
incremental conductance, parasitic capacitance and constant voltage,
but only the first two are the most frequently used.

The incremental conductance algorithm has been chosen as a
MPPT strategy in this paper. This algorithm has advantages com-
pared to perturb & observe as it can determine when the MPPT
has reached the MPP, where perturb and observe oscillates around
the MPP. Also, incremental conductance can track rapidly the
increase and decrease of irradiance conditions with higher accuracy
than perturb & observe. One disadvantage of this algorithm is the
increased complexity when compared to perturb & observe. This
increases the computational time and slows down the sampling
frequency of the array voltage and current.

The flowcharts of the perturb & observe and of the incremental
conductance algorithm are shown in Fig. 5 [10], where V| and I,
are the momentary voltage and current of the PV array and V),
I, are the previous sampled voltage and current, respectively.
The dP/dV term can be replaced by / + (Al/AV) - V. The output of
the MPPT is the d.c. voltage reference (V).

Input power control

The control strategies of input power in the case of a power con-
figuration of PV system without d.c.-d.c. converter are presented
in the following section. In Fig. 6 a new control strategy of input
power is proposed. The new element introduced is the power feed-
forward. The computed value of the current amplitude reference
using the PV Power and the RMS value of the a.c. voltage (V. rms) 18
added to the output value of the d.c. voltage controller (/) resulting
in the a.c. current amplitude reference (/,.;). Using the input power
feed-forward the dynamic of the PV system is improved being
known the fact that the MPPT is rather slow. The d.c. voltage
controller ensures a quick response of the PV system at a sudden
change of the input power.

Grid current controller

Classical PI control with grid voltage feed-forward (Vi) as
depicted in Fig. 7a, is commonly used for current-controlled PV
inverters.

The PI current controller Gp(s) is defined as:

K.
Gp](s)zKp+T‘ )

In order to get a good dynamic response, a grid voltage feed-for-
ward is used, as depicted in Fig. 7a. This leads in turn to stability
problems related to the delay introduced in the system by the voltage
feedback filter. In order to alleviate this problem an advanced
filtering method for the grid voltage feed-forward should be con-
sidered. The Root-locus and Bode diagram analysis of the PI con-
troller is presented in Fig. 8.

As it has been mentioned in the introduction of this paper, an alter-
native solution for the poor performances of the PI controller is
the PR controller. The current loop of the PV inverter with PR
controller is shown in Fig. 7b.

The PR current controller G(s) is defined as [5, 7]:
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The harmonic compensator (HC) Gy (s) is defined as [7]:

N
Gy(s)= z Kihw 3)

h=3,5.7

The HC is designed to out compensate the selected harmonics 319,
5th and 7t as they are the most predominant harmonics in the cur-
rent spectrum.

A processing delay, usually equal to T for the PWM inverters [4],
is introduced in Ggy(s). The filter transfer function G(s) is
expressed in (4) [11].

i) 1 (7 +5c)

@
)

vi(s)  Lis (s*+o?

Tes

G (s) =

, _(Li+Lg)-zﬁc

-1
where sz =[Lng] and, o, = 2
1

where L;, 1, and C; are shown in Fig. 2. L, includes the grid
impedance due to the transformer and the grif lines.
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The current error-disturbance ratio rejection capability at null
reference is defined as:

Gi(s)

es)|
14(G.(5)+ Gy (5))-G(5)- Gy (5)

7e(s)

(&)

-
i, =0

where: € is the current error and the grid voltage v, is considered
as the disturbance for the system.

In Fig. 9 is presented the Bode diagram of the disturbance rejec-
tion for the PI and PR controllers. It can very easily be noticed that
the PI rejection capability is worse in comparison with the PR.
Thus, it is demonstrated the superiority of the PR controller with
respect to the PI in terms of harmonic current rejection.

The Root-locus and Bode diagram analysis of the PR+HC con-
troller are presented in Fig. 10.

The size of the proportional gain K, from PR controller deter-
mines the bandwidth and stability phase margin [5], in the same
way as for the PI controller. As it can be observed from the open-
loop Bode diagram (Fig. 10) the phase margin (PM) is determined
to be equal with 60.6 degrees, indicating a good stability of the
system. Also, the dominant poles of the controller are well
damped as it can be seen in Fig. 10 exhibiting a damping factor
equal with 0.7.
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Experimental results

A single-stage grid-connected PV inverter (1.5 kW power range)
has been built in order to analyze the PV system performance, as
depicted in Fig. 11a. The system is dSPACE based and voltage
source inverter (VSI) is controlled using a unipolar PWM to place
the harmonics on the high frequency side making them easier to
filter. The parameters of the LCL filter were: L; = 1426 uH,
Cy, =22 uF, L, = 713 uH. The power stage of a Danfoss VLT
5004 rated 400 §7/ 10A was used. The switching frequency of the
inverter was 10 kHz. The control algorithm shown in Fig. 3 was
implemented using the dSPACE DS1103 platform. For higher
power, the LCL filter needs to be redesigned.

The system was tested in the following condition: the open circuit
d.c. voltage provided by the uniserial sixteen PV panels was
around 660 V, the RMS value of the grid voltage was V, =225V
with a THD of 2.2 % voltage background distortion. The grid
impedance was measured to 1.2 € with a series inductance of
2.1 mH due to the insulation transformer, used in order to connect
the PV system to the grid, and the grid inductance was measured
to 50 pH. The total L, will be 0.713 mH + 2.1 mH = 2.813 mH.

For small variations of Lg the PR controller behavior is not affected,
but for large variations of L, the stability of the current controller
decreases and an adaptive tuning of the PR controller can be con-
sidered.
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The plotted results have been captured using the graphical inter-
face of the dSPACE system (Control Desk) and then exported to
Matlab workspace for plotting.

The solar panels string mounted on the roof of the laboratory are
presented in the Fig. 11b [12].

The grid current and grid voltage at 1.5 kW for PI, PR and PR+HC
controllers are presented in Fig. 12 a), b) and c). As it can be seen
a much lower THD is obtained with the PR+HC controller. The
grid current response at a 5 A step in the current reference is pre-
sented for the PI (Fig. 12d), PR (Fig. 12e) and PR+HC (Fig. 12f).

As it can be observed the PR and PR+HC controller yields a
smaller overshoot than the PI controller.

In Fig. 13, a comparison of the spectrum for PI, PR and PR+HC
in the lower frequency region is presented.

Using PI controller with VFF a current THD of 5.8% has been
obtained while in the case of the PR controller the measured
current THD was 9.7 %. Adding the HC for the PR controller a
drastic attenuation of the current THD can be observed, decreasing
t0 0.5 %.
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Fig. 11: a) Test setup for 1.5 kW PV inverter; b) The solar panels string mounted on the roof of the laboratory.
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Fig. 13: Measured grid current harmonics normalized to the
fundamental for PI, PR and PR+HC controllers
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Conclusion

An alternative solution using a single-stage converter, where the
d.c.-d.c. converter is avoided, has been developed and successfully
tested on a dSPACE controlled 1.5kW single-phase PV inverter.
The advantages of the single-stage converters are: good efficiency,
a lower price and easier implementation, while the main disad-
vantage is the fact that the PV panels are in series and if the
shading occurs on one or several PV panels then the efficiency of
the whole system is reduced.

It has been demonstrated that the PR+HC controller gives better
performances then the classical PI controller for the grid current
loop. The two well known drawbacks of the PI controller are: -
steady-state error; and - poor harmonics rejection capability. The
steady-state error can be overcome by the PR controller. The PR
controller is able to remove the steady-state error without using
VFF, which makes it more reliable. By adding the selective HC to
the PR controller, a very good rejection for the dominant harmon-
ics can be obtained.
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Abstract — The paper presents an on-line software method
for impedance estimation of the energized impedances
such as power system grid. The proposed method is based
on producing a perturbation on the output of the power
converter that is in the form of periodical injection of one
or two voltage harmonic signals. The single harmeonic
injection uses a 600 Hz signal and the double harmonic
injection uses a 400 Hz and 600 Hz signals, respectively.
During the perturbation, the current response(s) at the
same frequency as the injected signal(s) is/are measured.
The value of the grid impedance is estimated using two
different signal processing algorithms. The DFT
technique is used for the single harmonic injection and
the statistic technique is used for the double harmonic
injection.

The grid impedance estimation is wused for
compliance with the anti-islanding requirements of the
German standard (VDE0126) and for robust control of
the distributed power generation systems (DPGS).

Selected results are presented to confirm the
performances of the proposed method.

Keywords — impedance estimation, grid-connected
systems, anti-islanding, adaptive current controller.

I. INTRODUCTION

The increased penetration of the electrical grid with
Distributed Power Generation Systems (DPGS) based on
alternative sources such as photovoltaics (PVs), fuel cells and
wind has been enabled by inverter technology developments
[1]. The evolution of the recommended guidelines and
standards has streamed manufacturing and shaped inverter
design and control [2]-[3]. However, this necessitates
continuous harmonization of standards at international level
[4]. Integrating extra functions into the operation of the
inverter such as harmonic filtering and distortion elimination
have added another progress dimension [5]-[6].

In order to comply with certain stringent standard
requirements for islanding detection such as the German
standard VDEO126 for grid-connected PV systems, it is
important to estimate the impedance of the distribution line
(grid). Moreover, the estimation of the grid impedance can
also be used in order to increase the stability of the current
controller by adjusting its parameters on-line.

1-4244-0755-9/07/$20.00 ©2007 IEEE

Several passive and active methods for estimating the
grid impedance are reported in the technical literature [7],
[8], 9], [10], [11], [12] and [13] using different techniques
(e.g. identification techniques, harmonic(s) injection, current
spike injection, voltage transient, etc.).

The objective of the paper is to propose an on-line grid
impedance estimation method suitable for single-phase grid-
connected systems (such as PV systems).

The proposed method is based on producing a
perturbation on the output of the power converter that is in
the form of periodical injection of one or two voltage
harmonic signals. The single harmonic injection uses a 500
Hz signal and the double harmonic injection uses a 500 Hz
and 600 Hz signals, respectively. During the perturbation, the
current response(s) at the same frequency as the injected
signal(s) is/are measured. The value of the grid impedance is
estimated using two different signal processing algorithms.
The DFT technique is used for the single harmonic injection
and the statistic technique is used for the double harmonic
injection.

The paper is organized as follows. First, two applications
requiring on-line grid impedance estimation are presented.
Next the proposed grid impedance estimation method based
on voltage harmonic injection is described. Finally, results
are presented to confirm that the proposed method performs
in a satisfactory way.

A. Anti-islanding

The islanding problem is defined as a continuation of
operation of a grid-connected converter after the grid has
been turned off. As shown in Fig. 1, the grid-connected
inverter can actually continue to run especially if there is a
resonant RLC local load that cancels the grid current and that
poses serious safety problems.

P, +jO, AP+ jA
o +J9, +JAQ
M . ¥ —Q
T : .
S Utility Grid
PV Inverter Low-pass LCL  + Trafo breaker
array filter s (recloser)

Rg?"

Fig. 1: Islanding operation phenomenon
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There are anti-islanding standard requirements for
photovoltaic inverters that require the detection of the
increase of grid impedance within a determined time (ex.
VDEO0126 1 ohms jump in 5 seconds).

There are a number of passive and active methods to
prevent islanding. The passive methods are monitoring the
grid voltage, phase or frequency and impedance in order to
detect islanding and the active methods are doing slight
changes in the inverter output phase or frequency and
measure the response of the grid to these changes. If the grid
goes off, the response will be different and islanding can thus
be detectable.

In order to measure the grid impedance on-line, several
methods can be considered. The classical short-circuit
current method can not be applied, while the inverter is
running, this can only be applied off-line. The principle is to
short-circuit the grid with low impedance and measure the
voltage drop which can be used to calculate the grid
impedance. This method is used by stand-alone grid
impedance measuring instruments, but can not be
implemented on-line.

New proposed active methods are based on producing
some small disturbances, like applying a voltage pulse and
measure the grid current response or injecting a non-
characteristic harmonic current signal and measure the grid
current response, which can be used on-line. Especially the
latter one is now being researched very intense recently and
the referenced patent US 6,933,714 B2 [14] is describing
such a method where two different frequency current signals
(ex. 40Hz and 60 Hz) are injected in the grid for a short
period and based on DFT algorithm, the frequency
components for these frequencies are extracted from the
measured grid voltage and current and by dividing the
voltage to the current the grid impedance at these frequency
is determined. By linear interpolation, the grid impedance at
50 Hz is determined. The shortcomings of this method are
that the disturbance in the current is rather important leading
to power quality degradation to some extent.

The new proposed method will have the advantage with
respect to patent US 6,933,714 B2 including: reduced
disturbance at the output of the grid converter by using
higher frequencies for shorter time period.

B. Adaptive control of grid converters

The grid impedance will also have impact on the current
control of the grid converters in order to adapt it to large
variations. As mentioned, the knowledge of the grid
impedance is important for safe operation of a grid connected
converter. The performance of the converter also depends on
the grid impedance (Z,.;) and the voltage at the Point of
Common Coupling (Vpcc) which in most cases is highly
distorted due other nonlinear loads connected to PCC. See
Fig. 2.

The current controller regulates the current to the grid
and it is designed in accordance with the output filter
impedance of the converter Z,,,, and some assumed value of
the grid impedance. A linear current controller for AC

reference tracking with zero steady state error (zero phase
shift and zero amplitude error) can be constructed either by
transforming the control system into an equivalent DC
system and using a DC controller or by using an AC
controller (proportional resonant controller). In both cases
the stability of the controllers depends upon the grid
impedance as the grid impedance is a serial addition to the
output filter of the converter.

Also the non-linear current controllers including
hysteresis and predictive control are relying on a good
knowledge of the grid impedance.

{" Power
i source

Q-

1 Converter Voo ( Grid |

grid

conv L} PCC Z, grid

N
@_- V;’('(I >’

Adaptive control A

Current Controller

Grid impedance
estimation

Fig. 2: Adaptive control of the grid-connected inverter

With the increased penetration of the distributed power
generation systems, the value of the grid impedance in
different points of common coupling can vary substantially,
mainly due to the grid interface filters. The large variation in
the grid impedance highly decreases the robustness of the
current controller and can lead to instability. When the grid
impedance is unknown, the design of the current controller is
a trade off between performance and stability and selecting
the controller parameters with a given stability margin
provides poor performance when the grid impedance differs
from the design background. Hence, the verge of stability can
easily be reached or crossed by a realistic variation in the
grid impedance or if the grid impedance changes suddenly.
Thus, the variation of the grid impedance deteriorates both
safety, the stability of the current controller and the
performance of the current controller. By detecting the grid
impedance on-line the current controller can be adjusted on-
line so that the controller parameters match the actual grid
impedance and, hence, both stability and good performance
is achieved regardless of the grid impedance value.

II. ON-LINE IMPEDANCE ESTIMATION USING
HARMONIC INJECTION

A. Perturbation

The principle of the harmonic injection is presented in
Fig. 3. The grid-connected inverter is used directly to inject
the harmonic current by adding a harmonic voltage to the
inverter voltage reference as it can be seen in Fig. 5. The
harmonic is injected in the zero voltage crossing moment.
Therefore, the active power produced by the grid-connected
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inverter will be less affected compared to already known
methods.

Grid voltage

Enable
harmonic

Harmanic
=)

EEET

Inverner vollage reference

g

Duration of thy harminic injeclism
n 1 L

AL
006 0.085 oor Quors oos

Time =]

Fig. 3: Principle of the voltage harmonic injection

In Fig. 3 the first subplot shows a period of the grid
voltage waveform. Then, in the second and the third subplots
are shown the enable harmonic signal and the harmonic
waveform respectively which are synchronized with the grid
voltage angle provided by the phase-locked loop (PLL) to
ensure the zero voltage crossing harmonic injection. The last
subplot shows the waveform of the inverter voltage reference
with the injected harmonic.

The frequency of the injected harmonic has been chosen
ten times higher than the grid voltage frequency. There are
some limitations by choosing the harmonic frequency. A
lower chosen frequency can interact with the resonance of
the current controller in the case of the proportional resonant
current controller with harmonics compensation is used (see
Fig. 4). On the opposite, the higher chosen frequency can be
near the grid resonance frequency as presented in [15], which
again negatively affects the final result. By linear
interpolation, the grid impedance at 50 Hz is determined.
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Fig. 4 Harmonic injection frequency range

By implementing the presented methods it is possible to
estimate, at any instant, the grid impedance with good
accuracy.

The proposed method uses periodical injection of one or
two voltage harmonics. The single harmonic injection uses a
600 Hz signal as presented in Fig. 5a and the double
harmonic injection uses a 400 Hz and 600 Hz signals,
respectively (see Fig. 5b), where:

- 6,,, — represents the grid phase angle provided by the
PLL structure. It is used in order to synchronize the
injection with the zero crossing of the grid voltage as
shown in Fig. 3.

- I, — the actual grid current

- ]g*, the grid current reference

- V;, — the injected voltage harmonic

- V' pyay — the inverter voltage reference

——1

Harmonic
generation

QPLL

Current
controller
+
a)
QPLL I\ Vi
Harmonic
generation
* +
Current 4 Ve
controller +
b)

Fig. 5: Harmonic injection methods: a) single harmonic injection; b)
double harmonic injection

B. Calculations

The estimation of the grid impedance using two different
numerical methods is explained in the following.

Single harmonic injection

One of the methods is to inject into the grid a single
frequency harmonic having one period time in a cycle (Fig
5a). The cycle time can be half or one second. In this case,
the grid-connected inverter injects the single harmonic into
the grid and measures the response of the injection using the
current and voltage sensors. The signals are further derived
in the way of Discrete Fourier Transformation (DFT)
analysis and finally the amplitude and phase are obtained.
The DFT uses equation (1) for coefficients calculation of the
voltage and current harmonic.

_ N4 . N-1 .
A= ZV(,,).COS[M]_, Zv(n)-sin(MJ (1)
n=0 N n=0 N
A =X +J i
where:

- N is the number of samples per fundamental period;
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- v(n) is the input signal (voltage or current) at point »;

- A, is the complex Fourier vector of the K™ harmonic

of the input signal,
- A, is the real part of A, ;

- A, is the imaginary part of A, .

In the following, using the relations (2), (3) and (4) it is

possible to measure the grid impedance Z(%) and the resistive
(Ry) and inductive (L,) part of it. Fig. 6a shows the
measurement structure used for this method.

Z=Ry+j o L, 2)
V(h)
I(h)
R, = Re{Z(h)}
“
L, = Im{Z(h)}
g
+
h; oFT | In
8. i
50 Hz - L l]]h Zh
Vg R:Rc{;,,} _>Rg
+ L=Im{Z,} —PLg
ol 5
Vgsoyg - Vh
a)
18
+ Harmonic ampl.
hi measurement LIy
Ig< - ; Zp
son ; - Z _Vul—pp —PRg
I Algebric
Vg , Ve Z), |calculation 7
+ A Harmonic ampl. N o o L,
v measurement 9
Vé’soy; - (; = ViV
b)

Fig. 6: Grid impedance estimation algorithms: a) single harmonic
injection; b) double harmonic injection

Double harmonic injection

The second method is explained as injecting two
different frequency harmonics followed by harmonic
response amplitude analyses for those two particular injected
harmonics (Fig. 5b). This approach provides an alternative of
being involved with phase angle calculation, which could be
difficult to implement if the DSP operates in fixed-point
numerical format. This method uses the absolute values mean
of the current response at the frequency of the injected
harmonic (Fig 6b). Thus, by computing the grid impedance
in two different points (meaning two injected harmonics at
different frequencies) the grid parameters are calculated by
solving following set of equations:

Zl =R +af L,

®)

2 p2 2 2
Zy =R, +wy - L,

(6)

2_ 2
L = Zl _ZZ
4 1’ )
)
2 52 2 2
R = 4 Ly —wy 2
) o - @)

- w;, w,denote injected harmonic frequencies;
- Z1, Z2 are the impedances calculated on w;, w>;
- R, L, are grid resistance and inductance.

(7

where:

Fig. 7 illustrates the waveforms of the voltage harmonics
(h,) and current harmonics (4;) (see Fig. 6). These

waveforms were obtained after removing the fundamental
from the grid voltage and current.
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Fig. 7: Waveforms of the grid voltage and current after the
fundamental was extracted
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1. IMPLEMENTED TEST SETUP AND RESULTS

The proposed method for the grid impedance estimation
has been tested on a single-phase grid-connected PV system.
The power circuit and its afferent control diagram are
presented in Fig. 8.

Inverter LCL filter

Transformer  Utility

PCC @_%6

PV array

Control Structure

dc voltage
controller

Fig. 8 The Control diagram of the PV system

The grid current controller is implemented using the
Proportional Resonant (PR) controller which is defined as:

G.(5)=K,+K,—— ®)

s+’
The PR controller has been associated with a harmonic
compensator (HC) G,,(s) which is defined as:

K
Gh (S) = Z K ﬁ
h=3,5,7,9 N +(a)0h)
The parameters of the LCL filter were set to L;=0.7 mH,
C=2.2 pF and L,=1.4 mH.

Fig. 9 presents the grid impedance estimations for ten
different values (between 0.05 mH and 2.5 mH) of the grid

©

ih
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inductance L, on a grid resistance R, of 0.5 Q. The solid line
represents the actual grid impedances Zy; and Zj, at the
harmonic frequencies (where h; is the first injected harmonic
having the frequency equal with 400Hz and h; is the second
injected harmonic having the frequency equal with 600Hz).
The dashed line represents the estimated grid impedance
using (1) and (3) of the DFT algorithm (Fig. 6a). The
estimated grid impedance, using the harmonic amplitude
estimation method (STQ) (Fig. 6b), is represented with
dashdot line. It can be seen that both methods presented in
Fig. 6 give good results in terms of real grid impedance
estimation, providing less than 15% error.
7 . .

—h1
l| = = =zh1STQ

(<))

N w EN (@]
T T T T

Grid impedance Zh1 (400Hz) [ohm]

—-
T

005 01 025 05 0.75 1 1.25 1.5 2 2.5
Grid inductance [mH] a)

—_—h2
- = =7h2STQ

Grid impedance Zh2 (600Hz) [ohm]

0 i i i i
005 01 025 0.5 0.75 1 1.25 1.5 2 2.5
Grid inductance [mH] b)

Fig. 9: Grid impedance estimation using harmonics injection a) hl —
400Hz; b) h2 — 600Hz (R, = 0.5 Q and L, — varies between 0.05 and
2.5 mH)

The grid impedance estimation on step variation in both
grid inductance and resistance are presented in Fig. 10 (R,
step from 0.5 to 1 Q and L, step from 0.25 and 0.5 mH). The
solid line represents the actual grid impedance at the
harmonic frequencies. The dashed line represents the
estimated grid impedance using DFT algorithm, and the
dashdot line represents the estimated grid impedance using
the harmonic amplitude estimation method (STQ). The grid
inductance and resistance are finally obtained using (4), (6)
and (7), as shown in Fig. 11. Both methods based on DFT
and STQ perform satisfactorily.
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Fig. 10: Grid impedance estimation using harmonics injection a) hl
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Fig. 12: The grid current and voltage during the harmonic injection

Fig. 12 presents the measured grid voltage and current at
point of common couple (PCC) during the harmonic
injection. A small disturbance of the grid current can be
noticed compare to some similar known methods that make
use of a low harmonic injection (e.g. 40, 60, 75 Hz). Of
course that using a higher frequency injection implies an
assumption that the grid impedance is linear on this
frequency range. However, the estimation error caused by
this assumption does not affect significantly the estimation of
the grid impedance.

IV. CONCLUSION

The grid impedance estimation using voltage harmonic
injection is well suited for both, anti-islanding standard
requirements (such as VDEO0126) and robust control for
distributed power generation systems (DPGS).

Using the harmonic signal injection at a higher
frequency (e.g. 400 - 600Hz) the output power of the inverter
is less disturbed compare to know similar methods.
Moreover, the calculation algorithm based on statistic
method (STQ), used in order to get the injected harmonic
signal magnitude feedback, is less complicated in contrast
with some of the known used algorithms based on more
advanced mathematics such as DFT method, Prony
extrapolation.

The use of a higher frequency injection implies an
assumption that the grid impedance is linear on this
frequency range. However, the estimation error caused by
this assumption does not affect significantly the estimation of
the grid impedance.
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Abstract- This paper presents an online grid impedance
estimation method for single-phase grid-connected systems, such
as photovoltaic systems, small wind turbines, fuel-cells power
systems. The method is based on producing a small perturbation
on the output of the power converter that is in the form of
periodical variations of active and reactive power (PQ variations).
The main idea is to make the power converter working in two
operation points in order to solve the equation of the equivalent
grid impedance. During the perturbation, measurements of
voltage and current are performed and signal processing
algorithms are used in order to estimate the value of the grid
impedance. The online grid impedance estimation method can be
used for compliance with the anti-islanding standard
requirements (IEEE1574, IEEE929 and VDE0126) and for
adaptive control of the grid-connected converters. The proposed
method is embedded in the existing power converter control. The
selected results validate the effectiveness of the proposed method.

Keywords- Grid impedance estimation, Distributed generation,
Grid-connected systems, Islanding detection, Adaptive control.

L INTRODUCTION

The increased penetration of the electrical grid with
Distributed Power Generation Systems (DPGS) based on
alternative sources such as photovoltaics (PVs), fuel cells and
wind has been enabled by inverter technology developments
[1]. The evolution of the recommended guidelines and
standards has streamed manufacturing and shaped inverter
design and control [2], [3]. However, this necessitates

continuous harmonization of standards at international level [4].

Integrating extra functions into the operation of the inverter
such as harmonic filtering and distortion elimination have
added another progress dimension [5], [6].

In order to comply with certain stringent standard
requirements for islanding detection such as the German
standard VDEO126 for grid-connected PV systems, it is
important to estimate the impedance of the distribution line
(grid). The standard requirement is to isolate the supply within
5 s after an impedance change of 1 ohm. Therefore, the PV
inverters should make use of an online measurement technique
in order to meet these regulation requirements. Moreover, the
estimation of the grid impedance can also be used in order to
increase the stability of the current controller by adjusting its

1-4244-0655-2/07/$20.00©2007 IEEE

parameters online. If the variation is mainly resistive then the
damping of the line filter is significant and makes the PV
inverter control more stable. If the variation is mainly inductive,
then the bandwidth of the controller decreases [15]. Also, in
this case, due to the additional inductance of the grid, the
tuning order of the line filter becomes lower and the filter will
not fulfill the initial design purpose. Therefore, besides the
standard requirement the knowledge about the grid impedance
value is an added feature for the PV inverter [13].

The objective of the paper is to propose an online grid
impedance estimation method suitable for single-phase grid-
connected systems. The method relies on the variations of
active and reactive power.

The paper is organized as follows. First, the known
impedance estimation techniques are summarized. Secondly,
two applications requiring on-line grid impedance estimation
are presented. Next, the proposed grid impedance estimation
method based on PQ variations is described. Finally, selected
results are presented to validate the effectiveness of the
proposed method.

II. GRID IMPEDANCE ESTIMATION TECHNIQUES

According to [13] different techniques, as presented in [7],
[8], [9], [10], [11] and [12] can be used for line impedance
measurements. It is noticeable that, usually, these methods use
special hardware devices. Once the inputs are acquired by
voltage and current measurement, the processing part follows,
typically involving large mathematical calculations in order to
obtain the impedance value.

The state of the art divides the measuring solutions into two
major categories: the passive and the active methods.

The passive method uses the non characteristic signals (line
voltages and currents) that are already present in the system.
This method depends on the existing background distortion of
the voltage [16] and, in numerous cases, the distortion has
neither the amplitude nor the repetition rate to be properly
measured. This will not be interesting for implementing it in a
PV inverter.
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Active methods make use of deliberately “disturbing” the
power supply network followed by acquisition and signal
processing [7], [8], [9] and [11]. The way of “disturbing” the
network can vary, therefore, active methods are also divided
into two major categories: transient methods and steady-state
methods, as briefly described in the following.

A.  Transient Active Methods

It is worth mentioning that the transient methods are well
suited for obtaining fast results, due to the limited time of the
disturbing effect on the network. Quickly, by this technique,
the impedance measuring device generates a transient current
in the network (e.g., a resistive short circuit), and then
measures the grid voltage and current at two different time
instants, before and after the impulse occurrence. The impulse
will bring in a large harmonic spectrum that afterwards should
be analyzed. The results obtained show the network response
over a large frequency domain, making this method well suited
in applications where the impedance must be known at
different frequencies. However, this method may involve high
performance in A/D acquisition devices and must also use
special numerical techniques to eliminate noise and random
errors [17]. These requirements are difficult to achieve on a
non dedicated harmonic analyzer platform like a PV inverter,
even if a DSP controller is used.

B, Steady-State Active Methods

Steady-state methods typically inject a periodically known
distortion into the grid and then make the analyses in the
steady-state period. One of these techniques proposes the
development of a dedicated inverter topology [11] and by
measuring the phase difference between supply and inverter
voltage the computation of line impedance. Another technique,
which is easy to implement [18], repetitively connects a
capacitive load to the network and measures the difference in
phase shift of the voltage to the current.

The technique proposed in [13] is a steady-state technique
that injects a non characteristic harmonic current into the grid
and records the voltage change response. Results are processed
by means of a Fourier analysis at the particular injected
harmonic. In this way, the method has the entire control of the
injected current. Thus, the calculation resumes only at the
specific Fourier terms that give the final result. It is worth
mentioning that the same technique can be used to obtain the
frequency characteristic of the grid impedance, if the method
repeats the measurements at different frequencies [19].

III. APPLICATIONS SUITED FOR GRID IMPEDANCE ESTIMATION

Two applications requiring on-line grid
estimation are briefly presented in the following.

impedance

A.  Anti-islanding method using grid impedance estimation

The islanding problem is defined as a continuation of
operation of a grid-connected converter after the grid has been
turned off. As shown in Fig. 1, the grid-connected inverter can
actually continue to run especially if there is a resonant RLC
local load (where the resonant frequency is close to the line

frequency value and the value of the resistor R matches with
the inverter output power). This worst case scenario poses
serious safety problems.

Py +J0, APHA0
He {3
T -
S Utility Grid
PV Low-pass LCL  + breaker

Inverter

Tranformer
array filter as (recloser)

Figure 1. Islanding operation phenomenon

The German standard VDEO126 for PV inverters requires
the detection of the increase of grid impedance within a
determined time (1 ohm jump in the grid impedance has to be
detected in 5 seconds). Therefore, the on-line grid impedance

estimation is well suited for this particular standard

requirement.

B. Adaptive control for grid converters based on grid impedance
estimation

The grid impedance also has impact on the control of the grid
converters. A large variation on the grid impedance highly
decreases the stability and the performance of the current
controller. As mentioned, the knowledge of the grid impedance
is important for safe operation of a grid connected converter.
The performance of the converter also depends on the grid
impedance (Z,) and the voltage at the Point of Common
Coupling (Vpcc) which in most of the cases is distorted due to
other nonlinear loads connected to PCC. See Fig. 2.

{ Energy
! source

-

Converter [ o, Grid |

%3

Z 2
filter —
~ PCC 4

)

Adaptive control Yl

Current Controller

est
Grid impedance
estimation

Figure 2. Adaptive control of the grid-connected inverter

The current controller parameters are tuned in accordance with
the output filter impedance of the converter Z,, and some
assumed value of the grid impedance Z,. A linear current
controller for AC reference tracking with zero steady state
error (zero phase shift and zero amplitude error) can be
constructed either by transforming the control system into an
equivalent DC system and using a DC controller or by using an
AC controller (e.g. the proportional resonant controller). In
both cases the stability of the controllers depends upon the grid
impedance value as the grid impedance is a serial addition to
the output filter of the converter. If the variation is mainly
inductive, then the bandwidth of the controller decreases as it
can be noticed from Fig. 3. In order to alleviate this problem,
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the gain scheduling method can be used for adjusting online
the current controller parameters, as presented in Fig. 4.

20 L increases
-
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Figure 3. Bode plot of plant for different values of the grid inductance L in
case of using an LCL filter
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Figure 4. Gain scheduling method

The method relies on the variation of active and reactive
power of the grid-connected converter. The principle of the
variation of active and reactive power is presented in Fig. 5. A
PQ control strategy is required in order to implement this
method for a single-phase grid-connected system, as presented
in [14].

1
g
Vg Orthogonal » e V5+Vﬂ2 ® controller
system | - 5 o 7
generation | —/_, 1*_2'(Vp'P -V.-0') |,
petW e R )
V24V,
a)
AP
Pmax
lap
At, | At
N
0 1AQ
b)

Figure 5. The principle for the variation of active (P) and reactive (Q) power

The PQ control structure is depicted in Fig. S5a. The
Orthogonal System Generation (OSG) block is required in
order to implement a PQ control in single-phase systems. The

orthogonal voltage system is generated by a Second Order
Generalized Integrator (SOGI) structure, as shown in [20]. For
three-phase systems, this is not longer required, being replaced
by the Clarke transformation block (abc-af).

The accuracy of this method depends of the PQ variation
values (4P — variation value of active power P and 40 —
variation value of reactive power Q) and the duration of the
perturbation (4¢P — variation period of active power P and 4/Q
— variation period of reactive power (), as shown in Fig. 5b.

The PQ control principle is based on the relations presented
in (1) and (2) according to [14].

P:l(Va-]a+Vﬁ-Iﬂ)
’ (1
Q:§<Vﬂ'la—Va'1ﬂ)
p 2 (10" 47, P)
“ VZiv} o
2-(Vﬂ~P*—Va~Q*)
Iy = 72412
«tVj

Fig. 6 shows the principle of how the method using PQ
variations works. The estimation of the grid impedance using
PQ variations is explained in the following.

Vecc=1g-Zg+Vs 3)

The equation of the grid voltage measured at the Point of
Common Coupling (Vpcc) is given in (3), where I, represents
the current injected into the grid by the grid-connected
converter, Z, is the grid impedance and V, represents the
voltage source of the grid. The difficulty in the estimation of Z,
using (3) is that the voltage source of the grid (V) is
immeasurable. Therefore, the main idea is to make the power
converter working in two operation points (1 and 2), as
presented in Fig. 6, in order to avoid the unknown variable V
from (3).

Vl\
v, 2
v 7,
v,
Q »
1, I I

Figure 6. Power converter working in two operation points

It is assumed that the grid impedance is linear between these
two nearby working points. In (4), the equations of the grid
voltage in these two working points are presented. V; and V,
represent the Vpce for the working points 1 and 2. By
subtracting V, from V; (5), the unknown variable V; is avoided.

Vi=h-Zo+V
e %)
V2:[2'Zg+Vs
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Figure 7. Equivalent grid impedance

Fig. 7 shows the equivalent grid impedance, where R and L
are the resistive and the inductive part of the grid impedance.
At the fundamental frequency the influence of EMI
capacitance C, over the grid impedance can be neglected: Thus,
the relation of the grid impedance Z, can be written as shown
in (6).

Vi-V
Ze=R+j oL =—=—22 (6)
I - -1 2
Furthermore, the expressions of the resistance R and

inductance L are given in (7) and (8).
The AV, from (8) is considered equal to 0, as the orthogonal
voltage system is created artificially for a single-phase system.

R=Re Vi- nif:
[1 P

L=t L=V
h—1>

@

AV, Al +AV,-Al,
C AL +AL
_ AV, -Al,—=AV,-Al,

2 2
[AI J HAL J @

As it can be seen from (8), the calculation algorithm for the

grid impedance is less complicated in contrast with some of the

known used algorithms based on more advanced mathematics
such as DFT method [13], Prony extrapolation [7].

(7

®)

V. RESULTS

A single-stage grid-connected PV inverter (1.5 kW power
range) has been modeled in order to analyze the proposed
method performances, as depicted in Fig. 8. The system has
been modeled using MATLAB/Simulink. The plant including
the LCL filter and the grid impedance has been developed
using Simulink transfer functions as shown in Fig. 9. The
voltage source inverter (VSI) is controlled using a unipolar
PWM to place the harmonics on the high frequency side
making them easier to filter. The parameters of the LCL filter
are: L; = 1426 pH, C; = 2.2 uF, L, = 713 pH. The EMI
capacitance C, is equal to 1uF. The switching frequency of the
inverter is 10 kHz. For higher power, the LCL filter needs to be
redesigned.

The Proportional Resonant (PR) plus Harmonic
Compensator (HC) current controller, as defined in [15], has
been used to control the grid current.

5] S|t }
G L b i, pcc (L R
Cp—— Cy I VPCCi‘Lq lV
T T ‘ '
LCL filter Grid impedance
S J R} | i

PV String VOIIK&E Source Inverter
Figure 8. The voltage source PV inverter connected to the grid

through an LCL filter

V_PCC

Figure 9. LCL filter and grid impedance modeling

The following parameters were used for the PQ variations:
AP=100 W (6.6 % of nominal P), AQ0=100 var, AtP=AtQ= 60
ms.

A resonant filter has been used (to filter the V,, 1, and 7,) in
order to get accurate values for the R and L according to (8).
The Bode plot and the step response of the resonant filter are
presented in Fig. 10a and Fig. 10b. The resonant filter has been
designed for a very good filtering without affecting to much

the dynamics.
Bode Diagram
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Figure 10. Resonant filter: a) Bode plot and b) Step response

In the following, selected results are presented to validate the
proposed method.

The first set of results is obtained for a simultaneous
resistive step of 0.1 ohm and an inductive step of 100 uH, in
the case of a grid voltage THD equal to 0% (Fig. 11).
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