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Abstract

In Augmented Reality applications, the real environment is annotated or en-
hanced with computer-generated graphics. This is a topic that has been re-
searched in the recent decades, but for many people this is a brand new and
never heard of topic.

The main focus of this thesis is investigations in human factors related to
Augmented Reality. This is investigated partly as how Augmented Reality
applications are used in unsupervised settings, and partly in specific evalua-
tions related to user performance in supervised settings. The thesis starts by
introducing Augmented Reality to the reader, followed by a presentation of
the technical areas related to the field, and different human factor areas. As
a contribution to the research area, this thesis presents five separate, but se-
quential, papers within the area of Augmented Reality. As such, each paper
build on results or inspiration gained in the previous paper(s).

Three papers present Augmented Reality installations to the visitors of a
danish museum on two projects: Memories of the Walls and the Castle Chapel.
They present the design and development of the installations, and present an
evaluation methodology for unsupervised longitudinal studies along with
findings of actual in field usage.

Two papers present specific evaluations of areas related to human factors
in Augmented Reality, and present specific methodologies for evaluation of
user performance: one evaluating user perception of static orientation er-
rors and the other evaluating user task performance related to dynamic view
management techniques.
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Resumé

Princippet i Augmented Reality er at den virkelige verden bliver suppleret
eller udvidet med computer genereret data. I grove traek kan det veaere at
kombinere visuel information fra den virkelige verden med visuel computer
data. I forskningsverdenen er dette et emne der har veeret kendt og forsket i
de seneste artier, men for mange almindelige mennesker er dette et helt nyt
emne, de aldrig har hert om.

Det primeere fokus for denne afhandling er at undersege menneskelige
faktorer relateret til Augmented Reality. Dette underseges delvist i studier
omhandlende hvorledes Augmented Reality programmer i et naturligt miljo,
uden opsyn, og delvist i specifikke laboratorieforseg omhandlende brugeres
preestationsniveau i forskellige sammenhaenge. For at introducere laeseren til
emnet bliver Augmented Reality introduceret, efterfulgt af relevante emner
relateret til teknologiske og menneskelige faktorer.

Afhandlingen praesenterer fem separate, men sammenheengende, artikler
indenfor temaet Augmented Reality. Som udgangspunkt bygger hver artikel
pa resultater eller observationer fra tidligere artikler.

Tre artikler omhandler Augmented Reality projekter lavet i samarbejde
med et dansk museum for at introducere Augmented Reality til deres beso-
gende: Murenes Minder og Slotskapellet. De praesenterer design og imple-
mentering af installationerne, preesenterer en metode for leengerevarende
studie af brugen, samt resultaterne af brugen pa museet.

To artikler praesenterer specifikke evalueringsstudier relateret til men-
neskers brug af Augmented Reality, samt metoder for at evaluere brugeres
preestationsniveau. I et studie underseges hvor godt mennesker sanser statiske
orienteringsfejl i Augmented Reality. I det andet studie evalueres menneskers
preestationsniveau i forbindelse med dynamiske teknikker for informationsvi-
sualisering.
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Part 1

Introduction






Introduction

"If you wish to make an apple pie from scratch,
you must first invent the universe.”

CARL SAGAN, Cosmos

Augmented Reality (AR) is the concept of augmenting the user perception
of the world with additional computer generated content, which is related to
the current view of the world, with either information related to the world or
virtual content placed into the world as if it were real objects (Figure 1). AR
aims to present an interactive experience, supplementing the real world with
additional information. One use case for AR is to give the user a perception
which is not available ordinarily.

In his survey of AR [3], Krevelen asks the reader to imagine a world
in which you can see more than other people, and hear something others
cannot. It is a world where technology enables this imagination, and we
get the ability to perceive computational elements augmented into our real
world experience. In his world we have creatures and structures that aid us
in our daily lives, and interaction with this world is as natural and simple
as speaking and gesturing. This is the world many dream of being a reality
with AR technology, some day.

A lot of people are working on improving technology in order to get
there. And just as many come up with ideas for future implementations,
once the technology is ready. As one of the most current examples, Microsoft
are presenting the Hololens (Figure 1a), which according to themselves will
allow a more natural interface to the technology. An example idea of how the
technology might be used as it matures, Sight (Figure 1b), a short futuristic
film by Eran May-raz and Daniel Lazo. It presents life with AR technology
in contact lenses, and how that might affect everyday life.

But, before we get to that point, there is a series of issues we need to tackle.
These issues are mainly in relation to the world, such as getting precise in-
formation on location and orientation of the user in the world, and following
that, some information about the close proximity of the user, i.e. what he is



(a) Microsoft Hololens marketing ex- (b) The short film "Sight" by Eran May-
ample of how their technology might raz and Daniel Lazo, as they imagine
be used AR might be used in the future

Fig. 1: Examples of AR interfaces as imagined used.

looking at, is there anything blocking the view or occluding objects? Chap-
ter 5 dives more into some of the technological issues of AR, describing the
current state-of-the-art and how far we are from the goal, and how this has
motivated my work and this resulting thesis.

Even with all this technology we are not done yet. Having all the tech-
nology in place only enables us to move the applications from the laboratory
into the real world. The perceptual issues related to the user when seamless
blending of computational objects into the real world is the first topic to ex-
plore related to the human factors of AR. There is a need for understanding
these human factors in order to enable design of applications, which suc-
cessfully convey information to the user, which is consistent with the users
expectations. This is presented in Chapter 6.

Next we need to enable end-users to exploit the technology to the best of
their abilities. Learning to use new technology is something many of us take
for granted. We set time off to do so, and then we just learn it! How hard
is that? Well, for many people it really is a hard task. And with disruptive
technology that greatly differs from the technology people are already used
to, it becomes even harder. Think about how many people you might know,
who cannot use a mobile phone, those who never send emails, or who never
use a computer. This is in one end of the spectrum of users, while in the
other end of the spectrum we have the technology literate and first movers
of the technology world. Getting people to use technology in the real world
is a topic which in many ways is out of the scope of this dissertation, and it
is not explored in depth in any of the chapters nor publications, but will be
shortly covered in Section 6.3.



1. Motivation

1 Motivation

The thought-experiment described in the introduction presents us as devel-
opers and researchers with a general list of topics to overcome in order to
create engaging and convincing AR applications.

In this section, the goal is to motivate the research in relation to the top-
ics mentioned in the introduction, and to motivate why this is necessary to
develop engaging AR applications. The topics can roughly be divided into
a technology aspect and a human factors aspect, which both must be given
adequate attention to create any type of useful AR application.

With continual increase in computational power, increased hardware mo-
bility, and a decrease in size of technology, the barriers of the technology are
becoming lower and lower. It is possible to create new technology driven ap-
plications which exploit the surroundings of the user to embed context into
the world. Augmenting computer generated content into the world through
tablets, phones and glasses, wherever the user is in the world, is possible. By
doing so we might change the way the user interacts with the surroundings.
However, as stated in the introduction, we are still not there yet, and there
are lot of technical limitations to create in-field unsupervised AR applications
that "just works".

One area, which has been the focal point, motivating the research pre-
sented in this thesis, is the idea of getting the technology in the hands of real
people, in a real setting, for an extended amount of time. Not a small scale
study in the lab for a short duration. By enabling users in a real setting we
can better uncover how the technology is being used from their perspective,
and how they opt to use it with no supervision or no sense of commitment.
However, this presents the problem of not being in control of the environment
and the users, and may limit the reproducibility of the experimentation, as
well as increase confounding and random variables in the experiment. On
the positive side, it allows for getting a better understanding of the appli-
cation usage of users in a natural setting, where they do not feel obliged
to participate as requested by any traditional experimental laboratory study
would do.

A way to introduce an audience to AR in a more controlled setting, to limit
some of these confounding and random factors, is through museums and his-
torical settings, in which they can be exposed to AR in a limited form, with
defined settings and boundaries for the ease of experimentation. Outside the
lab, multiple studies have attempted to leverage AR technology for histori-
cal sites, such as a situated documentaries about historical events [2, 7, 9],
reconstructions of cultural heritage [1, 8, 10], geo-physical Situated Simula-
tions [5, 6], and urban city touring [4]. Within museums AR can be used
as a tool with which visitors can extend the information available to them,



by adding to the existing information, be it by audio, visualization and/or
haptic augmentation. Some recent application examples of AR in museums
include museum guides, that attempt to bring added information to the mu-
seum visit through augmentation of information into the scene. Similarly, AR
exhibitions offer the user the ability to explore AR installations, and AR inter-
faces can represent artifacts that may otherwise be off limits to the public, for
various reasons. Two projects in this thesis deal with applications presented
to visitors in a museum context running daily on location, unsupervised. The
projects present collaboration with Koldinghus Museum in development and
experimentation of two installations: Koldinghus Augmented: Memories of the
Walls and Koldinghus Augmented: Castle Chapel. These projects and the setting
will be presented in more detail in Part II of this thesis.

Despite being a large field of research, and with multiple people striving
to take AR technology from the research labs and into the world for people
to use in their daily lives, we are not there yet. In the research literature,
people discuss the presence of "the one app" or "the killer app" to save AR
as a technology and research area, or to define AR in the eyes of the world
and the media. A lot of aspiring developers and researchers have devised
innovative, but sometimes also crazy, AR application hoping to discover this
one app.

In the reality of things, I believe this one application does not exist. Nor
should AR be treated simply as a technology platform for development. In-
stead I see AR as an interface to data. It is decoupled of the display tech-
nology, and can be implemented on hardware platforms such as a computer,
tablet, phone, or a pair of glasses even, and it becomes the interface which
displays the data to the user. In that sense, looking for a single app to define
AR is sort of like looking for the one app to solve all of peoples problems.
The correct thing to do, in my opinion, is to leverage the interface paradigm
and not set limit for "AR only", if in reality the application would be better
off with a different interface. What is really needed is to focus on the people
using this interface technology, and develop applications which are useful to
a potential user. Just like with any technology, there are always cases where
a specific interface is simply not useful, or there is a more simple way of
doing it using another interface. To develop an application for which the AR
interface is the most natural thing is the hard part. And we must elevate both
the technology and our knowledge of human factors in order to arrive there.

2 Thesis Outline

This thesis consists of three main parts
In this first part of the thesis, Part I, the topic of AR and motivation for the
experiments of the thesis was introduced. Following this, the core concepts of



References

AR is introduced, as well as the history and definitions needed for discussing
the topic and sets up this as a common framework for later discussions. It
relates the contributed experiments within this thesis to the broader field of
AR and presents both the technology and user problem spaces. Furthermore,
this part motivates the remainder of the thesis, the contributions.

Part II introduces the research projects and experimentation carried out.
It initially motivates the research area of AR applications for unsupervised
in-field experimentation. Following the research projects, the main contribu-
tions of the thesis are summarized and conclusions are drawn. This part is
the summary of the main body of work and generation of new knowledge to
the research field.

The final part of the thesis, Part III, contains the papers that make up the
core scientific contribution, presented in chronological order.

The AR applications developed during this thesis work, can be catego-
rized into two elements, related to either longitudinal on-site studies or in-
lab experiments. For the first element, Papers [A-C, E] address longitudinal
user studies on location, in unsupervised settings. These applications de-
mand knowledge of both technical insights in developing AR applications
(presented as theory in Chapter 5), as well as insights into how people make
use of the technology within the wild (Chapter 6). For the second element,
Papers [D, F] presents laboratory work within more perceptual areas of user
studies and AR (Chapter 6), where insights gained in the the first part of the
research area have been used to instruct focused research.
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The Augmented Reality Problem Space

"If you love what you do and are willing to do what it takes,
it’s within your reach.”

STEVE WOZNIAK

This chapter presents the relevant theory of AR and related topics in the
human factors area. In recent years, the topic of AR has greatly expanded,
and in addition to visual AR, audio, tactile and other senses have been cov-
ered by researchers.

As a delimitation for the thesis, this chapter is limited to the topics rel-
evant for the research areas of the work presented, namely visual AR and
some human factor topics related to AR. For a more thorough survey of the
field as a whole, the reader should consult literature such as [7, 9, 75].

3 Defining the topic of Augmented Reality

The aim of AR is to present an interactive experience, supplementing the real
world with additional information. This information is presented to the user
as anchored in the real world. The physical world and objects herein acts as
the backdrop to the user, on top of which the computer generated content
is presented. To the user it can be perceived as real and virtual stimuli co-
existing in the world.

In a broad sense, AR can be defined as the artificial, seamless, and dy-
namic integration of new content into one’s current perceptions of reality.
Here one’s view of a physical environment is supplemented (or augmented)
by computer-generated sensory input, including visual, auditory, haptic, ol-
factory and taste. The augmentation happens in real-time, as well as in the
correct semantic context of one’s real environment. In the context of this the-
sis, I delimit this broader definition of AR, and focus mainly on visual AR.
Through the papers presented, my research focuses on visual and percep-
tual issues related to AR [93, 95-98]. In addition to the presented papers, 1
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Fig. 2: The Reality-Virtuality Continuum as presented by Milgram et al. [106].

have been part of research projects within Auditory AR and VR and related
perceptual issues [76-78].

Most researchers agree on which elements of what constitute AR, but
there are differences of opinions on some areas of the research. I follow the
definitions for AR by Azuma [9], and at the same time think of AR as a subset
of the Virtuality Continuum by Milgram [106]. Building on this, I choose to
also include Indirect Augmented Reality [153] and Situated Simulations [85]
as being a subset of AR. The reasoning behind this is explained subsequently.

Milgram et al. [106] presents the Reality-Virtuality continuum (Figure 2),
and classify it as part of a larger set of Mixed Reality (MR).

Azuma [9], and Azuma et al. [7] define AR as systems which exhibits
three characteristics:

1 Combines real and virtual
2 Interactive in real time

3 Registered in 3D

This definition allows the AR application to be decoupled from the dis-
play technology, and allows for a broad range of applications to fit the crite-
ria. It can be presented on a 2D display, which is the most common display
method (computer screens and mobile displays such as phones and tablets),
or it can be rendered to a stereoscopic display in a Head-mounted display
(HMD) as just two examples.

Starting from the last characteristic presented by Azuma, being registered
in 3D means that the augmented information must be linked to physical
point in the world, such that when the user navigates around in the world,
the augmented element stays linked to a physical point in real 3D space.
Different sensing technologies enable this registration and tracking in 3D to
various degrees of precision. It is a topic of discussion how precise tracking
is needed for coherent AR, if we don’t simply accept the fact that the more
precise tracking the better. Depending on the application, the tracker may
need more or less precision. Examples of this would be for medical and
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3. Defining the topic of Augmented Reality

surgical assistance where high tracking precision is a hard requirement. And
in comparison, adding additional information to a poster on your mobile
phone might be completely fine with less precise tracking.

Being interactive in real time, the second characteristic, tells us that the
application should be a form of interactive media. As such, movies are not
part of this definition, and even though most movies today add computer
generated content into the scene registered in 3D, it is not an interactive tech-
nology, and therefore not AR. As it is not fully defined from the characteristic
alone, I define this interactive media as either allowing manipulation of ob-
jects in the space or the manipulating the viewpoint looking at the space.

The first criteria, combining real and virtual objects in a real setting, is
the idea of augmenting computer generated content into the physical setting.
Depending on how wide or narrow this criterion is interpreted may restrict
the types of applications fall into the category of being AR. Some initial ques-
tions one might ask are:

o "What is meant when saying combining real and virtual?”. Le. does it need
to be computer generated visual content onto a live image capture?

o "Does it have to be in the current setting of the user?”. Le. if I am watching a
soccer match, and information is drawn on top of the game, registered
in 3D on the field, is that AR, even though I am not situated in that
setting currently?

o "Must the coupling of real and virtual happen on the display technology?”.
L.e. must the blend of real and virtual content happen on a screen, or
can there be another coupling instead, such as a mental coupling?

For this thesis, I define AR to also provide local virtuality, as presented by
Benford et al. [16] in his classification on shared spaces, depicted in Figure
3. Local virtuality happens in situations where the user is presented with
synthetic information related to the local physical setting where the user is
located. According to this classification, AR provides local virtuality, and
applications which seek to present virtual information to the user placed in
the correct local physical setting can be considered a subset of AR. For this
reason I include Indirect Augmented Reality [153] and Situated Simulations
[85-88] as being part of this subset of AR. Both authors present a general idea
that it is possible to replace the live video part of the augmentation, and rely
on other factors to create AR. In the case of Wither et al. (Indirect Augmented
Reality), they use a pre-captured panoramic image of the same location to
match the tracking better. And in non-technical terms, there are no "live"
elements shown to the user, even though the user is not aware of this. They
motivate this by improving the tracking quality while the user maintaining
a similar experience to that of a live camera feed. In the case of Liestol et
al. (Situated Simulations), they opts to remove the live image entirely and
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Fig. 3: Benfords classification of shared spaces according to transportation and artificiality, in
which AR needs a local presence in space to be considered AR and not simply virtual [16].

replace it with a historical representation of the physical place. Le. they
use the physical presence of the user as the "real” world (from Azuma’s first
property of "Combines real and virtual"). In case of Situated Simulations, the
fact that the simulation happens in the correct physical location makes this
AR, similarly as described by Wither et al.

In both of these cases (most profound in Situated Simulations) there is
mainly a mental coupling, where the user must understand how the visual
content on the screen fits into the local physical environment. Physical local
presence is needed to achieve this mental coupling. If this is not possible it
loses the local virtuality aspect, and becomes an interactive visualization not
coupled to the real world, and therefore no longer AR. In this thesis, the same
concept and definition is used for motivating the visualizations presented in
Koldinghus Augmented: Castle Chapel (Chapter 9).

4 A Brief History of Augmented Reality

The term augmented reality was coined in the early 1990s by Caudell and
Mizell while working at developing display technology for the manufactur-
ing process at Boeing [21]. During the last few decades, a multitude of re-
search has developed the technology even further, and investigated use-cases
for AR. This section presents a brief introduction to the research area and
explains how we got to where we are now.

In the research field, Ivan Sutherland constructed his "Sword of Damo-
cles”, the first head-mounted display system for AR, in 1968 [140] (See Figure
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Fig. 4: The Sword of Damocles developed by Ivan Sutherland at the University of Utah [140].

4).
During the 1970s and 1980s as technology matured and computers be-
came powerful and small enough to be worn, industry products such as
Sony’s Walkman (1979) were introduced, the digital watch and early per-
sonal computers led to a boom in the research and industry in the early
1990s, where applications soon started to be published [11, 21, 129]. Mo-
bile computing and AR through wearables and GPS was introduced by Steve
Mann [100] and Feiner et al. [38] (Figure 5). Also in the 1990s, scientific con-
ferences started appearing: the International Workshop and Symposium on
Augmented Reality, the International Symposium on Mixed Reality, and the
Designing Augmented Reality Environments Workshop. From the industry
side, technology became smaller and more powerful, and computing devices
such as the Apple Newton MessagePad 100 (1993) and the Toshiba Libretto
(1996) appeared. In 1997 Ronald Azuma more or less defined the field of
AR with his survey on the research field [9], and re-defined it with slightly
different wording in 2001 [7]. In the latter part of last century, Kato and
Billinghurst introduced ARToolkit [67], a software library making it easier to
develop AR applications using camera registration of fiducial markers.

A decade ago computing processors had become even more powerful and
energy efficient, and we saw the early camera phone from Sharp (the J-SH04
from 2000), and later the Apple Iphone (2007) and HTC Dream (2008). With
this mobile technology researchers had the power to move the technology to
a truly handheld and mobile device. With advances in tracking technology,
in 2007 Klein and Murray presented their implementation of Parallel Tracing
and Mapping using a monocular camera [69].

During the last 10 years, public interest in the topic and related tech-
nologies have increased (See Figure 7) and motivated more people to enter
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(a) Development of wearable comput-
ing from Steve Mann, from 1980s to (b) Prototype mobile AR system from
late 1990s [100]. Feiner et al. [38].

Fig. 5: Wearable and GPS computing.
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Fig. 7: Google Trends index for popularity of "Augmented Reality" from 2005-2015.

the field. And with new publicly available technology such as the Occulus
Rift for virtual reality and the coming Hololens for AR, it might inspire re-
searchers and developers to new use-cases for AR as an interface. Further
sparking the interest and dreams (and fears) of the public, Hollywood has
set the bar high when imagining AR interfaces in their movies, and what the
endless possibilities are.

Over the years, there have been multiple surveys on the field of AR. Any-
one interested in the history and technology should refer to the consult liter-
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Fig. 8: Examples of visual coherence of AR [83].

ature such as [7, 9, 75] for a more in-depth historical insight to the research
area.

5 Technical Challenges in Augmented Reality

The concept of AR, i.e. superimposition of virtual content onto the real world,
typically onto a live video sequence of the real world, and to do this in a
realistic and convincing manner, is a challenge in many ways.

The theoretical principles behind developing AR applications are well
known [123], and have been for more than a decade. However, it is not
until recent years AR has started rising in popularity, mainly on mobile de-
vices. To develop applications leveraging on AR technology, a lot of specialist
knowledge is needed and little (if any) technology frameworks work out of
the box with no hiccups, in a full development cycle.

The general principle is to augment digital computer generated content
into the real world. Sort of as the step between the real world and virtual
reality. The embedded content is often based on real content in the scene,
such as embedding a 3D object on top of a marker or known position, or
linking a label to an object or point in the real space.

In order for the user to perceptually identify this augmentation as part of
the world, the fidelity, and in the case of this thesis the visual fidelity, i.e. the
degree to which it matches the world must be considered in the research and
in the application development. Visual fidelity naturally leads to three main
technical aspects to consider: tracking, occlusion and illumination.

Figure 8 illustrates examples of these areas. Tracking is the cornerstone
of AR, allowing AR applications to be developed according to the three char-
acteristics of Azuma’s definition of AR. Tracking alone has the purpose of
ensuring that the embedded content is registered correct in 3D. No other
chain in the development pipeline has this much responsibility, and even the
characteristic of having interactive frame-rates is the responsibility of all com-
ponents, and if one component use too much processing power or too much
time, it will stop being interactive, or the experience will suffer. It is much
easier to develop an application if you do not care about occlusion or illu-
mination of the experience, but that does not make those areas unimportant.
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And for a good AR application with a good user experience, these topics are
a necessity to consider in the development process.

5.1 Tracking

During the years the term tracking has been used by the community as a
"catch-all" term for detection, registration, estimation and tracking positions
and orientations of known or unknown objects in a scene. Or at least for
scientific content where the registration or tracking has not been the main
purpose of the contribution. For this section, tracking is used in that context,
as a catch-all term for the above.

Tracking is the task of observing the state of an object (or multiple objects)
in the world over time. This state can be both the position of an object, its
orientation and features of the object. It is a topic which has left many de-
velopers with many headaches and something practitioners in the field more
often than not delegate to specific development libraries or experts rather
than doing themselves. In the relation to this thesis, tracking is defined as an
adaptation of [14],

o the process of estimating and following the pose of a physical object in
the real world over time, relative to the sensing device

and for the application and experiment development presented in the thesis,
readily available tracking technology has been employed and the tracking
technology itself is not the focus of any reported experiments. This section
will therefore serve the purpose of introducing the reader to the topic of
tracking for AR, and technology used in the experiments will be presented.

In order to align the virtual computer generated objects to the world, the 6
degrees-of-freedom (DoF) of the object and the pose of the place in the world
it is augmented into must be known, and as accurately as possible [6].

For motion tracking for augmented and virtual environments, there are
many enabling technologies such as e.g. mechanical, ultrasonic, magnetic,
optical and inertial tracking [128, 151]. Welch and Foxlin [151] presents a
thorough review of the state of the art within motion tracking techniques,
explaining pros and cons of each method in great detail.

Notably from the research field, AR technology has seen much progress
with various motion tracking technologies as an enabling technology for the
applications. There has been research into tracking from GPS [38], to inertial
tracking [45], further to camera vision based techniques, utilizing both 2D
fiducial marker based [55, 67] and feature point based techniques [70, 91, 150],
ie. with or without known objects in the camera field of view to track.
Researchers have recently attempted combining multiple techniques in sensor
fusion tracking solutions [20, 68, 119].

16



5. Technical Challenges in Augmented Reality

Sensor e

Fig. 9: Example of a strapdown inertial navigation system with 3 axis accelerometer and 3 axis
gyroscope. [22]

The systems employed in the experiments presented in this thesis relies
on inertial and/or optical tracking, which is specified in the individual ex-
periments. For this reason, this section will only go into detail with these
methods for tracking, and the reader is refered to Welch and Foxlin [151] for
a more thorough review of the other tracking technologies.

Inertial tracking

An inertial navigation system (INS), is a self-contained device measuring ori-
entation and acceleration using a combination of accelerometers and gyro-
scopes (see Figure 9 for an illustrated example). Inertial systems have been
in use for ships, airplanes, submarines since the 1950s [151], and have since
found useful for a wide range of applications from unmanned aerial drones
and guided missiles to tracking for AR.

Gyroscopes measure the angular velocity of the system. Accelerometers
measure the linear acceleration of the system. From the measurements of
angular velocity and linear acceleration, it is possible to determine current
orientation and velocity of the system by integrating measurements of the
system, and integrating a second time yields position of the system. Figure
10 displays the information flow from the INS to calculate orientation and
velocity.

Inertial sensors such as illustrated in the examples in this section are com-
pletely self-contained, requiring no setup or installation in the settings to
work, and are available in most handheld mobile devices (phones and tablets)
being sold today. Other characteristics of inertial sensors are low latency and
high sample rate, meaning they can be measured multiple times (up to thou-
sands of samples) per second and high quality units are less prone to jitter
effects. However, for inertial tracking components often found in consumer
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Fig. 10: Funtional flow diagram of a strapdown inertial navigation system with 3 axis accelerom-
eter and 3 axis gyroscope. [125]

hardware, noise is present, and filtering this will introduce latency to the
measurements. A negative characteristic for this type of tracking unit is that
they are prone to drift over time, due to the nature of integrating measure-
ments. Even a small bias error of the inertial unit measurement can result in
large errors after just seconds of usage, and even larger errors for the double
integration step in calculating position.

For the experiments described in this thesis, I use and describe inertial
based tracking approaches and outcomes in the project Koldinghus Augmented:
Castle Chapel (Chapter 9). There I explore the usefulness of inertial tracking
for commercial applications related to handheld and static museum installa-
tions, and present methods to overcome problems of drift within the bound-
aries of these settings.

Vision-based tracking

Tracking via vision input, i.e. a live video stream, requires extracting a pose
of the tracked object(s). This requires the software to make a correspondence
between objects identified in the video stream and known locations in the
real world. This is not a trivial task, even for a computer. For the purpose
of this thesis and how optical tracking has been used in experiments herein,
two methods for tracking will be explained in general terms, both based
on a monocular camera: marker-based tracking (employing fiducials) and
markerless tracking, also called feature based tracking, which uses only the
available scene. I realize that there are more approaches to optical tracking,
both with monocular camera, stereo-cameras and multiple camera setup in
static tracking environments, but it is out of the scope of this thesis to explain
these. For a thorough survey of vision based tracking using a monocular
camera the reader should refer to Lepetit and Fua [84].

Figures 11 and 12 depicts examples of marker based and markerless vision-
based tracking.

From the field of robotics research comes another formulation for this
problem, called "visual servoing". A closed-loop system places the camera
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Fig. 12: Example of optical tracking in an unknown scene, using a real-time process of finding
scene features [69].

relative to the visual target to match the tracking, inspired by work from
Espiau et al [36]. A virtual version of this, "virtual visual servoing" has been
used extensively in AR by numerous researchers [15, 101, 137]

Early examples of marker-based tracking, with passive fiducial markers
in the scene, are Mellor [104] and Hoff et al [55]. Both authors used small
circle markers for tracking the object in the scene, Mellor to investigate reg-
istration accuracy for medical x-ray and Hoff et al to display maintenance
instructions using an HMD. Here fiducials are detected by first segmenting
the image into black and white regions and small patches (noise) are elim-
inated (as exemplified as step 2 and 3 in Figure 11). Once a minimum of
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Fig. 13: Example markers from Kato and Billinghurst’s ARToolkit library. A widely used tracking
library for AR development [67].

three fiducials have been found, the remainder can be matched from the
known pattern and position of the three. The work has since been extended
and authors have proposed other fiducial markers for tracking, such as color
patches (Neumann and Cho [113]) and black bordered square ficudals (Kato
and Billinghurst [67]). An example of markers from Kato and Billinghurst’s
ARToolkit library is illustrated in Figure 13. The fact that it soared in popu-
larity since its initial release is due to the ease of use, as well as being cross
platform and free to use. It has inspired hundreds (if not more) of AR appli-
cations in research, where the tracking technology has not been of primary
concern.

Mohring et al [109] presented the first AR system running on a mobile
device in 2004 using a color marker for tracking, and recently Wagner et
al. [150] presented real-time tracking on a modern smartphone using a SIFT
tracking approach based on [92, 136] for full 6-DoF tracking.

Branching off from tracking static objects, Pilet et al [121] presents a
method for tracking and augmenting deformable objects in real-time, and
following on that Moreno-Noguer et al [110] presented a method for recov-
ering 3D shape of a stretchable object.

Early advances in object-based tracking by Harris and Stennett [50] tracks
a known object with arbitrary motion from a monocular camera. The esti-
mated pose of the object is found based on measurements of the edges in
the video stream compared to the known edges of the object. The pose of
the object is then updated to minimize the error between the rendered object
and video edges. This base approach from Harris and Stennett, of tracking
objects in unknown conditions using an edge-based approach, has been im-
proved over the years by various researchers, who have proposed various
techniques for optimizing performance of the tracker [32, 44, 90, 135]. As
examples, Gennery [44] and Lowe [90] describes optimizing performance of
the tracker through various techniques, such as edge detection on larger area
of the input image and rejection of fit if error is to large (Lowe), and using
weight for measurements (Gennery).
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In recent years tracking systems which integrates point feature tracking
into edge-based trackers have emerged [130, 144]. One advantage of fea-
ture points over edges is that often a feature can provide a descriptor, which
allows correspondence of features over multiple frames, where correspon-
dence of edges usually depends on proximity over multiple frames, rather
than descriptors/appearance. The advantages of edges are that they are of-
ten invariant to aspect or illumination changes in the scene, where this might
change the appearance of the feature point.

Early this century Davison [26] presented a real-time solution for monoc-
ular cameras that tracks small 2D image patches and cross-correlation, called
simultaneous localisation and mapping (SLAM), which aside from a initial
initialization runs entirely as a real-time process. This implementation dif-
fers from the previous described, as it does not rely on a known marker
or object in the scene, but aims to track the viewpoint (camera) movement
within the scene while simultaneously mapping the scene. An adaption of
the SLAM approach has since run on mobile devices, as reported by Klein
and Murray [70]. An overview of SLAM methods can be found in [33].

Despite the recent advances in markerless tracking for AR, it is even today
rarely seen in commercial applications utilizing an AR interface. Typically,
applications make use of fiducials in the scene to track and place objects
relative to the fiducial, due to their robustness and low computational re-
quirements [71].

In a perfect world, the tracking technology everyone want is one that is
small, self-contained, 6 DoF, accurate, fast, robust and cheap. In reality, every
tracking technology falls short on some or more of these characteristics. In the
end, the best approach is to decide on the tracking technology that achieves
the best results for the specific application.

For the experiments described in this thesis, I use vision based tracking
technology in all projects except the Castle Chapel project, employing using
various libraries based on fiducial marker tracking.

5.2 Occlusion

So, what is occlusion and why do we need it? Occlusion is when one object
is fully or partially hidden by another object, as seen from the eyes of the
observer. When you look around, you may notice that a majority of objects
we see are either partially occluded by other objects, or partly occluding other
objects. Since so many objects in the environment are occluded, the images
they project to your eyes are incomplete. We have spent much of our lives
learning the subtle cues telling us one object occludes another. As such, when
you notice a partly occluded object, you do not consider this part of an object.
Our mental and visual systems allow us to perceive such objects as whole,
connected objects.
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Fig. 14: Example of a real world object (an arm in this case) partially occluding a virtual object.
This also demonstrates virtual foreground objects occluding the arm. From [80]

This does not automatically happen in a computer. When virtual content
is superimposed onto an image or a video-stream of the real world, the vir-
tual content is unaware of the real world just as the real world is unaware
of the augmented content. This means that the application running must be
designed to be aware of (or need to figure out) the distance to all objects, real
as well as virtual, to present them at the correct distance in the final image.
In the context of AR, anything that is rendered by a computer onto the video-
stream will by default be in front of the real world, hiding the real objects in
the world. In order for objects in the real world to occlude virtual objects, the
virtual objects (or part of them) must not be drawn, as illustrated in Figure
14. Alternatively, the occluding part of the real image must be segmented out
and drawn on top of the virtual object [40, 82].

Early research in this area use stereo camera setups to estimate a depth
map for the real world, used for handling occlusion of virtual object [19,
154]. Kanbara [65] optimizes the process of generating a depth map by only
considering the image region created by the bounding box of the virtual
object rendered.

For monocular cameras, Berger [17] uses 2D contours observed over time
in the scene to estimate depth, and does not generate a depth map.

More recently, Fisher et al [41] and Mulder [112] employ various methods
of background subtraction to determine occluders and their position in the
scene.

Using stereo vision and contour matching, Li et al. [134] presents a method
for calculating depth of an object in the foreground of the video. Similarly,
Leal-Melendrez et al. [80] presents a variant of foreground occlusion handling
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using a Kinect camera.

Using a time-of-flight camera, Dong et al. [31] proposes a method for
occlusion handling using information obtained by the camera, and uses the
data to suppress background illumination. The authors use a second camera
for the actual RGB image, after an alignment step of the two images.

There are many areas which are currently unexplored with regards to
occlusion on handheld mobile devices for AR, mainly due to the current
constraints of having only monocular cameras in consumer hardware. For the
purpose of this thesis, occlusion will not be considered any further, other than
the attempts to work around any possible pitfalls during the experiments
presented.

For the experiments described in this thesis, I only consider occlusions
between virtual objects, and not between real and virtual objects, and design
applications and experiments with this constraint in mind.

5.3 Illumination

There are two major problems with illumination worth discussing.

The first problem is related with the two previous topics. L.e. what do
we actually know (or can figure out) about the real world surroundings. In
relation to the topic of illumination, that is how are the current lighting con-
ditions? We need a robust method of figuring out where the light is coming
from and how bright it is. This can be as simple as figuring out where the
lights are in the surroundings, or it can be as complex as figuring out where
the lights are placed, but in addition to that how bright they are, and all re-
flections of lights on walls, objects, etc. This is a vastly more complex topic
to dive into. Intuitively, this means that not only do we need to know the
placement of the lights, but also the material of all objects in the scene AND
their placement, to determine the final illumination in the point of the virtual
object. Luckily, as this section will describe, we can get by not knowing quite
all that. This is the area which this section will mostly focus on.

The second major problem is applying all this information and actually
render the virtual objects with illumination consistent to that of the real world
surroundings. Think about how all light travels from its source, in a straight
line, towards an occluding object, hits the object, loses some of the original
power and is bounced off the objects and into new directions. This happens
multiple times until the rays finally hits the receivers eye(s) or in our case,
the camera lens. To achieve realistic and consistent lighting we basically have
to emulate this physical process on the computer and apply the result to
the virtual object. In general, for high quality illumination, many algorithms
simulate light transport models from optics and light transport in the real
world. The rendering equation [58, 62] presents a solution by evaluating the
light contribution from the point of view of the camera lens position. Ray
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tracing [152] and path tracing [62] are examples of implementations of this
principle. I will not in this section focus too much on this part, as this in it self
is a large subject. I will however introduce this area and suggest literature
for the interested reader.

As the field of illumination research is large and complex, it is hard to
suggest a single material, such as an article or book, which covers the topic
of "illumination". Depending on the readers interest in subjects within illu-
mination, possible references for a more detailed overview are [3, 18, 49, 64].
For in-depth information of realistic rendering of illumination, refer to [34].

Within acquisition of illumination information for AR, it is necessary to
differentiate between indoor and outdoor setups. For outdoor environments,
the lighting is mostly limited to the direct illumination, as well as the indirect
illumination (light bounces) from both the sun and skylight. Unprepared
indoor environments can be vastly more complex with not only lighting from
the outside coming in, but in addition to that multiple lights of different
colors and light intensity as part of the setting.

For AR applications, we cannot always assume to have information of the
illumination in the current scene. Therefore, we have to consider to what
extend we are interested in modeling (acquiring) the illumination. I consider
four types: 1) Accept that illumination is not important and not assume any-
thing about the light. 2) Pre-acquire illumination information and use that to
generate lighting conditions for the scene. This resembles how Hollywood
collects illumination information for scenes in movies. By collecting the infor-
mation (by light probes or cameras) beforehand, realistic and fitting light can
be created for the scene. It is also possible to use pre-acquired illumination
information to model light in a real-time application assuming the light re-
mains static for the application. 3) In a real-time process using a light probe,
which from the literature typically is a reflective sphere or a fish-eye lens on
a camera capturing the hemisphere (see Figure 15), it is possible to generate
a map of the current illumination distribution in the scene and use this infor-
mation to render augmented objects. 4) Using an adaptive approach which
does not rely on a light probe, but instead attempts to estimate illumination
conditions based on the currently available information readily available in
the camera feed used for the augmentation.

Since we in this section is interested in illumination acquisition for AR,
the first step, ignoring the illumination is not an option.

The second option, pre-acquisition of illumination information has typ-
ically been done using light probes. Using image information from a light
probe allows us to generate a light model covering all possible directions
(called an environment map, illustrated in Figure 16). Using this information
to model how the illumination is distributed over the horizon and use this
model to illuminate the virtual objects. Collecting multiple images using dif-
ferent exposures from one probe enables generation of a high-dynamic range
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(a) Chrome sphere as light probe (b) Fish-eye camera as light probe

Fig. 15: Example light probes for illumination acquisition in AR. Both light probe examples can
be used for both pre-acquisition and real-time capturing of scene illumination. (a) A reflective
light probe, and (b) a fish-eye camera light probe. From [139]

(a) Light probe image (b) Environment map generated from the light probe
example image

Fig. 16: Image capture of light probe converted to environment map in longitude-latitude format.
(Courtesy of Claus B. Madsen)

image (HDRI or HDR image) and use this as illumination information of the
scene as an environment map. An HDR image enables us to store more
detailed illumination information compared to a single image, due to the na-
ture of camera lenses, which are limited to capture information in 8-12 bit per
color channel, and not enough to map the intensity difference light typically
produces.

With camera equipment readily available today, generating such an envi-
ronment map involves taking a series of images of the same scene or probe
with different levels of exposure [29]. This process of using an environment
map for lighting the virtual objects are also referred to as Image-based lighting
(IBL) [28]. Multiple of studies have been conducted in obtaining illumination
information usable for lighting 3D objects placed in the real world, requiring

25



References

pre-acquisition steps, including the need for known geometry [5], stereo-
camera setup [39], pre-capturing of environment maps, etc. Jensen [61] uses
an IBL approach for outdoor environments during changing lighting condi-
tions, in an approach which required both a 3D model and the HDR environ-
ment map in an offline step.

The third option describes a real-time process using a light probe, such
as applied in studies by Kanbara [66] and Supan [138], where the authors
achieve realistic lighting and shading using real-time constructed environ-
ment maps, using a reflective sphere in the scene. The main difference here
compared to illumination estimation in a pre-capture step is that now the il-
lumination distribution can change dynamically, and this change will reflect
onto the virtual objects. This allows for consistently rendered dynamic vir-
tual objects [117]. As a limitation for most methods using a live light probe,
is that generating an HDR image becomes harder, as the camera will have to
expose the scene differently each frame to acquire the images to combine the
final HDR map. In a different study, however related to illumination acqui-
sition, Sato [133] presents a method for recovery of illumination distribution
from radiance distribution inside shadows cast by an object of known shape
onto a surface of known shape and reflectance. However, a pre-requisite is
known scene geometry, making it not fully adaptive, but does remove the
need for a light probe or second camera.

For the final (fourth) option, an adaptive approach which does not rely on
a light probe, multiple authors have presented novel solutions for estimating
illumination of a scene. This might be the "holy grail" of the options. Estimat-
ing illumination properties of the scene with no offline step, no light probe or
known scene geometry, relying only on the viewpoint camera (either monoc-
ular or stereo camera), with information available on the computer (e.g. loca-
tion and time of day for outdoor usage, to estimate sun position). Currently
no method allows for estimation of environment illumination to a degree
which allows rendering of virtual objects in a fully photo-realistic manner.
Presented methods are currently computationally expensive, and the authors
present mainly incremental findings or solves part of the problem. Madsen
and Nielsen presents a method for detecting shadows in a scene, and use
this information to determine ratio of sky to sun irradiance [94]. Madsen and
Lal presents a technique for estimating outdoor illumination conditions from
pixel values of of dynamic shadows from stereo video sequences [93]. Using
an RGB-D camera, Gruber et al. [47] presents a method using arbitrary geom-
etry as light probe to estimate real-world diffuse illumination, in a real-time
method running on modern hardware. Similarly, Jachnik et al. [60] presents
a method using a single camera tracked using PTAM, capturing illumination
information from general specular surfaces. From this data, they show it is
possible to split diffuse and specular data, and use the specular component
to generate an environment map.
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At this point, it might be clear that acquisition and presentation of real-
istic illumination for AR is a computationally hard problem. This has led to
research into how to implement and optimize computation of illumination
rendering, such as Crassin et al. [23] who presents a voxel-based cone trac-
ing for real-time indirect illumination on the GPU, which runs at interactive
frame-rates on modern desktop PCs with advanced GPU hardware. For ad-
vanced light effects, Franke and Jung demonstrates GPU-based effects such
as occlusion and self-shadowing [43]. Similarly Kan and Kaufmann presents
a GPU implementation of photon mapping for real-time caustics, refractions,
reflections for AR [63]. Recently, Meilland et al. [103] has presented a method
for acquiring HDR light fields from several images with different exposures,
using images acquired from an RGB-D camera also used for viewpoint ren-
dering.

Immense resources are spent on realistic illumination computation, both
research time as well as computational time on devices, and running modern
algorithms in real-time is only just possible for not-quite-realistic illumina-
tion. But impressive nonetheless. Now the question is whether this is needed
at all, or we could do with a more simple approach and it would be "good
enough"? In this thesis I will not attempt to quantify the importance of illu-
mination through experiments. However, part of the research does involve
illumination and rendering of light on virtual objects. This is the research
related to the Koldinghus Augmented: Castle Chapel, to be presented in Section
9. I motivate the need for realistic illumination (at least internally consis-
tent illumination) as being about making things believable. Illumination is as
much about lighting the scene in a realistic manner as it is about creating a
feel, aiding the viewer in appreciating the scene. As such, I find illumination
an inherent and important aspect of AR applications designed for superim-
posing virtual content onto a real setting in a realistic manner.

6 People and Augmented Reality

For any system to be used by people, the main objective of that system is (or
should be) that users can understand and execute a set of tasks as defined
within the system. Following this, the system should provide interactive
feedback that indicates whether this task was carried out correctly [131]. The
first example coming to mind is the utility of my word processor to indicate
to me, whether or not it is responding to me hitting the keyboard, allowing
me to ascertain whether the keys reported on the screen match what I typed.
This usability of the system, and the ability of me to achieve objectives, is
linked with the user experience of the system, which is defined as the feelings,
assessments and satisfaction in relation to the system [51, 79]. As formulated
by Law et al.:

27



References

User experience is seen as something desirable, though what ex-
actly something means remains open and debatable [79]

Historical mentioning of user experience (i.e. [4, 120]) in the research field
had the primary aim of convincing the Human Computer Interaction (HCI)
community to view issues besides the task related more seriously [51].

I will not venture too far into a discussion about how to define user expe-
rience, but merely use it as a distant goal in the experiments presented in this
thesis. Systems intended for use by people should be designed with those
users in mind, and altered to best fit feelings, assessments and satisfaction
for the user in relation to the system. I hold this true for an AR system, as
for any other system.

6.1 User centered development of systems

For a majority of the software and products developed, success can be deter-
mined by the people using the product. In order for a product to succeed, it
must be practically usable. Such systems are often described as being intu-
itive, enjoyable or easy to use. While these terms in themselves are vague, they
do point in the right direction.

Within the last 70 years, research within man and machine interaction has
become a field of research within its own right, being presented under terms
such as Ergonomics, Human Factors, Human Computer Interaction (HCI), etc.

Ergonomics and Human Factors are often used interchangeably. Both disci-
plines are concerned with user performance in the context of any system, not
limited to computer systems. As computer became more widely accessible,
an increasing number of researchers specialized in research related to the in-
teraction of humans and computers, which became HCI [30]. Ergonomics and
Human Factors will be explained further in the following section and related
to perceptual issues in the thesis.

In the process of developing software for people to use (AR included),
human users are key components of the design problem. A component that
cannot and should not be ignored because humans are complex to address
and design for. In many interactive systems, a majority of the design and
development task is related to user interaction.

HCI presents a multidisciplinary field of research, involving elements of
computer science, behavioral sciences, and design. It focuses on interfaces be-
tween humans and computers. From observing users interaction with com-
puters, as well as research in designing technologies that let users interact
with computers.

HCI, according to Dix et al.:

Involves the design, implementation and evaluation of interac-
tiven systems in the context of the user’s task and work [30]
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Comparing ergonomics and HCI with related fields in the literature, Preece,
Rogers and Sharp defined Interaction Design (ID) as:

Designing interactive products to support the way people com-
municate and interact in their everyday lives [122]

The two quotes seems similar, and the authors of the latter quote goes on
to argue that they increasingly see ID as an umbrella term, covering different
aspects, including user-centered design, software design, and experience de-
sign amongst many others. The focus lies more in an experienced and eclectic
way of doing things, and is very much concerned with practice, using a range
of methods, techniques and frameworks. [122]

It is about creating a user experience that improve and augment the way
people work and interact.

The above definitions have been presented in general, as presenting frame-
works, taxonomies or models used within the fields are out of the scope of
this thesis. However, relating this thesis to the above definitions, I embrace
the general idea from the HCI community that a human user can be seen
and analyzed as a human, biological, version of a computing machine [115].
In this model, information enters the mind from various sensing devices,
is processed on different levels and a response is produced as a reaction to
the presented stimuli. This is of course an oversimplification of real life,
but is an example of simplifying human psychology to present theories and
design laws, such as Fitts Law [42], the 7 +/- 2 memory limits of the hu-
man mind [107], and various visual perception findings related to colors and
grouping.

Drawing from both presented fields, designers and developers need to
know how design to the eventual users’ tasks and how to translate that
knowledge into an executable system.

There is far too much expertise here for one person (me) to fully invest in
HCI or ID principles, and in practice people tend to take a strong stance on
one side or another. In this thesis, I use guidelines and principles from the
described fields, but take a strong technical and quantitative focus on both
design and evaluations of studies. In my research, I tend to be a pragmatist
rather than a theorist.

6.2 Some perceptual issues related to Augmented Reality

In the research literature, Human Factors/Ergonomics have been widely used
by different groups, to express similar ideas concerning people, their char-
acteristics and abilities, along with their interaction with the world. The
Human Factors and Ergonomics Society present multiple definitions for Hu-
man Factors [37], from different societies, scientific literature and government
agencies, amongst others.
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For the purpose of the work presented in this thesis, the definition of
Human Factors from NASA [147], considering the term as an umbrella term
for several areas of research, provides a good general starting point for dis-
cussing what Human Factors are:

Human factors is an umbrella term for several areas of research
that include human performance, technology design, and human-
computer interaction. [147]

Using this initial definition, the initial working idea is to aim the presented
research towards evaluation of these Human Factors related to the people us-
ing the developed AR technology. This currently is in line with the presented
definition for User Experience previously presented. In User Experience re-
search, the working definition is the "feelings, assessments and satisfaction
in relation to the system". Relating these topics, I see User Experience, in
contrast to Human Factors, more as moving towards users expectations and
their emotional relationship with a product. Continuing with this definition
for Human Factors, it is more fitting to further delimit the working definition
of Human Factors (within the context of this thesis) to:

Human Factors is that field which is involved in conducting re-
search regarding human psychological, social, physical, and bio-
logical characteristics, maintaining the information obtained from
that research, and working to apply that information with re-
spect to the design, operation, or use of products or systems for
optimizing human performance, health, safety, and/or habitabil-
ity. [48]

Narrowing this even further down, I limit the presented thesis to focus
primarily on research relating to the human visual perception, the design
and performance of the interactive systems used in the presented work.

Relating this to the previously covered technical aspects needed for the
virtual objects to "fit in" with the real world; tracking, occlusion and illu-
mination. These are all relevant aspects to consider when developing AR
applications. A natural extension of this, and heavily researched, is that of
realistic image synthesis. Within computer graphics, realism is often a pri-
mary goal, and we strive to create models which are indistinguishable from
an actual scene. Since AR is basically collapsing the real and the virtual into
a combined and shared space, it is natural that developers should at least
consider the interplay between the real elements, virtual elements, and the
user experience.

Within the research field, there is a general interest in the effect of the
human visual system (HVS), and how to make use of this knowledge for
visual perception. McNamara [102] presents work on defining metrics for

30



6. People and Augmented Reality

measuring visual perception of images based on the HVS, and presents a
perception driven rendering approach. Similarly interested in visual percep-
tion, Rademacher et al. [124] argues that how observers distinguish between
photographic and computer generated images is not well understood. Gain-
ing an understanding of how users choose would make the goal of realistic
rendering of images easier. They present an experimental method for mea-
suring the perception of visual realism in images, using an approach from
experimental psychology, asking participants for a binomial realism response
of presented images. In another research direction, though still related to
visual perception, Veas et al. [146] uses modulated images to direct user at-
tention to certain parts of images. Using visual saliency modulation, they
investigate the degree of modulation needed to attract attention from users.
More recently, Knecht et al. [72] has presented a framework for perceptual
studies related to photo-realistic AR, based on separation of different visual
cues.

Related to visual perception are the issues in computational performance
of the AR system, such as the effect of tracking or occlusion issues. Specifi-
cally the inherent issues from tracking, such as latency, drift, depth cues, etc.
Multiple studies have evaluated and analyzed tracking performance from a
technical perspective [12, 45, 54, 57, 89, 99]. As an example, Gilson et al. [45]
presents a quantitative analysis of tracking systems and found that tracking
performance deteriorates with increase in speed of the object. Also latency
of a system has shown to be a problem, with the exception where all tracked
objects remain stationary for the duration of the usage. The size of the prob-
lem depends on the nature and size of the latency, as explained by multiple
authors [2, 35, 99, 141]. A small and constant latency might not be a problem,
whereas any non-constant latency or a large latency poses a problem in any
setup. Mania et al. [99] presents the results of an experiment of users expe-
riences and perception of latency with varying degrees of scene complexity,
and finds that the just noticeable difference (JND) is 15 ms or less. This is
in line with earlier investigations, such as Adelstein et al. [2], who measured
8-17 ms and Ellis et al. [35], who found an average of 11.6 ms to be the JND.

These visual issues as well as tracking based issues are all related to hu-
man factors, and something developers must be aware of in designing any
application relying on AR technology. As argued by Davis [25], there need to
be a perceived usefulness and perceived ease of use of the system, in order
for people to have an interest in using the system. People will notice if the
technology does not behave in line with their expectations, just as they will
notice if anything seems out of place. It is about making elements of the
experience internally consistent, and believable within this usage context, as
well as provide a usability of the system, allowing people to carry out their
tasks without the technology hindering them.
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6.3 Augmented Reality "in the wild"

In this context, the wild is the notion for out of the laboratory, in the real
world where we have little to no control over the otherwise very controlled
elements of a testing scenario. In this section, I focus on AR in museum
contexts, and general Cultural Heritage (CH) settings, as it is a controlled
setting for "out-of-the-lab" experiments.

In-situ studies, in the wild, broadly differ from controlled settings in that
participants within studies in the wild differ markedly when following and
performing instructions, compared to what they do in the lab. Furthermore,
researchers are also increasingly developing and experimenting with new
technology that changes and disrupts practices instead of developing solu-
tions fitting existing practices [1], with a key concern that people are reacting
to, changing and integrating this technology into their lives [126].

In one example of how in-the-wild evaluations are used in research, Bai
and Blackwell [10] review usability evaluation papers published in ISMAR
between 1993-2007, where they found 71 papers concerned with various cat-
egories within usability research. Most papers in the review did not mention
using field studies for evaluation. This is despite important factors such as
people having increased cognitive load in the field [114, 127]. Evaluating AR
in the field is still rather uncommon. Most studies in the field mainly evaluate
usability or User Experience, as the success of an AR application to a certain
extend depends on the user satisfaction [73]. As a result, User Experience of
an AR application must be part of the design strategy [118].

Multiple authors have documented positive effects of evaluating the nov-
elty of AR technology [81, 111, 157], using the technology acceptance model
[52, 116], field studies [53, 142, 143], or within human factors related to
AR [8, 59, 132, 146, 149]. However, a limitation is that a majority of these
studies are of limited duration in the field, or limited to a confined setting,
evaluating a specific goal. This, in it self is not a bad thing at all. Limited
settings or goals are needed to minimize confounding variables and random
effects, enabling actual evaluation of specific goals of the system (or the user).
However, while such studies might say a lot about a small area (each being
a piece of a larger puzzle you could say), together they provide us with an
indication for how people might perceive and use the technology.

In relation to this thesis, doing research in the wild, and in Cultural Her-
itage institutions such as museums, means that I will most likely get a more
unpredictable side of people using the presented technology. They might
be interrupted, get distracted, take breaks, etc. just as they would in their
everyday lives. This is to be expected when conducting the research [126].
Therefore, it will be difficult to say with any certainty, to what degree their
responses are part of the system, and what are part of the environment. How-
ever, this will hopefully allow for certain design guidelines to be constructed,
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related to the usage in a given environment.

There is a vast body of work within the field of AR in museum con-
texts, ranging from museum guides [24, 108, 142], to building virtual and
augmented installations and exhibitions for the museum [27, 74, 105, 145,
155, 156]. Novel technology in museums is an active and vast research area
from both a technology point of view, to test new technology in a semi-
controlled setting, but also from a CH point of view; considering how to best
present information and knowledge to a user. Van Eck [145] considers how
to augment paintings in the Van Gogh museum and describes the different
information overlays, while [27, 156] present research on information presen-
tation in a way which are normally not readily available to users, such as
the universe (5.0.L.A.R. System) and the Interactive Antartica. Woods et al.
describes how they have received positive user feedback while using a range
of control tools suggesting sufficient freedom to create many interaction sce-
narios [156]. Wojciechowski et al., describes a system that allows a museum
to easily develop and display their digitized content on web or using AR or
VR techniques [155]. Another example is Koleva et al. who explore how to
best support the creation of hybrid exhibits, which merges the physical and
digital elements in a museum environment [74]. A lot of interesting work
within museums installations based on Augmented Reality technology has
been carried out.

Morrison et al. [111] describes the usage of a map AR application and how
this facilitates interaction in a user study. It describes the usage of the appli-
cation from a user perspective, and describes how mobile AR features need
to be developed with a view to the physical environment they will be used
within. Lee et al. [81] describes how the user experience differed between
participants trying their applicaiton with and without AR. They suggest de-
veloping the application around the content, which is the main focus of the
user experience. Also Irshad and Rambli [59] describes the importance of
evaluating the user experience of Mobile AR technology, by evaluating a mo-
bile AR application through a mix of quantitative and qualitative approaches.
They report mobile AR as a novel experience for the user, and that related
to the findings, end users want a very efficient and robust experience to be
delivered on their mobile devices.

Historically Cultural Heritage institutions have been interesting for re-
searchers for bringing research applications into the real world in order to
further document the effects on the user. This provides a confined setting for
experimentation, to minimize some of the random effects from evaluations
of AR applications. Multiple studies have documented the user of AR tech-
nology for historical sites, such as a situated documentaries about historical
events [56], reconstructions of cultural heritage [148], geo-physical Situated
Simulations [88], and urban city touring [13].

For research in the user acceptance of AR within CH, Haugsvedt et al. [52]
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argues that perceived enjoyment and perceived usefulness are important for
users intention to use the AR application presented in their study. This is in
line with Davis’ [25] argument for the acceptance of technology. Consensus
in the field is that users appear interested in the novel experience of AR
technology. Due to generally short lived studies, it is not known whether this
interest is an effect due to presented material or a "wow" effect of AR being
novel to a majority of people. Relating this body of research to this thesis,
the logical next step is the importance of investigating and understanding
how people are using the technology for an extended duration, and not just
the short term usage. The experiments presented in this thesis do all, in
one form or another, anonymously log all user interactions with the systems
in order to describe how the systems have actually been used, and not as
users self-reporting their experiences. I use this to get insights into how the
applications have been used. It demonstrates an important tool to use in
addition to observations and user feedback.
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Contributed Research

"I may not have gone where I intended to go,
but I think I have ended up where I needed to be.”

Doucras Apawms, The Long Dark Tea-Time of the Soul

This thesis presents its main contributions in the form of five papers. Each
paper is based on investigating AR applications in relation to a target audi-
ence, a set of users who have experienced the application and provided feed-
back, either directly or indirectly. With exception of the first project described,
papers [A-B], subsequent papers use findings from the previous papers as a
driving motivation for the research.

In Chapter 1 I shortly introduced the collaboration with Koldinghus Mu-
seum, with a promise that we would return to it later.

Initially the research started as a collaboration with Koldinghus Museum
to present novel technology to visitors at the museum, aimed at attracting
visitors who are not interested in the "old and dusty" image many museums
today have. The castle of Koldinghus, where the museum resides, was built
during the 13th century, and in the following centuries the castle was one
of Denmark’s most important royal castles. In 1808 a fire left the castle in
ruins. It has since been restored, and today the castle houses a museum
which is a centre for cultural activities and exhibitions. As a result of the
collaboration with the museum, two AR applications have been developed
for, and used extensively by, visitors at the museum. This has allowed us
first hand insights and knowledge of AR applications in the wild. For the
museum the collaboration has been a way to introduce and promote novel
technology to their visitors, in an attempt to attract new visitors. The first
two projects presented are a result of this collaboration, presented in papers
[A-B, D, E]. They focus mainly on application development, data collection
and presentation from unsupervised longitudinal studies.

The remaining two projects are inspired by insights resulting from the
projects related to the collaboration with Koldinghus Museum. These focus
mainly on human factors related to AR, inspired directly from findings in the



Koldinghus collaboration projects. One relates to human visual perception
(paper [C]) while the other relates to user task performance for a novel view
management system (paper [F]).

7 Research motivation

Part of the experimentation is taking place in unsupervised natural settings,
in a semi-controlled environment. Another part of the research is conducted
in the laboratory, in a fully-controlled environment. The initial vision for the
research topic was investigation of AR applications as they are being used
by people in the wild, i.e. they should feel free to use the applications or not,
however they want, and how they feel is most appropriate, for the duration
they want to use them. Not in the closed environments of a laboratory and
not for a limited amount of time.

It is relevant to look into how AR as a technology can benefit the user
outside of the lab, in the correct physical setting, unsupervised and for an
extended duration of time. Most prior research and development within the
field of AR has a main focus on enabling or improving AR applications from
a technology perspective. Only recently has research begun investigating the
potential of mobile AR with focus on the user (often through HCI principles)
in natural settings. There is still not a clear and final answer for what AR
has to offer as a tool the user is interested in using on a daily basis. The
research presented here aims to investigate in which ways we can narrow the
gap between the technology and the user.

In general, I have worked with the following research statement in my
experiments:

"There is an unlocked potential within the field of AR, some use-
case and design guidelines, which are not understood yet, and are
not used in development of AR applications."

7.1 Research methodology

In the traditional model of scientific research (or science in general), there are
three main elements: theory, operationalization and observations [1]. This,
in science, often takes the form of deductive reasoning. Here a general under-
standing or theory of a subject allows deducing an expectation and a testable
hypothesis. In the opposite end, inductive reasoning starts from a set of obser-
vations and proceeds to search for a pattern within the data.

Designing experiments which involve people in the field often have a high
level of uncertainty. Often prior expectation of users does not match their be-
haviour in the experimentation. For the projects described in this thesis, both
inductive and deductive reasoning processes are involved at some stage in
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7. Research motivation

the project, but differ in whether data exploration or hypothesis testing is the
main focus of the investigation. Thus, I have worked under the assumption
that one of two possible scenarios are present in the experimentation:

With only a slight assumption of the system behaviour and how people
might interact with the system, what is the most likely explanation for
the observations gathered? (inductive reasoning)

With a specific expectation and hypothesis for how the system should
behave and how people might interact with the system, we observe a
system and analyse data related to the hypothesis (deductive reasoning)

Qualitative and quantitative research approaches differ in their purpose,
where a quantitative approach aims at generalisation, prediction and causal
explanation, and qualitative research tend to be contextualising, interpreting
and understanding perspective of users involved.

In this thesis I attempt a quantitative approach to data exploration in the
projects, letting the logged data tell the story, and attempt to construct the
most likely explanation based on the data. This differ from other research
where the objective performance measures, related to the study, are often
collected in the laboratory. As an example of this approach, in the collabo-
rations with Koldinghus Museum, which will be presented in the following
chapters, the main driving motivation is exploring how users interact with
installations in an unsupervised settings. From that I draw insights which in-
form about the usage patterns and suggest directions for further research in
information facilitation and interactions methods relevant for this or related
settings.

The described approach for the collaboration projects with Koldinghus
Museum takes the form of a more inductive approach, where an assumption
of user interaction is set initially in the project. Based on this assumption,
quantitative data relevant to user interaction is logged, and based on this data
likely explanations for this data are drawn, and insights into user interaction
are presented.

Observational anecdotes presented in the projects have been of a quali-
tative nature, and used as inspiration for hypotheses for sequential projects,
or as suggestions for potential explanation to outcomes of quantitative anal-
ysis. An example of hypothesis testing inspired by observational anecdotes
are the user studies in the projects How Wrong Can You Be? and Experiments
in Viewpoint Management, which both are presented later. Common for these
projects is an inductive reasoning approach, in contrast to the Koldinghus
Museum collaborations presented. Here, the approach is flipped. Using the
insights into user interaction previously gained, specific hypothesis for user
interaction are presented and evaluated quantitatively in the laboratory. A
system is systematically developed to observe and analyse data related to the
hypothesis and conclusions are drawn based on these observations.
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The methodology for this thesis is a mixed method approach, mixing
quantitative data and qualitative anecdotes, aiming to use the languages
of quantitative data, descriptive and inferential statistics to present insights
gained. And to use qualitative anecdotes and narratives to further clarify and
support significant contributions. As such, the observational anecdotes are
not used as a means to draw conclusions.

Data quality

To be able to conduct any scientific investigation, the data collected must
adhere to certain rules to be used, be it for exploration, heuristic analysis [3, 4]
or statistical analysis [2].

Specifically, for statistical tests, choices about measurements in the exper-
iments must be considered.

Overall two types of data can be gathered from an experiment: qualitative
and quantitative data. Shortly explained, qualitative data is often complex
data such as opinions and experiences, not easily represented as numbers
or put into categories without losing some of the original meaning. With
quantitative data, measurements are represented as a number, or represent
categorical data such as hair color, or ordinal data such as user preference
(e.g. on a scale of 1-10). Qualitative data allows for gaining complex insight
into a subject or situation, to draw conclusion by understanding how or why
users have a specific opinion. Quantitative data on the other hand allows
for statistical analysis, to express experimental data in terms of probabili-
ties, error rates and uncertainties. Most of the experimentation in this thesis
deals with quantitative data, or a quantification of qualitative data to derive
insights from observations.

Another dimension for measurements are the nature of whether the data
is of objective or subjective nature, i.e. is the data based on the subjective
opinion of a user or is the data not reported by the user at all, in which
for most cases we assume the data is objective (such as application logging).
Quantitative data can be both subjective and objective, whereas qualitative
data is of subjective nature. Through experimentation in this thesis where
users are directly involved both subjective and objective measurements are
used.

Depending on the approach used in the studies, exploratory or hypothesis
testing, we must find relationship hidden the data. One way this can be done,
is by ordering the chaos in the data (for exploratory studies) using descriptive
statistics, to summarizing sample data in order to describe and communicate
the important characteristics. Alternatively, we must find whether sample
data accurately represent a particular relationship in the population using
inferential statistics, i.e. decide whether we believe that the sample data is
adequate to describe the relationship to the population.
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8. Koldinghus Augmented: Memories of the Walls

For the initial projects revolving around the Koldinghus Museum collab-
oration, the main driver is descriptive statistics, aiming to inform about the
visitors and their usage of the applications.

For the remaining projects, How Wrong Can You Be? and Experiments in
Viewpoint Management, the nature of the experimentation where specific hy-
potheses are tested, inferential statistics are used to deduce whether the data
follows the expectations of the hypotheses.

8 Koldinghus Augmented: Memories of the Walls

Paper [A] (and the corresponding original full manuscript [B]) is entitled As-
pects of What Makes or Breaks a Museum AR Experience. This paper presents the
contributions related to the collaboration and research project of Memories
of the Walls at Koldinghus Museum.

Motivation

In collaboration with Koldinghus Museum and other partners, this project
is aiming at bringing AR inspired applications to their visitors. Specifically,
the AR application presented in this project is designed for children aged
8 to 12 and mixes AR and mini-game elements to convey dramatized his-
torical events to users. This means that the considerations for development
presented in Section 6, and specifically Subsection 6.3 are relevant material
to consider.

The goal of the paper is to identify and critically evaluate central aspects
of the design and development process of a handheld AR application de-
signed for children, and used in a museum context.

Project description

Visitors, children and their families, at the museum get to play through one of
a series of wall memories. One memory is fully designed and implemented:
the memory of Kirsten Munk, who from 1615 to 1628 was married to King
Christian IV and bore him 12 children. Kirsten Munk was nobility but not
royal, and could not be Christian IVs formal queen. The story presented,
the memory of Kirsten Munk, is that the King's sisters are plotting to poison
Kirsten in an attempt to thwart her marriage to Christian IV due to her not
being of royal birth.

In this research project we demonstrate an interactive AR application,
allowing visitors to experience a memory of the history at the museum in an
unsupervised setting, traveling through the castle museum in their quest to
solve the game. A set of collectible trading cards are handed to the children
at the information desk along with a tablet. A subset of the collectible trading

53



(a) Subset of the trading cards (b) Example of an AR frame on the stand

Fig. 17: Illustration of trading cards used in the memory of Kirsten Munk [17a], and an example
of an AR frame stand the visitors must find around the castle [17b].

cards are illustrated in Figure 17a. The objective is then to find the matching
stand, as illustrated in Figure 17b, for each card in sequential order to solve
the game. Initially, when the correct card is placed onto the frame in the
chapel part of the museum, and filmed with the tablet, the Wall character
tells the story of Kirsten Munk, the King’s evil sisters and their plot to poison
her, and invites the child to assist in preventing the assassination. To prevent
the assassination, the child must seek out the assistance of the wine glass as
well as the decanter, and a set of nice clothes to wear at the ball where the
poisoning is to take place.

The paper presents findings related to the initial pilot study as well as
usage of the application in a longitudinal study.

The collaboration enabled a foundation for user study experiments in the
real world, in a limited form, through data collection on devices. This non-
intrusive data collection framework was designed for this project, and later
extended for subsequent projects.

Lessons learned

The project present insights into the children’s usage of the applications and
how they respond to various phases of the gameplay, and in interplay with
the physical setting and collections at Koldinghus.

Based on usage patterns logged of the visitors, a set of suggestions for
alterations/improvements are presented, believed to alleviate problematic
areas of the experience. The most important findings in the paper are: 1)
the application has a long, non-interactive narrative introduction resulting in
many users dropping out early, 2) the application does not feature an AR
“training level” for users to become accustomed to using visual tracking and
be exposed to the AR “wow”-effect, and 3) the application does not encour-
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9. Koldinghus Augmented: Castle Chapel

age visual exploration during the AR application elements. This is further
explained in the paper.

Resulting from the project was the development of an activity logging
framework for extensive on-device logging of application activity, in a non-
intrusive and anonymous manner, for data mining and analysis. It demon-
strates a first step in moving from laboratory work and into the world in an
unsupervised setting, using a framework for logging activity for anonymous
and non-intrusive data gathering in the field.

9 Koldinghus Augmented: Castle Chapel

Papers [C] and [E] are entitled An Interactive Visualization of the Past using a
Situated Simulation Approach and Applying Handheld Augmented Reality to Visu-
ally Resurrect a Ruin, respectively. These papers jointly present the contribu-
tions related to the collaboration and research project of the Castle Chapel at
Koldinghus Museum.

Motivation

Building on the external collaboration with the museum presented in the
first paper, this project focuses on the development of an interactive visual-
ization of a ruin. This means that the considerations for the visualizations as
presented in Sections 5.1 to 5.3 must all be accounted for.

The goal of the project is the virtual resurrection and visualization of the
church chapel at Koldinghus castle, and possible interaction and exploration
of the chapel itself through presented installations on location.

With a framework developed for logging natural interactions with the
device in the previous paper, we sought to investigate usage pattern in the
natural unsupervised setting of the castle chapel.

Project description

The Koldinghus castle dates back to the mid 13th century, and has historically
been a place for both protection from south, a residency for kings and the
royal family, and has played a central role in Danish history. The visualization
presented in the project is a virtual resurrection of the chapel as it most likely
appeared in 1604, after the restoration commissioned by King Christian IV.
During the Napoleon wars in 1808, the castle burned to the ground in a fire
lasting two days. The castle was left as a ruin until a basic restoration in the
1970s (See Figure 18c), with the current appearance being no more than a
ruin of the former chapel.

For this research project we demonstrate two practical applications for the
museum that allow visitors to experience the past grandiosity of the castle
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(a) Static (b) Handheld (c) Physical chapel (d) 3D visualization

Fig. 18: Presenting the static and handheld installations for the visualization of the physical
chapel

chapel in an unsupervised setting in both a static installation and a hand-
held version of the same visualization (See Figures 18a and 18b). Due to
complications of the gyroscopes’ unreliable drifting we developed methods
to overcome this issue for short-term usage of both the static and handheld
versions of the visualization. Furthermore, we present a method for realis-
tic daylight illumination at interactive frame rates on the device for a single
point in time.

The papers present results of an almost one year long unsupervised lon-
gitudinal study and explore gathered data to uncover usage patterns and
limitations of the visualization and interactions.

Lessons learned

The projects presents three inherent aspects of mobile AR and solutions to
overcome them for this particular setting: 1) a procedure for combating gy-
roscope drift, 2) achieving realistic illumination computation and 3) an ap-
proach for re-localization within the setting.

For combating drift, we present a novel approach relying on the return
desk of the handheld device to act as a calibration device for the application.
For the static installation we use a method for using microphone access on an
tablet device to reduce drift by attaching custom hardware to the installation
sensing orientation and relaying it as audio input.

Our approach to realistic rendering of the chapel adds in creating the right
atmosphere for the chapel. We developed a method for rendering all view-
independent effects in an pre-computation step, and only compute view-
dependent effects on the device. In a final step, we combine the information
computed in the light shader with a lookup in multiple precomputed light
maps.

The findings from the unsupervised usage of the interactive visualization,
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10. How Wrong Can You Be?

from both a static installation and multiple handheld versions, indicate that
the detailed visualization in itself is not enough to keep visitors interested
for long. More information must be available to visitors to engage them. The
data clearly shows that visitors do not appear to be too interested in looking
around, actively and extensively exploring the visualization.

An observational anecdote form on-location observation, inspiring the
next project, suggests that part of the visitors at the museum does not rec-
ognize when they experience the application with a considerable amount of
drift.

10 How Wrong Can You Be?

Paper [D] is entitled How Wrong Can You Be: Perception of Static Orientation Er-
rors in Mixed Reality. Related to qualitative findings from the previous project
(The Castle Chapel, Chapter 9), this paper focuses on user perception of static
orientation errors for AR (called classical AR in the paper) and indirect AR
(called indirect AR in the paper) scenarios. These are illustrated in Figure 19.

Motivation

Qualitative findings from paper [C] indicates that users are not aware (or do
not care) that the orientation of the visualization does not match the orien-
tation of the physical environments. It is given that we as developers pay
attention to detail, and we should not expect the general public to hold the
same standards. However, even in situations with large drift (more than 30°
offset yaw rotation) this was observed. Based on this, this project aims to
find the minimal static orientation offset where 1) people no longer notice an
offset for both classical AR and indirect AR, and 2) investigate to what degree
the rotation axis (yaw, pitch, roll) had an influence on this.

We present a study of human perception of static orientation tracking
errors in video see-through classical AR and indirect AR, with an experiment
designed to uncover the lower boundaries for human registration of static
orientation errors.

Project description

Using experimental software developed for tablet devices, the experiments
are carried out using an iPad3 for tracking the laboratory setting. The main
feature of the laboratory is an aluminium cage used for mounting lab equip-
ment (Figure 19a). This cage serves as the main feature of the setting, and
was chosen to ease the the task of correcting the offset, to find the minimum
limit for perceptual errors.
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(a) Laboratory setting showing (b) Screen-capture of the (c) Screen-capture of the
the main features of the setting AR test application IAR test application

Fig. 19: Illustrations of the setting and applications used for the experiments

The first experiment is focusing on both classical AR and indirect AR. It
investigates the lower boundaries for human perception of static orientation
errors, and simultaneously investigates the effects of the error on the 3 local
rotational axes. The purpose is finding the absolute minimum boundary for
human error perception when manually calibrating orientation offset.

In the second experiment, we attempted to eliminate the possibility of re-
lying on memory and learning when solving indirect AR tasks. Furthermore,
we sought to eliminate solution tricks involving fitting the position of phys-
ical tablet features or GUI elements to virtual features on the screen. This
was achieved by using three different physical platforms for the tablet dur-
ing the experiment on which only one set of yaw, pitch, roll trials would be
performed, and by removing the classical AR scenarios from the experiment.

Lessons learned

The presented method contributes three interesting findings: 1) people are
more perceptive of static orientation errors in classical AR than in indirect
AR scenarios, 2) the ability to detect static orientation errors is dependent
on the rotation axis affected by the error, and 3) roll error perception seems
consistent in indirect and classical AR, but yaw and pitch errors are perceived
differently in indirect and classical AR.

Investigating user sensitivity of orientation errors, results showed that
people are more than 50 times more sensitive to static orientations errors in
classical AR, compared to indirect AR. Furthermore, the results show that
users have different sensitivity to the three axes (yaw, pitch and roll). In
indirect AR, roll has smaller errors than yaw, which in turn has smaller errors
than pitch. This means that users are more sensitive to roll errors, and least
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11. Experiments in Viewpoint Management

sensitive to pitch errors in indirect AR.

There are several other interesting findings in the experiments. One worth
mentioning here is that participants reported using various means to attempt
to correct the error, such as memory of prior trials within the experiment,
aliasing effects in the rendering (they assumed that least jagged lines indicated
most correct), amongst other. Based on this we believe that the reported
numbers in the paper are lower bounds, and that the error tolerance in a
more realistic, dynamic situation might be larger.

11 Experiments in Viewpoint Management

Paper [F] is entitled Temporal Coherence Strategies for Augmented Reality Label-
ing. This project focuses on view management techniques for AR, as a natural
future extension of the visualizations presented in papers [C] and [E].

Motivation

Interactive visualizations, such as the Castle Chapel studies presented ear-
lier, ideally should include additional information to present to the user, in
addition to the visualization itself. We, and the museum at Koldinghus, are
interested in how to present additional information to visitors at the museum
who experience the installations. This information could as an example be
related to objects in the visualizations, places in the chapel or other points of
interest. One way to do so is by annotating interesting objects in the scene
by the means of labels in the scene presenting the information to the visitor.
However, in a dynamic setting such as AR, the system must be able to adapt
to ever changing viewpoints of the interface as the user moves around, and
the labels should not obstruct the objects of interest in the current viewpoint
rendering.

Project description

To investigate how such a system should be constructed, we evaluate imple-
mentations in user studies related to task performance and subjective opin-
ions of users. We have developed four view management techniques for label
management, and evaluated user task performance and user opinion in two
user studies. The implementations enforce constraints from the literature
by placing annotations in the vicinity of the object, avoid overlaps between
annotations and the annotated objects, and avoiding crossing leader lines.
Examples of the implementations are illustrated in Figure 20.

Using experimental software developed for windows tablets, the experi-
ments are carried out using a Surface 2 Pro tablet.
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(a) Minimal experimental setup for (b) Showcasing the application running for
the studies the first study

Fig. 20: Illustration of the experimental setup and application running. The purpose of the user
was to identify specific labels, select them and then move closer to the anchor point.

In the first experiments, we evaluate user task performance of the four
implementations in a manner similar to a novice user in a learning scenario.
We are interested in how different factors interact on task performance. The
factors include rendering space (2 levels: 2D and 3D), update rate (2 levels:
continuous and discrete) and grouping (2 levels: balanced and unbalanced) of
labels. Thus the experiments became a factorial mixed model design, with
update rate and rendering space as within subjects factors, and grouping as a
between subjects factor.

In the second experiment, based on the results of the first, we limit the
experiment to subjective preferences of only one factor, update rate with the
two levels from experiment one. For this experiment rendering space is set
to 3D only, based on previous results, and grouping set to an unbalanced
grouping, as this is deemed "worst case" for both implementations.

Lessons learned

We present findings of two user studies, and present suggestions for usage
of viewpoint management technologies for practitioners in the field. The
project describes the implementation and evaluation process using four dif-
ferent view management techniques for dynamic handheld AR.

The contributions of the project are four relevant findings: 1) participants
perform tasks faster with a management system using object space rendering
compared to one with screen space rendering, 2) discrete updating in object
space outperforms any screen space implementation presented, 3) from the
constraints presented in the literature it appears only re-arranging of labels
have an effect on performance, and 4) participants prefer a discrete updating
system when presented with an object space rendering technique. In general
terms, this means that users were fastest using the object space rendering
method, and when presented with various update methods for this particular
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technique, they preferred that the system was discretely updating.

To explain the constraints from the literature, we limited the data to a
subset of the original experiment data, relevant for investigating this. This
showed that the re-arranging labels constraint had an impact on performance.

The insight gained leads to new interesting venues for further investiga-
tions in this area. One example of this is selective updating of only labels
breaking constraints as an alternative to updating the entire system as it is
currently. This might increase user task performance as well as computa-
tional performance.

12 Contributions
To summarize, the contributions made in this thesis are:

e User evaluation for visual perception of static orientation errors for
direct and indirect Augmented Reality
The method presented in paper [D] demonstrates a user acceptance
threshold for static tracking errors, revealing (not surprisingly) that the
threshold is lower for classic AR than indirect AR. Additionally, detec-
tion of errors is highly dependent on orientation axis.

e User evaluation applied to Augmented Reality technology for view
management
The methods presented in paper [F] demonstrates increased task per-
formance for object space rendering techniques in comparison to screen
space rendering techniques. Further analysis reveals re-arranging of la-
bels might have an impact on performance.

e Demonstration of practical framework for realistic daylight simula-
tion in applications for augmented realty for low-powered mobile
devices
The illumination framework presented in paper [C] includes a pre-
computation of light maps in combination with on-device rendering
of viewpoint specific illumination effects such as specular highlights on
low-powered mobile devices.

e Method for a practical solution approach for tracking related issues
The methods for combating gyroscope related issues presented in pa-
pers [C] and [E] describes novels methods to overcome drift-issues us-
ing a practical solution. The relocation method presented in the paper
[C] describes a practical solution for relocation in the virtual setting, al-
lowing the user to reposition himself accordingly in the physical space
following the virtual viewpoint.
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e Demonstration of practical applications using Augmented Reality
technology
The methods presented in this thesis have been applied and demon-
strated in several unsupervised real world scenarios, presented in
papers [A], [C], and [E].

e Demonstration of practical logging framework for non-intrusive
anonymous logging
The descriptions presented in this thesis have been applied to facilitate
data gathering and analysis of in-field usage study, presented in papers
[A], [C], and [E].

13 Conclusion

This thesis has presented methods and applications for investigations of in-
field usage of Augmented Reality (AR) technology. With a main focus on usage
by people, the work has been organized around two major themes: explo-
rative analysis from in field usage of commercial applications, and laboratory
experimentation resulting from insights gained from the previous explorative
analysis.

Two applications, presented in papers [A-C, E], study usage patterns in
unsupervised longitudinal field testing. The first one, papers [A-B] is pre-
sented as an application targeted for children as a game in a museum con-
text, while the second, papers [C, E] present a static as well as handheld
installation of a visualization of a historical ruin. Based on data collected
and analysed in both settings, usage patterns have been uncovered and fur-
ther work has been proposed. These projects demonstrate practical solutions
for using AR technology within the field, as well as usage in unsupervised
real world scenarios. Furthermore, papers [C, E] present a novel and prac-
tical solution for combating gyroscope related issues. Paper [C] presents an
illumination framework for pre-computation of light maps in combination
with on-device rendering of view-point dependent illumination effects, such
as specular highlights. This presents a framework for time of day specific
illumination for low-powered handheld devices.

Based on proposed future work and observations on locations, two stud-
ies in the laboratory, papers [D, F], deal with user performance in a series
of experiments related to human factors; visual perception and task perfor-
mance in selection, respectively. The first project [D] is based on a developed
method for participants aligning offset orientation to the best of their abilities
for a single axis, in a repeated experiment. The paper demonstrates a user
acceptance threshold for static tracking errors, and illustrates that the thresh-
old is lower for classic AR than that of indirect AR, unsurprisingly. Lastly, it
reveals that detection of errors is dependent on orientation axis. The second
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13. Conclusion

project [F] in the laboratory environment is based on a method investigat-
ing user task performance in a series of consecutive tasks related to identi-
fication and selection of annotations for dynamic handheld AR. The paper
demonstrates an increase in task performance for rendering in object space,
in comparison with screen rendering techniques. Additional analysis within
the paper suggests that re-arranging of labels might affect task performance.

During the thesis, all methods and applications have been tested on real
world data, showing promise for AR technology running unsupervised in
longitudinal field trials. The collected data demonstrate potential for usage
in real world application for information collection. Focusing on how the
applications are received and used over an extended time, there is a lot we
can learn from such usage, such as how and what interests people, and where
to apply more effort in understanding the user. It might just be that this is
the way to unlock the potential for AR and uncover use-cases and design
guidelines, which are not yet understood.

The thesis present ways and methods for bringing AR into the world and
systematically collect data to explore how it is used. I believe this brings us
a step closer to understanding the relationship between the interface and the
user.

Chapter 12 listed six main contributions of this thesis. The research pre-
sented has resulted three possible avenues for further investigations which
will be described subsequently.

13.1 Future work

From the papers [A-C, E], my thesis contributed insights into users’ interest
in exploration of the presented mixed-reality world. It was found that users
does not appear to be interested in visually exploring the AR areas. In mixed
reality settings, it is unclear to what extend users are interested in experienc-
ing the presented mixed-reality world, and how the curiosity of the user can
be stimulated to further explore an area in a mixed reality setting sufficiently.
Specifically, papers [A-C, E] found that users’ does not appear to be inter-
ested in visually exploring the AR areas, neither in the game (paper A) nor
the visualization of historical ruin (paper C). For future work, it would be
interesting to explore the relationship between the AR technology and users’
interest in visually exploring the area, to uncover the potential of tracked AR
and user immersion within the environment. Another possible future work
in this area is investigation into the mental connection the user has, between
the real environment and the virtual setting presented. In Cultural Heritage
(CH) environments, visualization of historical settings or artifacts within the
correct physical setting might elevate the overall experience. The consider-
ations for user exploration is interesting as this is a hard subject to gather
information on. To the best of my knowledge, this is an unexplored research
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area, however relevant for user acceptance of the enabling technology.

From the paper [D], knowledge of perception of static orientation errors
was uncovered in a laboratory experiment. Specifically a lower threshold for
perceptual user acceptance of static tracking errors were uncovered. A next
logical step in research of perception of static orientation errors, related to
paper D, is to evaluate the effect of allowing the tablet and the participant to
move around in a realistic manner and the effect of taking the study out of
a controlled lab context and into a more realistic setting. Other interesting
areas of future study might be incorporation of head tracking, a higher level
of realism in the virtual model, and similar studies of static position errors.

Paper [F] gave recommendations for designing a view management sys-
tem related to task performance of an AR system. Related to that research,
future work should isolate which factor influences the performance of the
participants. Object-space labeling may have performed better due to sta-
ble label placement or due to the additional spatial cues from registering the
labels as 3D objects in the scene. Additionally, to achieve better coherence
between layouts, a better solution would take into account the layout of the
previous viewpoint when calculating the layout of the new viewpoint.

13.2 A final outlook and perspectives

Despite the ever increasing quality of AR technology and related applica-
tions, there are a series of issues which make mass adoption problematic at
this point in time.

First of all, for normal people, for whom AR is something they haven’t
heard of yet, getting started with mobile applications presenting this feature
in unprepared environment, will be a hard task. If the technology is not
robust or prepared for any given environment, developers will be tasked
with explaining the user in a simple way why the applications fail to live up
to any expectations the user might have. I.e. why the tracker does not work,
which might be related to issues from lack of scene features, to illumination
or even unstable handling by the user. This is as much a technology issue as
it is a presentation issue. And if the default expectation of the user becomes
that it does not work part of the time, it might not be worth it to the user to
actually use the system.

When technology has matured and we are able to track these "hard to
track” environments in multiple conditions, there are still issues related to
occlusion and illumination presented in the theoretical parts of the thesis.
With Hollywood presenting their visions for the future of AR, people will be
expecting things to "just work". Too many hiccups or not really understand-
ing what the limiting factors are might drive potential users away.

This relates to a need for additional user studies of both user adoptions
of natural AR applications in the field, but also of perceptual studies related
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to the main technologies (tracking, occlusion, illumination). New knowledge
in these areas can lead to improvement of technology and applications to be
more natural, user friendly and useful to the individual.
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1. Introduction

Abstract

The paper critically evaluates central aspects of an iPad AR application developed
for a museum context. The application is designed for children aged 8 to 12 and
mixes AR and mini-game elements to convey dramatized historical events. The game
has been deployed for roughly 3 months and the findings in the paper are supported
by extensive in-application activity logging. Actual usage of the application at the
museum proved far less extensive than envisaged. Hypotheses for this finding are
presented and discussed, with support from the logging data.

1 Introduction

We describe an Augmented Reality (AR) based interactive experience de-
signed for a museum, but it is not a typical success story. A number of
design decisions were made, which turned out to prevent the designed expe-
rience from living up to its potential. We expose and discuss these flaws, and
provide guidelines for improvements that can be useful for practitioners and
researchers in related contexts. Koldinghus Museum in Kolding, Denmark,
is a castle dating back to the 13th century and has played a central historical
role as part-time residence for a row of kings. The AR game/experience is
called Memories of The Walls, and the story-driving element in the game is
the walls (personified as a character) of the ruin remembering and letting the
user experience dramatized historical events that occurred at Koldinghus.

The application is developed for children and pre-teens, runs iPads, and
uses the AR concept as its main technological focus. The partners on the
project have been Koldinghus Museum (contractor), the Board of Tourism
for Southern Denmark (project management and funding), Aalborg Univer-
sity (technical development and implementation), No Parking and Baaring
Stories (concept, manuscript, asset production).

The museum has been handing out iPads with the Memories of the Walls
app to visiting children and their families since the launch on February 9th,
2012, (Figure A.1). In this paper we perform a longitudinal study of the
use of the app, based on in-app activity logging, in addition to conducted
interviews, and qualitative observations of groups interacting with the app.

2 Story and the game

The experience is centered around a “if only the walls could speak” concept.
The Wall provides narration and quests by addressing the user directly, and
users get to play through one of a series of wall memories. One memory is
fully designed and implemented: the memory of Kirsten Munk, who from
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Fig. A.1: Left, two children playing Memories of the Walls with iPad in rugged casing. Right,
screen shot from the developed app showing the wall character with eyes and mouth. The wall
characters presents back story and quests to the user.

Fig. A.2: Left to right: 1) a static frame placed on a stand in the Castle Chapel, and the memory
card of Kirsten Munk, 2) a stand in a recess in the Chapel wall, and 3) animated augmentations
are displayed when the user places a proper card on static frames around the castle.

1615 to 1628 was married to King Christian IV and bore him 12 children.
Kirsten Munk was nobility but not royal, and could not be Christian IVs
formal queen. The story implemented in the memory of Kirsten Munk is
that the King’s sisters are plotting to poison Kirsten Munk in an attempt
to thwart her marriage to Christian IV. The quest of the child(ren) playing
Memories of the Walls is to prevent the murder. The actual game experience
takes the user through a large part of the castle while playing mini-games
and unlocking items needed to complete the quest.

Memories of the Walls is an application for iOS 5.0 iPad2 tablets. The
application is developed in the Unity game engine using Qualcomm’s aug-
mented reality SDK (QCAR) for tracking. In-app logging collects time of
completion for individual parts of the game, total playtime, and progress
in mini-games. During game stages entailing augmenting the position and
orientation of the tracked marker relative to the iPad camera is logged at 2
Hz.
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3. Longitudinal study

3 Longitudinal study

Usage data of the application has been logged on the 6 museum iPads from
March 8th 2012 to May 9th 2012. During this time the application has only
been used 54 times. One third (18) played alone, while the remaining (36)
played in a group of two or more. Only 33 (61%) ventured further into the
game than the introduction. The average playing time for all participants is
38 minutes, whereas average playing time for those that complete the game
is 65 minutes. Subsequently, we address three main problem areas we have
identified from the longitudinal study.

3.1 Making it past the introduction

Log data shows that, if users made it past the introduction 88% (29 out of
33) complete the game. Apparently, the introduction represents a hurdle to
users. The introductory stage of the game is not really completed before users
make it to the chapel and launch the presentation of the back story on Kirsten
Munk. The average time to accomplish this for the users that complete the
entire game is roughly 12 minutes, so on average it takes 12 minutes before
gaming, interaction and the AR “wow” effect kick in.

3.2 Reality not augmented

The goal of AR technology is to augment the physical world, but we noted
that most groups spent more time looking at the screen and playing the
games and only noticing the museum itself as if in passing, in a quest to
find the static frames and locations of mini-games. The game is an orienteer-
ing exercise too focused on playing mini-games and getting from station to
station. This is substantiated by the logging data. Average playing time for
those that complete the game is 65 minutes, roughly 45 minutes of which is
spent on moving from station to station across the entire castle. People who
know their way around the castle are estimated to be able to walk that tour in
under 10 minutes. Thus, on average roughly 35 minutes are spent on figuring
out where you are and where you need to go.

3.3 Visual exploration in AR sequences

In Memories of the Walls there are 5 stages where animations are augmented
onto the video feed. The in-app logging allows us to data-mine the positions
of the iPad relative to the markers at the stages. Figure A.3 shows a heat
map of viewing positions (viewing directions projected onto unit circle) for
the station where Kirsten Munk is introduced. The plot clearly shows that
users do not exploit the possibility to visually explore the augmentations
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Fig. A.3: Heat map of viewpoint positions relative to the Kirsten Munk augmentation.

from arbitrary viewing directions. Had they looked more evenly from all
viewing directions the plot would not have shown such a clear hot spot. This
is clear evidence that users do not get the “wow” effect of tracked AR; they
are passively watching an animation that might as well have been a regular
2D animation.

4 Discussion

We subsequently present some alterations/improvement we believe would
alleviate the problematic issues.

Abbreviate the introduction sequence. The design team behind Mem-
ories of the Walls championed a cinematic style presentation of the setting
for the experience. Based on the longitudinal experiment we suggest that the
experience be altered to a more game-oriented, explorative style, and design
the introductory stages such that an interactive AR “moment”, or “wow”
effect occurs immediately upon starting the game.

Make the game more grounded in surroundings. Nothing in the gam-
ing experience forces the user to take advantage of, or to “need”, the sur-
roundings while playing. We recommend changing the gameplay towards
actively involving the surroundings, e.g., getting codes or names from paint-
ings, counting the number of doors, locating the best place to hide and point-
ing it out on displayed floor map, anything that forces the users to take notice
of the space and perceiving it, not just sensing it.
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5. Conclusion

Motivate visual exploration during AR sequences. Data showed that
users do not visually explore the augmentations. We suggest that this is ad-
dressed by 1) move stands from wall recesses into open floor space to allow
users to walk around animations, 2) design augmentations to provide occlu-
sions, for example multiple objects near each other, forcing the user to move
in order to create motion parallax, 3) design mini game elements that force
users to look behind /around objects to find, e.g., a year of manufacture or a
code, 4) have static marker frames placed on the floor to enable body-sized
augmentation which require actual body movement to walk around, not just
a swaying from side to side. We conjecture the embodiment of the visual ex-
perience to be really important for the perception of the augmentations being
grounded in the real environment.

5 Conclusion

During design and development there was a clash of cultures between the
design people voting for a cinematic style, and the implementation people
voting for an interaction-oriented style. The longitudinal study clearly indi-
cated three issues with the current design: 1) the introduction sequence is too
long and not interactive, 3) the physical location is not sufficiently integrated
into the experience, and 2) augmentations are only experienced as cinematic
cut-scenes, not visually explored.

We believe these experiences indicate that there is still a lot to be learned
about how to design good applications around AR and how to optimally
exploit the affordances of AR for interactive edutainment applications.
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1. Introduction

Abstract

In this paper we critically evaluate central aspects of an iPad AR application devel-
oped for a museum context. The AR application is designed for children aged 8 to
12 and mixes AR and mini-game elements to convey dramatized historical events
to users. The game has been deployed for roughly 3 months and the findings in the
paper are supported by extensive in-application activity logging. Actual usage of the
application at the museum proved far less extensive than envisaged. Hypotheses for
this finding are presented and discussed, with support from the logging data. The
most important findings are: 1) the application has a long, non-interactive narra-
tive introduction resulting in many users dropping out early, 2) the application does
not feature an AR “training level” for users to become accustomed to using visual
tracking and be exposed to the AR “wow”-effect, and 3) the application does not
encourage visual exploration during the AR application elements. These relatively
easily remedied technical/design issues, combined with problems with the narrative
of the application have resulted in the museum not promoting the application heavily
to its visitors, leading to low usage. We contribute impacting cross-effects useful for
the future design and deployment of AR in educational and recreational settings.

1 Introduction

There are many, many excellent examples of experiences and applications
based on new technologies designed for museums. Museums in many ways
provide a good setting for communicating with visitors through the use of
technology. In this paper we describe an Augmented Reality (AR) based in-
teractive experience designed for a museum, but it is not a typical success
story. In fact, despite all the best intentions, a number of design decisions
were made, which turned out to prevent the designed experience from be-
coming a successful one, or at least living up to its potential. The paper ex-
poses these flaws, discusses them and provides guidelines for improvements
that can be useful for practitioners and researchers in related contexts.

Koldinghus Museum in Kolding, Denmark, is a castle dating back to the
13'h century and has played a central role in the history of Denmark, primar-
ily as part-time residence for a row of kings. In 1808 the castle burnt to the
ground leaving only the bare walls, and in the 1970s the castle was restored
into a museum, with absolute minimum alteration to the ruin (see Figure
B.1).

The museum statutes obligate the museum to convey the history of Kold-
inghus also to children and pre-teens. In order to address this age group
funding was secured for a cross-disciplinary team to develop a location-
specific game-like experience for the museum, to complement regular mu-
seum exhibitions with a technology-driven element.
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Fig. B.1: Photo of interior of reconstructed ruin of Christian IVs caste chapel at Koldinghus
Castle Museum. Here the chapel is being used for a temporary exhibition of bronze statues.

Fig. B.2: Two children playing Memories of The Walls with iPad in rugged casing.

The application is developed for a mobile platform (iPads) and uses the
AR concept as its main technological focus.

The developed AR game/experience is called Memories of The Walls, in
reference to the fact that the story-driving element in the game is the walls
(personified as a character in the game) of the ruin remembering and let-
ting the user experience dramatized historical events that have occurred at
Koldinghus.

The museum has been handing out iPads with the Memories of The Walls
app to visiting children and their families since the launch on February 9'h,
2012, (Figure B.2). In this paper we perform a longitudinal study of the
use of the app, based on in-app activity logging, in addition to conducted
interviews, and qualitative observations of groups interacting with the app.

The partners on the project have been Koldinghus Museum (contractor
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2. Related Background

and provider of historical facts), Syddansk Turisme (board of tourism for
Southern Denmark, project management and funding), Aalborg University
(technical development and implementation), No Parking and Baaring Sto-
ries (concept, manuscript, content production).

2 Related Background

Museums and public gallery spaces have often proven to be useful envi-
ronments to start testing real use of emergent technologies, see for example
recent work with multi-touch and AR systems, [1, 4, 10]. There are multiple
reasons for this. These types of environments generally have information and
clear instructions beside each work. The purpose is two-fold: the informa-
tion states clearly what the work is, piquing interest and instructions on how
to use entice the potential user. These factors are particularly important for
novice users. In addition, there are staff on hand to advise and instruct, even
at times guided tours or individual museum guides that demonstrate use.
Further, technical staff are available to maintain the work, restart the work
and make sure the work is functioning correctly. All of these factors ensure
that for an audience member using a new technology there are less obstacles
to overcome to produce a successful experience.

2.1 AR in museums

Within museums AR can be used as a tool with which visitors can extend
the information available to them by adding to the existing information, be
it by audio, visualization and/or haptic augmentation. Some recent usage
examples of AR in museums include museum guides [1, 5], that attempt
to bring added information to the museum visit through augmentation of
information into the scene, AR exhibitions [9, 10], offering the user the ability
to explore the installation, and attempts at multimodal AR experience [1],
or more natural AR interfaces [3], as a representation for artifacts that may
otherwise be off limit to the public for various reasons.

2.2 AR with Posters and Maps

There are many examples of AR technology working with paper surfaces,
particularly with paper maps and posters. As an example of hybrid tech-
nology in action, studies indicate the use of paper surfaces with AR tech-
nology has much potential. A projection-based system by Reitmayr et al. [8]
augmented a paper map directly with dynamic, geo-referenced information.
Reilly et al. [7] used RFID tags to associate locations on the map with digital
information. There are many instances of AR working well with paper sur-
faces to dynamically update awareness of friends’ locations or activities [6].
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Fig. B.3: Screen shot from the developed app showing the wall character with eyes and mouth.
The wall characters presents back story and quests to the user.

More common applications may include updating altered bus locations on
bus stop maps or updating information for concerts or festivals on poster
adverts closer to the event when more information is at hand.

In this project paper posters are added to the museum to indicate infor-
mation and next clues, and are used as markers in an AR application for
marker-based tracking in order to entice a young audience in a museum set-
ting.

3 Story and the game

The Castle of Koldinghus has been at the center of many important historical
events in Denmark during a 500 year period. This, combined with the fact
that all that remained after the fire in 1809 are the castle walls, inspired the
development team to center the experience around a “if only the walls could
speak” concept. The Wall (Figure B.3) is an animated character in the game,
providing narration and quests by addressing the user directly.

The basic idea of the concept is that users (children) get to play through
one of a series of wall memories. Currently, one memory is fully designed
and implemented: the memory of Kirsten Munk, who from 1615 to 1628 was
married to King Christian IV and bore him 12 children. Kirsten Munk was
nobility but not royal, and could not be Christian IVs formal queen.

The story implemented in the memory of Kirsten Munk is that the King’s
sisters are plotting to poison Kirsten Munk in an attempt to thwart her mar-
riage to Christian IV due to her not being of royal birth. This plot is not
historically substantiated and represents “artistic freedom” for dramaturgi-
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TN

Fig. B.4: On the left, a static frame placed on a stand in the Castle Chapel, and the memory card
of Kirsten Munk. On the right, the stand in a recess in the Chapel wall.

cal purposes. The quest of the child(ren) playing Memories of The Walls is to
prevent the murder.

After having paid admission the child, and its family if present, is is-
sued an iPad and informally informed about the game. The app is already
launched and prompting the user to press START. The custodian instructs
the family to go to an adjoining room and commence the game. In addition
to the iPad the child is given a set of “trading cards”. The first card is a mem-
ory card, depicting Kirsten Munk. Three cards depict objects; a wine glass, a
wine decanter, and a set of clothes, respectively. Finally, two cards represent
traits: wisdom and courage, respectively.

Upon pressing START the Wall is awakened from its sleep and in an intro
sequence recounts of the Big Fire, of the old days and of the memories. Then
the child is instructed to find his/her way to the Castle Chapel and place the
memory (Kirsten Munk) in a static frame to be found in the Chapel and then
“The adventure begins”. The duration of the intro sequence is 2:47 minutes.

When the child places the memory card in the frame in the Chapel, and
films it with the iPad (Figure B.4), the Wall character tells the story of Kirsten
Munk, the King's evil sisters and their plot to poision her, and invites the
child to assist in preventing the assassination. While this is being told a
magic mirror is augmented onto the iPad camera image, see Figure B.5.

To prevent the assassination, the child must seek out the assistance of the
wine glass as well as the decanter, and a set of nice clothes to wear at the ball
where the poisoning is to take place. The task of the child being to make sure
Kirsten Munk’s poisoned wine is replaced with the non-poisoned wine.

The remainder of the game now to move around in the castle and, in
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Fig. B.5: The Kirsten Munk memory card is tracked and a "magic mirror" augmentation vi-
sually underlines the back story for the Kirsten Munk memory and the quest to prevent the
assassination.

Fig. B.6: Left to right screen shots from the wine glass, decanter and clothes mini games, respec-
tively.

succession, find the locations of the glass, the decanter and the clothes, re-
spectively, and place the appropriate trading cards in the frame. When the
app recognizes a correct combination of a static frame and a trading card an
animated character, e.g., the wine glass, is augmented onto the iPad camera
view and presents the child with a challenge (mini-game) to be completed
before the decanter will assist the child in the overall quest.

The wine glass mini-game is to correctly replay (by touching various
glasses on the screen) a 9 note phrase of a piece of renaissance music. The de-
canter mini-game is a motor-skill game where the child must pour wine into
the glass. The clothes mini-game is to arrange the colors of a set of clothes to
match a real set of renaissance clothes on a dress form, see Figure B.6.

When all mini-games are completed the child has everything needed to
proceed to the big hall and actually ward off the assassination by placing
either the courage or the wisdom trait card on a static frame. A corresponding
ending is then presented as an animation augmented on the screen.
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4 Implementation

Memories of the Walls is an application for iOS 5.0 iPad2 tablets containing
camera and gyroscope. The application is developed in the Unity game en-
gine using Qualcomm’s augmented reality SDK (QCAR) for tracking.

When a single marker (static frame or trading card), or combinations of
markers (static frame and trading card), are viewed through the tablet cam-
era, the system identifies the marker or markers. Depending on progress
in the application, a scripted augmented narrative or interactive mini-games
will be revealed for the user. Naturally, the user must keep the frame/trading
card combination in the camera’s field of view for the tracking to function.
If tracking is lost for a short while, audio will continue but animation is not
shown. If tracking is re-obtained within 10 seconds, animation continues
from where it would have been without tracking loss so as to be in sync
with audio. If tracking is lost for more than 10 seconds, audio is also termi-
nated, and both audio and animation are restarted from the beginning when
tracking is re-obtained.

The implemented app was developed specifically for the iPad2, although
both Unity and Qualcomm SDK makes it possible to extend this to Android
tablets, as well as mobile phones. The application operates at between 20-30
FPS depending on the progress in the game and number of simultaneously
tracked markers.

4.1 Guiding the users around

Assisting static markers are spread throughout the castle in order to aid the
users on their journey. When identified with the iPad camera, a map of
the castle with location of every station (locations of static frames) appears,
along with the user’s current position in the castle. This has been added to
aid the users in navigating the large castle across several floors when moving
between posts in response to the progression of the quest.

When a mini-game associated with an object has been completed the cor-
responding object icon on the graphical user interface (GUI) is highlighted.
The GUI for the application is illustrated in Figure B.7. If, while en-route to
the next post, the child forgets what to go and look for, it is possible to touch
an icon on the GUI upon which a small audio file is played, explaining what
to look for and in which part of the castle to look for it.

5 Early pilot study

A trial was held at the museum in early February 2012, with 16 school chil-
dren of mixed gender from 10-11 years of age (5 girls and 11 boys) com-
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Fig. B.7: The GUI for the application.

posed into a set of six teams. The children were accompanied and observed
throughout and then interviewed in teams after working through an AR ex-
perience of the museum. There were several configurations of numbers of
children to numbers of iPads: 1) 2 groups of 2 children with iPad per group.
2) 3 singular children, each with their own iPad. 3) 3 adults and 3 children
with their own iPad. The purpose for this initial pilot test was to get construc-
tive feedback from the children about the game. The evaluation team, led by
Syddansk Turisme, wanted to gain an understanding of several elements of
the AR experience. They wanted to firstly, better understand how the game
components worked and whether the children learnt the story and under-
stood how mini-games worked. Secondly, ascertain what were the best team
composition(s) so that the children could achieve the best possible gaming
experience. Third, understand from how the children described their expe-
rience what worked and what did not. Fourth, know how well the children
could use the individual components: the cards, the frames and the iPad in-
terfaces. Fifth, determine how the children would manage navigation of this
large castle. Sixth, see if the experience impacted their learning. Did the chil-
dren recall the historical facts the game required they learn in order to move
to the next place? And seventh, if so, could the children distinguish between
fact and fiction in the game. Lastly, the evaluators wished to uncover if the
children could or needed to distinguish between reality and augmented real-
ity (prior work showed children moved seamlessly between these two states)
and finally, to find out how the children found the overall visual form and
expression of the game.

The priority was to uncover any obvious anomalies with the work, to

86



5. Early pilot study

manage improvements and undertake any necessary modifications while im-
plementing a user centered design approach, before releasing the game to a
wider general public.

The users were observed while playing the game and then were inter-
viewed in their teams by a small panel. We report here findings from inter-
views and observation.

5.1 Findings from interviews

There are limitations in the interviews where the children reported face to
face with a group of adults who had been involved in the making of the
game (including a nationally famous television role playing game master).

The children stated that they preferred to play with a friend (not a par-
ent or grandparent) and the best combination was identified as two children
playing with one shared iPad. All groups found the maps useful for naviga-
tion.

All groups with exception of one (discussed later), rated the experience
high on games that they have enjoyed most. They reported that the aspects
they liked the best were the mini games (identifying particularly the glass
and decanter game) and that they were in a big old castle they had to roam
all over. All groups reported that they would like to play more history games,
for example, the "game of Vikings... second world war... games on the other
king and queen". All groups had a good understanding of the story itself de-
termined from a "before and after" test on historical knowledge. The groups
could identify what was fact and what was fiction, except for in the ending
of the game, where there was a choice of how to prevent the assassination.

The one group that responded differently was composed of children with
more gaming experience. They had been talking and missed the information
in the long introduction and subsequently boredom set in early. The game
system did not allow them to go back and access that information again.
They asked if they could stop the game but a teacher went with them and
made them do it again.

5.2 Findings from observations

From observing the groups, we could see that all teams caught on quickly
how to use the AR markers, the map and the iPad in tandem. Several of the
children forgot the cards on the way so there was some learning of necessary
sequence of events required. The beginning introduction was long and hard
for some players to hear, we noted some children lost focus. Introductory
narratives to the mini-games were sometimes skipped, in favour of going
directly to the games, meaning there needed to be a way to repeat mini games
introduction later in the sequence. In addition, the children needed to be able
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to see the map on the iPad after each mini-game. With three-person teams
there was often a third person more in the background, not able to access the
AR system.

We could see that the groups were very social when they bumped into
other groups, but the teachers then structured it so this did not occur. We
noted that the carry all-version of the iPad works well in that the casing
seemed sturdy enough, was easily passed from student to student and ob-
scured any buttons not needed for interaction. Generally we found that the
groups were most often either walking fast through the museum or they were
confined and working together solving mini games in smaller spaces. This
meant the focus was very honed in, which appeared somewhat strange given
the grandness and largess of the surroundings.

5.3 Changes in relation to the pilot study

During the month following the pilot study the prototype was altered to the
final version used for the longitudinal study. Small changes were made to
the application; specifically a map of Koldinghus Castle was now to appear
after completion of a narrative or mini-game. This was added in order to
aid the children in their tour around the castle. Additionally, the narrative
introductions to the mini-games were made mandatory, as all users skipped
those without listening, and subsequently did not know what to do following
the mini games.

It was noticed that users often would lose track of the marker during the
narratives, an issue which caused some frustration amongst the users. A
short delay before stopping the narrative was introduced, so users did not
have to start over due to lost tracking, in order to complete the narrative (as
described in Section 4).

Logging of data was implemented in the application for an longitudi-
nal study. The aim of the logging is to have a look into the usage of the
application and how the users play through the experience as well as the
experimentation they do with the iPad.

6 Longitudinal study

It was specified by the collaborators that the iPad should not be able to access
the internet or communicate with other devices, meaning the logging of data
had to happen locally on the iPad and stay there until an authorized person
could connect to the network and upload the usage data. As a result of
this, the data is saved continuously on the iPad itself, collecting data through
logging continuous observations of the users’ behavior with the application.

With this restriction in mind, the data collection is designed to not flood
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the iPad when playing or the server when uploading. In order to get the
total playtime, every event was logged. It is however possible to suspend
the application and stop it without sending an event in Unity. In these cases
the total playtime might be a few seconds or minutes more than portrayed.
This is not seen as a problem as early testing has shown users usually take a
substantial amount of time to complete the entire game.

The logging collects data concerning time of completion for individual
parts of the game, and the total playtime, along with progress in the games.
During the game stages that entailed augmenting an animation on to the
video feed the position and orientation of the tracked marker relative to the
iPad camera was logged a 2 Hz. This data was logged to investigate how the
users exploited the 6 degree of freedom tracking during the AR sequences.

Subsequently, we address three main problem areas we have identified
from the longitudinal study.

6.1 Characteristics of actual usage

Usage data of the application has been logged on the iPad and gathered in a
period covering two months, from March 84 2012 to May 9'h 2012. The first
noticeable information from the data is that the application has only been
used 54 times during the two months period of testing. This is less than once
per day, and as the museum is open all week and has six iPads for handing
out, the limiting factor does not lie with hardware or accessibility to the
museum. Clearly, this indicates that the museum has not actively promoted
the game to its visitors. Equally clearly, there is a good reason for this which
we shall discuss in Section 7.

For those who played the game, one third (18) played alone, while the
remaining (36) played in a group of two or more. Of the 54 plays, only 33
(61%) ventured further into the game than the introduction, i.e., the 2 minute
47 second narrative section where the Wall character wakes up and intro-
duces the whole thing, see Section 3. 29 users (54%) completed the entire
game. Conversely, 21 users (39%), or groups, returned the iPad to the custo-
dians without even getting to the stage where the memory card with Kirsten
Munk is placed on the frame and the back story of the plot to assassinate her
is presented. This data shows that, if users made it past the introduction 88%
(29 out of 33) complete the game. Apparently, the introduction represents a
hurdle to users. And the introduction is not just the narrative presentation by
the Wall character (which takes 2:47 minutes). The actual introductory stage
of the game is not really completed before users make it to the chapel and
successfully launch the presentation of the back story on Kirsten Munk. The
average time to accomplish this for the users that complete the entire game
is roughly 12 minutes, so on average it takes 12 minutes before gaming, in-
teraction and the AR “wow” effect kick in.
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Fig. B.8: The children often became so immersed in the task that they became oblivious to the
magnificent surroundings.

The average playing time for all participants is 38 minutes, whereas aver-
age playing time for those that complete the game is 65 minutes.

6.2 Reality not augmented

While the goal of AR technology is to augment the physical world, in the
pilot study we noted that most groups spent more time looking at the screen
and the posters or playing the games and only noticing the museum itself as
if in passing, in a quest to find the AR posters. Of course, this is an element
of treasure-hunt type game play, where there is a perceived level of urgency
from the participants to finish fast (despite there being no penalties for taking
more time). There are numerous instances where the immersion in the tasks
strongly outweighs any awareness of the surrounding environment (Figure
B.8). This is made even more obvious because of the vastness of the castle in
contrast to the small recesses the static frames, or game stations as it were, are
placed in.

Other location-based game/experiences have attempted to manage this
by offering prizes for different kinds of activities, e.g. prizes for best photo
of the environment, designing the best new task in addition to the most com-
monly found game strategy of fastest and most correct task completion. The
players need a reason built into the game (and the place itself) to explore the
environment beyond finding "tokens". As it stands the Memories of the Walls
experience is one of orienteering, where players achieve a task and hurry on
to find the next station. They become confined by the narrative tasks, rather
than having these expand their enjoyment of the whole environment. This is
substantiated by the logging data. Average playing time for those that com-
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plete the game is 65 minutes, roughly 45 minutes of which is spent on moving
from station to station across the entire castle. People who know their way
around the castle are estimated to be able to walk that tour in under 10 min-
utes. So, roughly 35 minutes on average is spent on basically figuring out
where you are and where you need to go.

6.3 Visual exploration in AR sequences

In Memories of the Walls there are 5 major sequences where animations and/or
static objects are augmented onto the video feed, constituting the AR “gim-
mick” around which the experience is designed. Marker-based tracking is
typically considered to provide 6 Degrees-of-Freedom (DoF) movement infor-
mation, 3 positional and three orientational. In reality, though, since marker-
based tracking requires the marker to remain in the field of view of the cam-
era, only 4 DoF can be utilized by the user, as the camera has to point in
the direction of the marker while the user for example is walking around
the marker. Additionally, one of those 4 DoF is rotation around the camera’s
optical axis, which is futile as it does not provide any changes in the visual
appearance of the augmented object(s). Thus, from an actual usage point of
view, marker-based AR only provides 3 DoF for the user to exploit while vi-
sually exploring the augmentations. Essentially, the user can move the iPad
around on a sphere centered at the marker, while keeping the iPad camera
pointed towards the marker.

This kind of movement obviously is sufficient to visually explore the aug-
mentations from all angles, move close for detail and move back for overview.
Memories of the Walls offers two types of exploration and it is relevant to
discuss this in relation to the eye-in-hand versus world-in-hand metaphors
from the Virtual Reality and Computer Graphics fields. The two exploration
modes are:

World-In-Hand

If a trading card, e.g., the card depicting the decanter is held in the
hand in front of the camera, the card is augmented with the 3D model
of the decanter. This is simply a mode for the users to have fun with,
and not an intricate part of the completing the experience.

Eye-In-Hand

Trading cards placed on a static frame result in an animation being
played as an augmentation. Users are free to move the iPad around to
visually explore the augmentation. This is the main exploration mode
in the experience.

Logging the movement of users while they interact with a 3D world can
provide interesting information. In [2] logging of head- tracking was used
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Fig. B.9: The left plot shows a heat map of viewpoint positions relative to the Kirsten Munk
augmentation; the right plot shows positions for the assassination prevention augmentation.

Fig. B.10: Two views of the wine glass representing outer extremes of the viewpoint hot spots.

to explore how augmentations influence people’s movement patterns and
revealed that people are reluctant to “walk through” objects they know are
just visual augmentations and not real, physical objects.

In the context of the present paper we logged the positions of the iPad
relative to the markers at the various stations of the game. Figure B.9 shows
heat maps of tracked viewing positions (viewing directions projected onto
unit circle) for the station where Kirsten Munk is introduced and the sta-
tion where the assassination is prevented, (please refer to Section 3 for more
detail).

This is clear evidence that users do not actually get the “wow” effect of
tracked AR, in effect they are passively watching an animation that might as
well have been presented as a regular 2D animation sequence, i.e. a film/cut
sequence. Figure B.10 illustrates just how little movement users are perform-
ing while watching an augmentation. The two views shown represent outer
extremities of the hot spots in the heat maps.
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7 Discussion

Having obtained only 54 plays with 29 completions over a 2 month trial pe-
riod at a busy museum can only be consider dismal. Obviously, the museum
is not promoting the product heavily enough to visitors, and there can be
only one explanation for that: the museum is not impressed with it. The
museum invested itself in the development process, providing much input
and also took great care to design and construct the stands used for the static
marker frames, the lighting design at those locations, etc., see Figure B.4. The
main reason the museum is not proud enough of Memories of the Walls is the
low rate of users completing the game, and secondarily it is the daily expe-
rience that users have problems navigating the castle, and lastly, a segment
of the users have some initial problems figuring out how to use the marker-
based tracking.

We subsequently present some alterations and improvement we believe
would alleviate most, if not all, of these issues, in addition to addressing
the issues presented in Sections 5 and 6. These suggestions also serve as
recommendations and inspiration for practitioners and researchers in related
projects.

7.1 Abbreviate introduction sequence

On average users spend 12 minutes from pressing ”start game” to getting to
the first element of interactivity, namely tracked AR. Already during design
discussions arose concerning the length of the intro sequence. The design
people were championed a dramaturgic presentation of the setting for the
experience, whereas the technical and interaction design people advocated a
more game oriented, explorative approach to the opening stages. It became
a sort of clash of cultures with the design/storytelling people voting for a
more cinematic style, which ended up being the implemented design. The
actual introduction sequence is 2:47 minutes long (for the narrative part only)
and could perhaps have been acceptable, but in the design phase we did not
take into account that in reality it takes users 12 minutes to get through the
introductory narrative and get to the first station where the AR presentation
of the memory could take place, and another roughly 10 minutes for users to
get to the first mini game.

In view of the experiences with the current version we recommend that
a future revision, and other similar products, design the introductory stages
such that an interactive AR “moment”, or “wow” effect occurs immediately
upon starting the game, for example with showing a 3D model of the castle
augmented on a marker in the reception area where iPads are issued. This
would provide two advantages: 1) immediate stimulation of users’ interest
in the technological aspect, and 2) make sure users learnt how to use the
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marker-based tracking while a custodian is present to assist if needed.

7.2 Motivate visual exploration during AR sequences

Data mining on logged marker tracking data clearly showed that users do
not utilize the option to visually explore the presented 3D animations. This
essentially reduces the experience to one comparable to a static film sequence,
or cut scene. The potential of tracked AR is not at all exploited.

We recommend that this is addressed through various relatively straight
forward approaches: 1) move the stands with the static tracking frames from
recesses in the walls into open floor space to allow users to walk around
animations and look at them from varying angles, 2) design augmentations
so as to provide occlusions, for example multiple objects near each other,
forcing the user to move in order to see everything and create visually stimu-
lation motion parallax to heighten the experience of watching a 3D object, 3)
change stand design from having a slanted top surface to having a horizontal
top surface on top of which it is more natural to have a augmentation “stand-
ing”, 4) design mini game elements that force users to look behind/around
objects to find, for example, a year of manufacture, a code, a pattern, a name,
anything, and 4) have some static marker frames placed on the floor so as
to enable body-sized augmentation which require actual body movement to
walk around, not just a swaying from side to side of the upper body. We con-
jecture the embodiment of the visual experience to be really important for
the perception of the augmentations being grounded in the real environment
and for creating the illusion of them being physically present in reality.

7.3 Make the game more grounded in surroundings

Memories of the Walls is a location specific gaming experience, but is it not suf-
ficiently grounded in the museum surroundings. The locations of the stands
with static marker frames are placed inside the museum, but they might as
well all have been in the same room. There is nothing in the gaming experi-
ence that forces the user to take advantage of, or to “need”, the surroundings
while playing. This detaches the game from the museum and renders it an
orienteering exercise too focused on playing the mini games and getting from
station to station. The average playing time spent on locomotion during play
is 45 minutes out of an average total playing time of 65 minutes.

It is recommended that a revision takes this into account by substantially
changing gameplay towards actively involving the surroundings, e.g., getting
codes or names from paintings, counting the number of doors, locating the
best place to hide and pointing it out on displayed floor map, anything that
forces the users to take notice of the space and perceiving it, not just sensing
it.
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8 Conclusion

We presented the design of an AR based gaming experience for a castle mu-
seum. The castle constitutes a fantastic location for such a product and the
main metaphor and idea behind the design, Memories of the Walls, has a very
high potential and extendibility to many different games focusing on various
historical periods, figures and events. Yet, the actual product is not success-
ful.

A two month longitudinal study of the application in daily, unsupervised
deployment, combined with observations and interviews revealed that there
are serious flaws in the design of the experience. These flaws were pointed
out, and substantiated by significant in-app usage data logging.

The main flaws center around the design of the application not being
sufficiently focused on an experience and exploration oriented style. There
is not enough focus on the users’ exploration of the augmentations, nor of
the museum setting. We presented a range of guidelines for future revision,
serving as inspiration to other similar projects.
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1. Introduction

Abstract

This paper describes aspects of the development of an interactive installation for vi-
sualizing a 3D reconstruction of a historical church chapel in Kolding, Denmark. We
focus on three aspects inherent to a mobile Augmented Reality development context;
1) A procedure for combating gyroscope drift on handheld devices, 2) achieving re-
alistic lighting computation on a mobile platform at interactive frame-rates and 3)
an approach to re-location within this applications situated location without posi-
tion tracking. We present a solution to each of these three aspects. The development
is targeted a specific application, but the presented solutions should be relevant to
researchers and developers facing similar issues in other contexts. We furthermore
present initial findings from everyday usage by visitors at the museum, and explore
how these findings can be useful in connection with novel technology for facilitating
information transfer to a museum audience. The installation is in active commercial
use and is currently logging further user interactions via in-application logging for
future investigations in line with this project.

1 Introduction

Museums provide a great opportunity for introducing new technology to
a user-base in a semi-controlled environment, in order to investigate user
behavior and user acceptance out of the lab and in a contextual setting. The
setting for this project is Koldinghus Museum, a historical castle dating back
to the mid 1200s, placed in Kolding, Denmark. In 1808 the castle burned to
the ground, leaving only the bare walls standing. The castle was restored to
a museum in the 1970s.

This project is part of a currently ongoing series of Cultural Heritage (CH)
projects in collaboration with Koldinghus Museum, aiming at creating new
technology driven installations for the museum to facilitate information and
learning of the history at the museum in a novel way. The aim of this project
has been to conceive a visualization of the chapel as it appeared when built,
using off-the-shelf hard- and software. The installation has to operate ro-
bustly 10 hours a day, 7 days a week in a room with no staff. This meant,
that in addition to an interactive visualization running in real-time and fa-
cilitating information transfer to guests, there was an added constraint of an
autonomous installation which requires no supervision. Furthermore, the lo-
cation of the installation has multiple purposes, which means the installation
must be easily transportable to other locations within the chapel.

The purpose of the installation is to deliver an interactive visualization
of Koldinghus Chapel as it appeared in 1604 after a large renovation. This
has been facilitated through Augmented Reality (AR) technology, to display
the visualization of the past chapel room through a window (tablet) into the
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Fig. C.1: Usage of the installation on the launch day. A child experiences the systems 3 degrees
of orientation freedom of the visualization.

past, placed at the physical correct location in the present setting.

Visitors enter the chapel which is a 10 by 20 meter open space. Along
the wall is a podium with docking stations holding two iPads, each running
the application. As depicted in Figure C.1, users can grab an iPad, hold it
and use as a viewfinder exploring the space. Interface options are given on
the iPad, allowing the user via touch to translate the viewfinder position to
predefined positions in the chapel. The user should then position himself
accordingly in the physical world to achieve a coherent experience of the two
spaces.

This contribution describes an approach for the development of the in-
teractive installation using AR technology. We focus on three aspects that
were considered crucial for development of the project; 1) A procedure for
combating gyroscope drift, 2) achieving realistic lighting computation on a
mobile platform at interactive frame-rates and 3) an approach to re-location
within this applications situated location without position tracking. We fo-
cus this paper on development challenges that are inherent to a mobile AR
development context.

The paper is organized as follows: In Section 2 the work presented in this
paper is positioned in relation to previous work. Section 3 gives an overview
and summery of the location and setting. Section 4 describes the system, in
which the three crucial aspects for development is explained in detail.Section
5 presents an initial evaluation of the system on visitors at the museum, based
on user data autonomously collected on the device, before summing up with
conclusions, and directions for future work in Sections 6 and 7.

The installation has been actively running in multiple iterations since
November 11" 2012, and in its current iteration since April 24t 2013, which
is the version described in this paper. During this time the application has
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logged usage data to assist in uncovering usage patterns.

2 Related works

There is a vast body of work within the field of AR in museum contexts,
ranging from museum guides [4, 15, 19], to building virtual and augmented
installations and exhibitions for the museum [5, 8, 14, 21, 23, 24]. Novel
technology in museums is an active and vast research area from both a tech-
nology point of view, to test new technology in a semi-controlled setting, but
also from a CH point of view; considering how to best present information
and knowledge to a user. Van Eck [21] considers how to augment paintings
in the Van Gogh museum and describes the different information overlays,
while [5, 24] presents research on information presentation in a way which
are normally not readily available to users, such as the universe (S.O.L.A.R.
System) and the Interactive Antartica.

Within CH, there is a lot of work being done with Virtual Reality [22],
ranging from specialized work within 3D model reconstruction to user inter-
action and acceptance evaluations. Guidi [18] describes two approaches to 3D
modelling in CH. One is the representation of the moment "as is" through dif-
ferent approaches and technology, and the other is the previous hypothetical
state through a scientific reconstruction process, and presents two examples
of work in relation to this. Kersten [7] presents work on modelling a city
based on a 3D scanning approach. Trapp [20] describes how the user is now
able to explore CH artifacts in real-time, and presents the technical concept
for implementing this. Another example is work done by Zollner et al. [25]
for a museum setting allowing in one case a single degree of freedom for in-
teraction by horizontal rotation of an installation stand (MovableScreen) and
in another case a handheld device (UMPC) with other affordances. The aim
here was to present information from remote CH sites at museums. Another
example of work close to the described application in this paper is TimeScope
1 for Ename 974 [17], a church visualization for an archaeological park as a
static installation with no interaction aspect, aiming at presenting an early
medieval abbey on video shot of the foundation.

It is discussable whether the work presented in this paper falls under the
umbrella "Virtual Reality" or "Augmented Reality". One could argue that
the entire visualization is, in terms of technology, not connected to the real
world, and thus is a virtual reality enabling technology. Another argument
is that since it is in fact linked to the geo-physical setting, it becomes an
augmentation of the setting, thus it is an AR technology in this setting, and
this setting only. This point of view has been discussed also by Liestel et
al. [9], who stress that according Azuma’s discussion on AR it is explicit that
the term should be general and not based on technology [1, 2]. Thus, it can be
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inferred, that instead of merging real and virtual realities on the device, the
users mentally connect the geo-physical setting and the virtual presentation,
based on real and virtual landmarks in combination. This discussion will be
elaborated further in further in Section 6 for further research within this area.

Liestol et al. defines this augmentation in a defined setting as Situated
Simulations, here defined as a virtual reality enabling technology for aug-
menting the geo-physical correct setting where it belongs [9-11].

The ideas of visualization and presentation of information on site is closely
related to the work presented in this paper. We aim to further expand the
freedom of exploration to allow for 3DOF orientation by hardware sensors
in the system, and allowing for semi-freedom in translation by facilitating
translation changes in the application, and let the user adapt to the virtual
position in the geo-physical space. This builds on the previous work, which
presents and adds more freedom in the user exploration.

While the presented work all evaluate their efforts in AR as being gener-
ally accepted by users and present findings that users are very interested in
this novel technology, it can be speculated whether this is a "wow" effect of
novel technology, or whether the effect will last. We consider it relevant to
look into the realism of the presented objects, to create a closer connection to
the physical world. In order to achieve added realism in the virtual repre-
sentation of the chapel, we consider how to use pre-rendered and on-device
rendering of illumination information to achieve a high degree of realism in
the final visualization which is robust for position changes in the physical
surroundings.

We also describe in this paper some of the aspects needing considera-
tions for most AR development projects, which has not been discussed in the
related works, such as combating gyroscope drift and achieving translation
changes in a novel manner. We also enter the area of visual realism in the
visualization and considers how to facilitate this at interactive frame-rates on
a mobile device. Lastly we discuss methodology for usage of an application
in a geo-physical correct environment to investigate how the user experiences
the link between the real and virtual worlds when the link is not on the device
itself.

3 Location overview

The Koldinghus castle dates back to the mid 1200s, and has through history
been a place for both protection of the Danish borders, residency for kings
and the royal family, and has played a central role in the history of Denmark.

The construction of the current chapel and tower of Koldinghus was
started in 1597 due to a fire in that part of the building. The simple chapel
of the time was not as grandiose as envisioned a church chapel should be,
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Fig. C.2: Overview of the physical castle chapel (left) and the 3D visualization as represented in
the installation (right).

according to the king. He wanted a new and bigger church, which was to be
the base for the tower to be built. This new chapel was to be a reflection of
the king as God’s representative in both ecclesiastical and secular affairs. The
new chapel was finished in 1604. [16]

During the Napoleon wars in 1808 the castle burned to the ground due to
a fire started from a chimney in the guardroom. This fire destroyed the castle
completely over a period of two days. However, the chapel and tower are not
restored until the 1970s. The chapel was restored to a bare minimum with
little alterations made to the standing ruin. The bare walls are displayed, and
the chapel received a new floor and ceiling. The present chapel can be seen
in Figure C.2 in combination with our rendered visualization.

4 System description

In order to develop a usable product for both the visitors and the museum
staff, some requirements are considered for the design of the system. These
are listed in Table C.1. First, as the task of the system is to facilitate infor-
mation to the guests, who can range from families with children to elderly
couples, the system in itself should be self-explanatory and easy to use for the
average unskilled visitor with limited experience in technology. The system
should be robust enough that it will not end up behaving in a way that the
user does not expect, and thus ending up confusing or frustrating the user.
Second, the museum personnel require a system with low cost and low daily
maintenance as well as a highly transportable system. The chapel area, which
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Museum guests Museum personnel Technical

Light weight Flexible placement Low power consumption
Easy to handle Low daily maintenance Long running time
Visualization true to world Easy to setup and use ~ High frame-rate
Self-explanatory Low cost Limited polygon count

2-DOF or 3-DOF orientation
Translation of user perspective
Robust

Table C.1: Overview of system requirements

the system will augment, is regularly a forum for exhibitions and events that
require the floor space of the chapel. In these events, the system might need
to be set aside for a small period of time, such as an evening or for a couple
days, and then brought in again.

Apart from the user and staff requirements, Table C.1 also describes tech-
nical requirements to be met for a successful and functional product. The
system itself should be able to process the visualization of the chapel ruin
at interactive frame-rates, and be able to run during opening hours without
being charged. The processing power of the system should be sufficient to
handle these requests while the requirements of the visualization. The poly-
gon count and the shader performance should be optimized to fulfill these
requests.

The following sections will elaborate on some of the problems encoun-
tered during the development and how to overcome these problems in the
areas within hardware, software, reconstruction and realistic daylight simu-
lation.

4.1 Hardware

Using the gyroscope as the only sensor for estimating orientation is not feasi-
ble due to accumulated drift over time. Figure C.3 illustrates an early test of
the gyroscope drift measurement over the course of one full day. It revealed
more than 10° drift over a period of 28 hours. As the application is required
to function unsupervised for a full day, this amount of drifting over time
suggests that additional information of the orientation is required.

Initial considerations for the hardware were to use a combination of in-
ternal compass and gyroscope sensors in combination to estimate rotation
and set calibration offset from north, both to combat drift from the gyroscope
over time, but also to calibrate the orientation to the geo-physical room it-
self. However, experiments with the iPad showed that the compass was far
too inaccurate to provide any decent magnetic orientation estimation for the
chapel setting. A lab experiment was conducted, emulating the conditions of
the chapel (electronic devices nearby, indoor) with exception of the granite
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Horizontal orientation over time
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Fig. C.3: Horizontal drift of the gyroscope over the course of 29 hours in a static placement.

Fig. C.4: A version of the handheld installation, as it was displayed during testing in the Kold-
inghus Chapel.

structure of the chapel. The measurements gained from the iPad compass
varied from -14° to +56° from north. With these inaccuracies of the compass
for this particular setting, we opted to find a novel solution to calibrate the
iPad to the chapel setting and limit the drift from the gyroscope over time
and not rely on the compass in addition to the gyroscope.

This solution was implemented in the next iteration of the prototype. As
a substitute for the compass, the docking station was used to calibrate the
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iPad to the orientation in the geo-physical world (Figure C.4). The use-case
dictates that the application, and the iPad, can be in two different modes of
operation: 1) the iPad is in the docking station, is totally static and charging,
and 2) the iPad is held in the hands of a visitor and will move around for
some length of time. As software detection of the charging state is simple,
the static docking state is easy to detect in the application. The application
behaviour in the two states is thus:

Charging:

Reset model orientation to the calibrated orientation
Not charging:

Rely on gyroscope readings to track the orientation

An added benefit to using the docking station is the ability to estimate the
total number of uses by assuming that each usage is occurring when one
user takes an iPad from the charging station (start) until it is returned to the
charging station (end). It furthermore allows us to only log interaction data
during this time period.

In the final version of the installation, currently at display and in active use
on location, the application is able to function autonomously for an entire day
after being setup by the museum staff. This setup and calibration procedure
has three steps: 1) Start the application if it is not already running (most of
the time it will be running continuously for days). 2) In handheld mode,
touch-drag on the screen to calibrate the horizontal orientation by orienting
the visualization to the desired orientation to match the physical space. 3)
Disable the touch-dragging via a hidden in-application menu. Following
this, the iPad will work autonomously during the day, and should there be
any problem due to drift, the museum staff can repeat the procedure again,
or restart the application to reset everything, if desired.

4.2 Software

The museum, and we, wanted to provide users with the freedom to walk
around and explore the chapel. This of course requires position tracking,
which we deemed technically and economically unrealistic. The compromise
was to re-locate the viewpoint to predefined circles marked on the floor in
the visualization, allowing the users to move and experience the model from
multiple locations.

To handle in-application translation changes we implemented a method
for jumping between pre-defined locations in the virtual chapel via the user
interface. These predefined locations are depicted in Figure C.5. The user
must place himself accordingly in the geo-physical world to experience the
link between the real and virtual environment. With this interaction method,
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Fig. C.5: Depiction of the floor plan of the chapel, with red marking visualizing areas the user
can translate to and experience the visualization from.

the user is able to experience the chapel from multiple locations using a low-
tech translation approach.

For this project, we develop the software using the Unity game engine!,
allowing for efficient development for multiple platforms: iPad tablets ini-
tially, with option to easily deploy to other platforms later.

In order to process the visualization on the iPad at interactive frame-rates,
we had to set strict limits on polygon-count for the visualization, limit the
amount of draw calls and static objects to be rendered for each frame, and
pre-compute most of the lighting information to light maps split into direct
and indirect lighting. The latter will be elaborated later in the paper, when
discussing the shading of the model. To a large extend objects should be
combined to reduce individual calls to draw objects. As Unity supports a
maximum texture size of 2048x2048 for mobile devices, this set a natural re-
striction in the size of objects, without having to use multiple texture maps
per object. In a trade-off between detail and real-time visualization of the
model, the polygon count for the model was reduced to an acceptable level,
which allowed for a high amount of details from the possible viewport po-
sition. This estimate was determined subjectively be the developers on a
per-object basis. The overall polygon count for everything in the viewport
never exceeds 150.000 polygons at any one time for any position and view

direction on this hardware?.

1http: //www.unity3d.com/
2We used Apple’s 3rd generation iPad featuring an Apple A5X chip (Dual-core 1 GHz Cortex-
A9 processor with a PowerVR SGX543MP4 GPU), and a 2048x1536 (264 ppi) resolution display
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Fig. C.6: Example scanning of illustrative literature on Koldinghus Chapel interior. Here top
and side view of the chapel.

4.3 3D model generation

For the 3D visualization of the chapel, information was collected in three
ways. 1) research in literature, 2) scanning and modelling from artifacts avail-
able at Koldinghus and 3) informed guesses to fill in the gaps.

For the first part, research in literature, information was collected from
available books about the chapel, informational posters and paintings in gen-
eral from the castle which could aid in the generation of the virtual model
(Figure C.6). There are no paintings or detailed informational drawings of
the chapel from prior to the castle burning. The majority of the information
available on the castle and the chapel is from research and reconstruction
drawings.

Secondly, the scanning and modelling process was separated in three
parts, 1) the core dimensions of the chapel and window placements were
acquired by laser distance meter, and the room manually modelled in these
dimensions in Maya?, 2) details manually modelled from existing historical

3 http:/ /www.autodesk.com/products/autodesk-maya/overview
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Fig. C.7: Process of generating the virtual content from image capture using 123D Catch soft-
ware. The generated high-res model is then manually remodelled into a low-res object plus a
texture and normal map.

sources and drawings, and 3) whenever possible, details of stone ornaments
were used by 3D reconstruction from images (Figure C.7) using 123D Catch*
from Autodesk.

Third, as there unfortunately are no paintings or detailed drawings of the
chapel from the period before the castle burned, a lot of information has been
lost. In order to compensate for this lost information, in the visualization we
have filled in the gaps of missing information with "best guesses" of how it
probably might have appeared in 1604. History informs us that there are
more useful data than what is present at Koldinghus. Frederiksborg Cas-
tle Chapel was built shortly after Koldinghus Chapel, ordered by the same
king. In an attempt to further expand the knowledge of the interior of Kold-
inghus Chapel at the time, Frederiksborg Chapel was used as inspiration to
the generation of the virtual model for areas in which there were limited or
no information available of the true decor at Koldinghus Chapel. Addition-
ally, the alter placed at Vor Frue church in Aalborg, was sculpted by the same
sculptor as the original alter in Koldinghus. This alter at Vor Frue church was
destroyed in a fire in 1902. There exists pictures of this alter from that time,
which was heavily used as inspiration for the visualization of the Koldinghus
Chapel alter.

The final visualized model is a results of a compromise between what is
factually known about Koldinghus Chapel prior to the fire in 1808 and what
is by experts considered to be a very plausible appearance considering what
was ordered built by the king in other areas of the country during the same
period as building the chapel at Koldinghus. It is presented to the visitors as
this compromise, with a supporting physical note stating that this is a "best
guess" representation of the chapel. Giving visitors the option to choose
between "known" and "best guess" options in the application is considered a
future implementation.

4http: //www.123dapp.com/catch
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4.4 Shading

As stated above much energy was put into creating a realistic 3D model of
the chapel, but all this effort is in vain if the model is not rendered with a
high degree of realism. An essential part of the aesthetics of architectural
visualization is in how the light travels through the space. In a case such as
this, the illumination is fundamental in creating the right atmosphere, i.e.,
a lush renaissance chapel. In Figure C.8 we illustrate how our illumination
rendering adds in creating the right atmosphere for the chapel. Obviously,
real-time full global illumination rendering is not computationally realistic,
especially on a mobile device. Luckily, there are some constraints that can be
utilized: 1) the scene is static, and 2) the museum is satisfied with a visual-
ization based on a fixed time of day, i.e., the direction vector to the Sun can
be treated as a constant. With these two constraints/assumptions it would be
natural to opt to pre-compute the entire illumination. Nevertheless, since the
user can re-locate the viewpoint to various locations within the chapel, the
viewpoint-dependent effects (specular reflection) must be rendered at run-
time. We therefore propose to pre-compute all view-independent lighting
effects, and only render specular reflection in real-time.

A formal description of our approach to achieving this takes a start-
ing point in the rendering equation, [6], describing the reflected radiance,
L(x,d,), at a point x in the scene in a certain observation direction, J,:

Lx,@0) = [ fr (e @1, @0)Li (3, @)(@; ()5 (C1)

Where () is the hemisphere defined by the surface normal at the location,
fr is the Bidirectional Reflectance Distribution Function (BRDF), and L; is the
radiance from an incidence direction given by ;.

We pre-compute the direct and the indirect illumination parts of the view-
independent illumination in Maya and store it in separate light maps, for
reasons that will be explained shortly. The light maps are rendered with a
standard daylight model, and the chosen date and time is November 3rd,
2012 at 14:00. This choice gave an aesthetically pleasing fall of light through
the main windows in the wall facing West. Given the pre-computed light
maps the rendering equation can be re-written as:

L(x, @) = &;)(Lmi(x) LM, ()4
ks (2)Ls (%) (@6 - Ro)* (C2)

Where LM;(x) and LMy(x) are the indirect and the direct illumination
light maps, respectively, which in radiometric terms store irradiance infor-
mation. The diffuse part of the BRDF is represented with the albedo, p(x) /.
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The specular reflection is simplified as there is only one light source, namely
the Sun. The specular reflection is modeled from the Phong reflection model
with a specular reflection coefficient, ks, the radiance of the Sun, L, a geom-
etry term with the dot product of the observer direction and the reflection
direction for the Sun, R;. Given the almost infinite distance to the Sun this
direction is not position dependent.

The specular contribution in eq. C.2 is computed in real-time in a frag-
ment shader (Figure C.9 is an example of this). The specular reflection co-
efficient is manually tuned to get a desired glossy appearance of especially
the floor tiles. The position (fragment) dependent incident sun radiance, Ls,
is also manually tuned, but the real challenge is that obviously in most po-
sitions inside the chapel, the Sun is not directly visible, i.e., many points are
not illuminated directly by the Sun. We handle this in the shader imple-
mentation by thresholding the value read from the fragment’s direct light
map (hence the need for having separate direct and indirect maps). If the
values are above a certain low threshold, the fragment is in direct light and
the specular contribution is computed. If below the threshold, no specular
contribution is added. In the shader the albedo is read from the texture map.
Normal maps are used in conjunction with the geometry when rendering the
light maps, but not in the shader, as the normal information is already taken
into account in the light maps.

5 Evaluation

Usage data of the application has been logged on the deployed devices dur-
ing the period from March 3rd to April 24th. The purpose of the logged data
is to investigate which areas within the chapel are of interest to the users. This
allows for further development of the application, with focus on which areas
should be augmented with additional information of relevance to chapel, in
order to inform or inspire visitors to learn historical facts from the chapel.

Orientation data from the iPad has been logged with a resolution of 0.1°
at 0.5 second intervals, throughout the day. This gives us an idea of the areas
of interest with sufficiently high accuracy. Figure C.10 shows a long-lat map
of the visualization of the iPads as well as a plotting of the iPad orientation
in relation to the virtual model from a specific position in the virtual space.
It is relevant to consider to what extend the users’ interest in specific areas is
representative for what they are experiencing in the virtual space, or do they
aim to connect it to the physical space. The data presented in the figure is
only of value if we can assume the users are positioned physically within a
small radius of the virtual position in the chapel. This question is a case for
further studies following this project.

The degree of exploration of the virtual space is an interesting observation
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Fig. C.8: Direct lighting, indirect lighting, and a combination of direct and indirect light in an
example scene of the visualization of the chapel.

Fig. C.9: Example of real-time computed specular reflections in the visualization.

from the data, for one (or more) of three possible reasons:

1. It would appear that visitors either are satisfied with the interaction and
information from the horizontal plane, or that they simple do not give
much attention to the ceiling and floor.

2. Perhaps vertical motions with handheld devices are unfamiliar for most
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Projection of In(data) for 5.768.001 logged data points

Latitude

Longitude

Fig. C.10: The virtual model of the chapel at Koldinghus expressed in longitude-latitude format
(top). The sculptures depicted were part of a temporary exhibitions, and not permanently in
the chapel. Additional orientation data logged from one specific logged location, plotted on a
correlating map (buttom). The red dot illustrates the location of the charging station.

visitors, making it seem out of place for people to doing so in a public
space.

3. Maybe the visitors are simply not curious for exploring the area.

An observation mentioned by the staff at Koldinghus, is that they noticed
visitors appearing to be very interested in the application, but did not interact
with or touch the tablet, which in stationary mode is displaying a bare wall.
Next to the stand there is a clear short written guide stating the purpose of
the installation which makes it clear that the main purpose of the installation
is for the device to be actively used. We can only speculate the reasons for
this. One argument is that visitors are used to artifacts on a museum is to
be seen and not touched, and thus they, based on prior experience, observe
objects from this mental notion, either in a conscious or subconscious way.
Another argument is that these visitors simply focus on the installation and
are not paying attention to any writings near the installation. This could be
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interesting to consider for further investigations in facilitating information
using AR technology.

6 Further studies

In the current version of the application, the user has the ability to move
around between 6 different locations in the chapel and have the application
follow along to this position. This gives the user options for a more wide
and free use of the application and allow for the possibility to come in close
to objects of interest, or to inspect the chapel from the gallery at the first
floor balcony. Both the virtual position and orientation are being logged
continuously, in an attempt to uncover in more detail what visitors areas are
interested in. In a future study, this data is coupled with user data from
staff and visitors, to investigate to what degree the visitor link the virtual
and physical world using a mental connection. One outcome of such a study
is to give an idea what the situated simulation adds to the experience, or
whether the experience would have sufficed with the same application in
another setting, not linked to the visualization? And is a Situated Simulation
part of AR if this is the case?

In mixed reality settings, it is unclear to what extend users are interested
in experiencing the world, and how the curiosity of the user can be stimu-
lated to further explore an area in a mixed reality setting. In order to test user
exploration in virtual scenes, Madsen and Lorentzen investigated the use of
visual augmentations to influence user movement within a small region of
exploration [12]. User exploration was also one defining factor from Madsen
et al. [13] in lessons learned from a previous project in collaboration with
Koldinghus Museum to facilitate knowledge transfer through novel technol-
ogy. The considerations for user exploration is interesting as this is a hard
subject to gather information on. To the best of the authors” knowledge, this
is an unexplored research area, however relevant for the user acceptance of
the enabling technology. This work could bring attention to areas of the vi-
sualization that could benefit from additional information by adding active
data, text or images as part of the application to convey information to the
visitor.

Future work in the area of rendering for this application includes reliev-
ing the constraint of a fixed time and date for the Sun position. We are
currently further developing techniques presented in [3], enabling us to ren-
der the chapel at any time of day, such that the user gets to experience how
the illumination of the chapel changes over the course of a day. Exploring
the increased visual realism and how users perceive this in a CH context is
another interesting continuance to this line of development.
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7 Conclusion

In this article, we have described the implementation process of a novel ap-
plication leveraging on AR technology. The implementation process has been
described in detail from gathering of relevant information to the construction
of the virtual model in 3D.

The contributions of this paper are in detailing the visualization process
of the castle chapel in the following areas: 1) 3D reconstruction from images
is a mature technology, being used in this project to enable highly detailed
models of objects, 2) a novel approach to combat drift in mobile applications
relying on available hardware, 3) an approach to realistic rendering of global
illumination for a single point in time on a mobile device, while maintaining
freedom in translation and orientation.

A preliminary investigation of the application usage has been completed
with interesting results of the users interest area within the frame of this
situated simulation. It appears that visitors are mostly interested in looking
at the virtual scene horizontally despite efforts to create a full implementation
of the chapel itself. The findings point out a couple of obvious considerations
and opportunities for further studies in the area of user exploration of virtual
scenes, such as how to design an interaction model to direct the users focus
to specific interesting artifacts or other points of interest.
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1. Introduction

Abstract

Tracking technologies are becoming an affordable commodity due to the wide use
in mobile devices today. However, all tracking technologies available in commodity
hardware is error prone due to problems such as drift, latency and jitter. The cur-
rent understanding of human perception of static tracking errors is limited. This
information about human perception might be useful in designing tracking systems
for the display of AR and VR scenarios on commodity hardware. In this paper we
present the findings of a study on the human perception of static orientation errors
in a tracking system, using two different setups leveraging a handheld viewfinder: a
classical augmented scenario and an indirect augmented one. By categorizing static
orientation errors by scenario and local orientation axis, new insights into the users’
ability to register orientational errors in the system are found. Our results show
that users are much more aware of errors in classical AR scenarios in comparison to
indirect AR scenarios. For both scenarios, the users registered roll orientation errors
differently from both pitch and yaw orientation errors, and pitch and yaw perception
is highly dependent on the scenario. However, the users performance ranking for
orientational errors in AR scenarios was unexpected.

1 Introduction

As smartphones and tablets are becoming commodity hardware, equipped
with numerous sensors, such devices have rapidly become an attractive plat-
form for applications augmenting our everyday lives, ranging from GPS nav-
igation to mixed reality (MR) gaming and location based browsers. One of
the principal goals of most mixed reality applications is to deliver a convinc-
ing experience to the user in merging the real and virtual worlds. Errors
in the tracking system are often one of the major factors in diminishing the
overall perception or sense of presence of the experience for the user. These
tracking performance errors can be split into two categories, dynamic errors
such as measurement noise and jitter and static errors such as spatial distor-
tion, calibration errors, and stability errors such as slowly accumulated drift.
These are persistent problems in tracking systems, which can limit the us-
ability of mixed reality applications. Therefore, researchers are working hard
to overcome these problems [2, 3, 13, 23].

While there is no single best solution for motion tracking on mobile smart
devices in unprepared environments, a possible design goal for any tracking
system, according to Welch and Foxlin [20] is that: “Tracking artifacts remain
below the detection threshold of a user looking for them.” However, to the
best of our knowledge, the field of human perception of tracking errors is still
largely unexplored. Swan and Gabbard survey user-based experimentation
within augmented reality (AR) [18], while mentioning nothing of studies or
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reports on user evaluation of current tracking or estimation accuracy. Also in
a review by Zhou et al. [23], several studies with research in tracking tech-
niques as well as hybrid tracking systems are surveyed. However, nothing on
evaluating human perception of tracking accuracy is mentioned within these
surveys of the field.

We present a study of human perception of static orientation tracking
errors in video see-through augmented reality (classical AR) and indirect
augmented reality (indirect AR), with an experiment designed to uncover
the lower boundaries for human registration of tracking errors, specifically
static orientation errors, in both a classical AR and an indirect AR setup. As
any of the problems inherent to tracking systems affect this study as well,
we present an experimental setup that to the best of our abilities attempts to
overcome these problems in a laboratory setting.

In this paper, the term indirect AR is used to indicate the presentation
of a purely virtual scene in a physical setting that matches the displayed
virtual representation from some viewpoint, as defined by Wither et al in [21].
They present a system for displaying pre-captured panoramas to the user
instead of the real camera feed. With this “indirect augmentation”, it is only
a convincing augmentation when viewed at its corresponding real location.
In some cases, indirect AR is also known as a situated simulation [15].

Human perception of orientation tracking errors in a tracking system
for commodity hardware may be useful in guiding the design of tracking
systems for classical and indirect AR purposes. Knowing these boundaries
might even relax the demands on the tracking system for some applications.

This paper is organized into the following sections: In Section 2, an
overview of related works is given. In Section 3, the hypotheses that formed
the basis of the experiments are presented and motivated. This is followed
up by a detailed description of the main experiment and its follow-up in
Sections 4 and 5. After this, the results of both experiments are presented to-
gether in Section 6 along with a discussion of the significance of these results.
Finally, a conclusion is presented in Section 7.

2 Related works

Surveys of MR indicate that, in general, tracking systems are a broad and
well-researched field, and motion tracking is a hard problem with no fixed
solution for all cases, as examined by Welch and Foxlin, who explain the
problems of motion tracking in great detail in [20]. This is also adressed by
Azuma [2, 3] and van Krevelen [13], both of whom state that this is a complex
problem.

Multiple studies have evaluated and analyzed tracking performance from
a technical perspective [4, 10-12]. E.g. Gilson et al. [10] performed a quantita-
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Fig. D.1: Illustration of yaw-drift from an iPad3’s gyro, where the device is standing still over
the course of 28 hours.

tive analysis of tracking systems and found that tracking performance dete-
riorates when the tracked object’s speed increases. Others have attempted to
estimate and fix these errors, such as Caarls et al. [6] who presents a frame-
work for leveraging multiple sensors simultaneously to achieve a more pre-
cise and robust tracking system, providing 1 cm z-accuracy for distances up
to 120 cm and small roll errors at distances under 70 cm.

In non-optical tracking systems for indirect AR or virtual reality (VR),
inertial sensors are in many cases used for orientation estimation, where 3
degrees-of-freedom (DoF) tracking is sufficient, with examples being situated
simulations for tablets/phones or VR environments and games for modern
head-mounted displays (HMD) such as the Oculus Rift !. As depicted in
Figure D.1, the gyroscope in consumer products is prone to drift over time.
Thus, many researchers have focused on minimizing this problem [5, 22].
One example is Won et al. [22] who presents a tilt angle correction method
for handheld devices that detects if the system is stationary, and uses the
gravity vector to stabilize and correct the yaw component, whereas the roll
and pitch angle change in relation to the acceleration values. For dynamic
movements, the tilt angles are corrected accurately, but the yaw angle shows
no significant improvement with the proposed method.

In any tracking system, latency can be a problem, unless all tracked ob-
jects remain stationary. The size of the problem depends on the nature and
size of the latency, as explained by [1, 8, 17, 19]. A small and constant latency
might not be a problem, whereas any non-constant latency or a large latency
poses a problem in any setup. Mania et al. [17] presents the results of an
experiment of users experiences and perception of latency with varying de-

Thttp:/ /www.oculusvr.com/
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grees of scene complexity, and finds that the just noticeable difference (JND)
is 15 ms or less. This is in line with earlier investigations, such as Adelstein
et al. [1], who measured 8-17 ms and Ellis et al. [8], who found an average of
11.6 ms to be the JND.

Swan and Gabbard [18] and Kruijff et al. [14] review literature on user-
based experimentation and perceptual issues respectively. In [18], the authors
describe human perception and cognition research within AR, and note rel-
evant examples of depth perception research to be taken into consideration
when designing the experiment presented in this paper. In one example of
depth perception and distance perception research by Ellis and Menges [9],
the authors found that objects in the near field tend to suffer from perceptual
localization errors in x-ray or monoscopic setups. Even though depth esti-
mation is not a part of this study, it should be noted that there are no real or
virtual objects in the field between the viewfinder and the objects of interest,
i.e. the objects that participants are asked to align. Kruijff et al. [14] show
that there is a current lack of research within the evaluation of human ability
to notice tracking errors. This is in spite of the fact that human performance
on occlusion handling, x-ray rendering, visual quality, depth perception, and
accommodation are all areas of interest within the research community.

Livingston and Ai [16] present a user study on registration errors, i.e. la-
tency, noise, and orientation errors. Their experiment focused on evaluating
user performance in an AR environment using an optical see-through HMD.
By adding high or low error variables to the system parameters (the latency,
noise, and orientation), they found noise to have a limited impact on user
performance, despite being displeasing in a subjective sense. Latency was
shown to have a significant impact on localization performance, with users
being slower under high latency in comparison to low latency. Orientation
errors did not present a significant difference in localization accuracy. This
provides a great step in the direction of expanding the knowledge of user
performance in relation to registration errors. In this study, we look into the
lower boundaries of orientation errors visible to the users. Setting a lower
boundary might influence the level of artificially added offsets in future per-
formance studies on user performance and registration errors.

3 Hypotheses

The experiments presented in this paper are based on a desire to test two
main hypotheses:

1. It is more difficult to perceive static orientation errors in indirect AR
than in classical AR.

2. There is a difference between the perception of static orientation errors
w.r.t. yaw, pitch, and roll.
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(a) There is a difference between mean errors w.r.t. yaw, pitch, and
roll.

(b) There is a difference between error variance w.r.t. yaw, pitch, and
roll.

Hypothesis 1 can be reasonably justified by two facts: 1) A person view-
ing an indirect AR scenario will not have the direct, pixel-to-pixel correspon-
dence between the virtual and real worlds produced by having a live camera
feed on the screen. This means that the viewer will have to resort to using
his/her spatial abilities and a mental mapping between the virtual and the
real world. 2) In the most common form of indirect AR, there is no tracking
of the viewer’s position relative to the screen. This means that the view of the
virtual world seen on the screen will only be absolutely correct from a single
viewpoint. This is furthermore complicated by the fact that the user does not
know where this virtual sweet spot is. Instead, the only option is to rely on
head motion to find the sweet spot, if the viewer does not want to rely purely
on spatial imagination to mentally blend the virtual and real scene.

With respect to hypothesis 2, we believe that to be supported by the fact
that the human sense of balance is governed by an external reference force,
i.e. gravity. This allows people to gauge their own orientation as well as the
orientation of other objects in relation to the local direction of gravity. This
makes us well-equipped, even in the absence of technical equipment, to deal
with tasks involving corrections on the roll and pitch axes. E.g. most people
can tell if a picture hangs reasonably straight on a wall, without the use of
a spirit level. Similarly, the sense of balance reliably tells people if they are
falling forwards or backwards. This is contrary to the yaw axis, where there is
no absolute, external reference that can be sensed by humans to use as guide.
E.g. people in a windowless room will likely not be able to tell their absolute
heading, without the use of a compass. For these reasons, we predict that
the perceptible errors on the yaw, pitch, and roll axes will not be the same,
neither in terms of accuracy (mean error), nor precision (error variance).

4 Experiment 1: Classical and indirect AR

The first experiment is focusing on both classical AR and indirect AR. It
investigates the lower boundaries for human perception of static orientation
errors in both scenarios, and simultaneously investigates the effects of the
error on the 3 local rotational axes. The purpose of the first experiment is
to find the absolute minimum boundary for human error perception when
calibrating an offset orientation in one axis. Thereby we also hope to find the
lower threshold for user perception of registration errors.
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Fig. D.2: An illustration of the rotation axes relative to the tablet used in the experiment. Rotation
around the local x-axis is named pitch, local y-axis rotation is named yaw, and local z-axis
rotation is named roll.

41 Method

In evaluating user perception of static orientation errors, the attitude of a
tablet device is used to describe the orientation, i.e. yaw, pitch, and roll an-
gles, as depicted in Figure D.2. After initial calibration, the attitude displayed
is offset from the calibrated attitude to simulate a static orientation error. In
order to simplify the experiment, and to make the task easier for the partic-
ipants, only a single axis is offset in a single trial, since early pilot testing
revealed that simultaneous calibration of multiple axes greatly increased the
overall difficulty of the task.

The error term is defined as the difference between the final user input
and the actual offset in the system from the calibrated ground truth. This
implies that an error of 0° is a perfect solution to the task. It seems rea-
sonable to assume that the these errors will have a mean value of 0° across
all participants and conditions. Any departure from this assumption in the
experimental data will indicate that results are somehow biased. However,
it is not useful to analyse the raw errors to find the desired lower boundary
for perceptible errors. In order to find the desired bound, we instead use the
absolute values of the errors, since errors of e.g. —1.35° and 1.35° both are
equally wrong in terms of magnitude, and are equally far from the calibrated
ground truth. Both raw errors and absolute errors are logged, such that it is
both possible to detect any bias and the desired perceptual bound.
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We suggest that the task of asking users to correct an artificial, static track-
ing error can be expected to uncover where the lower threshold of error per-
ception is. If the user can detect an error, then he/she is expected to continue
to correct it, until no error is perceived anymore. When the user stops cor-
recting the error, it is therefore resonable to assume that the current error
is below what can be perceived by that person. Furthermore, in a realistic
usage scenario, it is expected that an error of similar magnitude will also not
be perceived by the same person. This is especially true, if the user has not
been instructed to be alert of any errors in the realistic usage scenario.

To reduce any initial estimation error in the optical tracking system, the
system was manually calibrated by the experimenters prior to any partici-
pant interaction. This calibration step only took place once, after which the
calibrated setup was left unmoved.

The procedure is that each participant is placed in a chair in front of
a tablet device (see Figure D.3). Then the participant is introduced to the
purpose of the experiment, and the controls of the application. We embedded
a control system for this experiment within the application, allowing the user
complete control of the rotation on a single predefined axis according to the
current task. lLe. the user is only able to adjust the axis currently offset
from the calibration. The control system allows for adjustment of angular
orientation in increments down to 0.0001°. The controls are shown and
explained in Figure D.4.

Prior to the actual experiment, the user goes through a training stage,
in which random trials are presented in a configuration which does not oc-
cur in the actual experiment to mitigate any learning bias. Once the user is
confident with the controls and the purpose of the experiment, the actual ex-
periment commences. During the experiment, the participants were allowed
to take breaks or ask questions, if needed.

All participants were told to solve the given tasks as well as possible, not
paying any attention to the time spent. This was done in order to get the
participants to emphasize quality over speed in their responses.

After completing all trials, the participants responded to a small question-
naire surveying their subjective evaluation of their performance along with
explaining their strategies for solving the tasks for both the classical AR and
indirect AR scenarios.

4.2 Materials

The experimental software is developed for tablet devices. The experiment is
carried out using an iPad3? (2048x1536 resolution at 264 pixels/inch) using
the back-facing camera (5 MP, 54.4° vertical field of view and 42.0° horizontal

2Featuring an Apple A5X chip (Dual-core 1 GHz Cortex-A9 processor with a PowerVR
SGX543MP4 GPU)
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Fig. D.3: Example of the lab setup. The participant is currently working on an indirect AR task,
hence all of the contents on the screen are virtual. The iPad stand is placed near the center of
the room on a platform, facing one corner in which the trackable marker is placed, to ensure
correct and stable tracking. The marker is printed on A0 format paper (84Imm x 1189mm
canvas paper). The user must then re-orient the offset rotation of the visualization towards the
calibrated setting.

field of view) for tracking (indirect and classical AR) and background display
(classical AR only). We generated the classical AR and indirect AR scenes us-
ing Unity3D? as the rendering engine, and Vuforia* for camera background
(for the AR part) and as marker detection and tracking system. A track-
able surface was created for the Vuforia tracking system, and printed as an
A0 non-glossy poster (841mm x 1189mm canvas paper) placed at a 2 meter
distance to the iPad stand (Figure D.3).

The laboratory is specifically chosen for this experiment in order to pro-
vide a manageable setting with many options for comparing orientations
displayed on the device with the setup of the interior of the laboratory. The
main feature of the laboratory is a 4.5m x 4.5m x 2.5m aluminium cage used
for mounting lab equipment. This cage serves as the main feature of the vir-
tual scene in both scenarios. For the classical AR scenario the image captured
by the built-in camera is rendered as background with the aluminium cage
augmented on top, and in the indirect AR scenario, a simplistic model of
the room is rendered in addition to the cage. To make this model feasible to
produce, it only included the major features of the room, i.e. floor, ceiling,
walls, windows, door, and large pieces of furniture, but not any smaller ob-
jects lying around the room. We have not investigated the consequences of
this choice of 3-D model, but it may be an interesting subject of study in the

3http: / /www.unity3d.com
4http: / /www.vuforia.com
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sk 1 of O (Please place the iPadbin stand: 2 )

Fig. D.4: Tllustration of the two scenarios, [Left] classic AR and [Right] indirect AR. Note that in
the classical AR scenario, only the grey aluminium cage is virtual, whereas in the other scenario,
all screen contents are virtual. The GUI controls used by particpants for re-calibrating the errors
are also visible in both screenshots. For each digit of the user input, there is a plus and a minus
button, allowing for precise control of every digit from £10° down to +0.0001°. Once the user
is satisfied that the calibration error is gone, the large OK button is pressed.

future.

The cage was chosen as the main object, as the beams are linear objects
connected at right angles, allowing for many opportunities in choosing which
parts of the scene to use as calibration targets, such as horizontal/vertical
beams, or the joints of beams at the corners of the cage. Modelling the cage
is simple, since it is of known dimensions, cut to a precision of £0.5mm.
The room and its major features were modelled in Google SketchUp and
Autodesk Maya to be imported into Unity3D. Figure D.4 presents screenshots
of the two scenarios tested in the experiments, i.e. classical and indirect AR.

A single iPad standing on a raised platform is used for all trials as shown
in Figure D.3. All user translation and orientation of the device is disallowed.
As the setup is static and never moves, the estimation performance should be
static, and latency and jitter, as well as other dynamic errors, are eliminated.

The iPad3 provides an average angular resolution of about 70 pixels per
degree at a viewing distance of 38 cm, which is a realistic viewing distance in
the experiments of this paper’. This number can be calculated using Equa-
tion D.1. If the viewing distance is d and the height of the iPad is s, we get a
total visual angle of x = 29.06°. Using the iPad3’s vertical resolution of 2048

5The angular resolution varies non-linearly across the field-of-view, because the screen is flat.
However, this variation is quite small since the chosen field-of-view angle is also reasonably
small.
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pixels, we get 2048/29.06 pixels/° = 70.47 pixels/°.

1 o
=2 arctan(i) 80

2d

Given that the number of pixels per degree is higher than the human
threshold according to [7], we assume that participants can, at least theo-
retically, detect a single pixel change from controlling the orientation in the
application. The lower limit for in-app rotation needed for a single pixel
change is more difficult to estimate, due to aliasing. Even the slightest ro-
tation may contribute to one or more pixels changing value, if the involved
pixels are currently located right on the verge of a change.

We therefore do not assume a minimum rotation threshold that changes
a pixel value. However, for the virtual camera which has a FoV correspond-
ing to the real camera (54.4° vertical field of view) and the iPad having an
output resolution of 2048 pixels vertically, for a rotation of approximately
54.4°/2048 = 0.026°, every virtual object will have shifted a minimum of
1 pixel on the screen. Allowing the user to control up to 4 decimals after
the decimal point is considered reasonable to allow for the participants to
accurately recalibrate the system.

[°] (D.1)

4.3 Study design

Experiment 1 is a randomized, within-subjects experiment with 3 repetitions
of 30 different trials for each participant, giving a total of 90 trials per partici-
pant. The factors of the experiment are scenario (2 levels; classical or indirect
AR) and rotation axis (3 levels; yaw, pitch, and roll). Each combination of
these factors are tested at 5 different, random initial offsets from the ground
truth calibration. Inside each block of 30 trials, the order is completely ran-
domized, meaning that classical and indirect AR trials are randomly dis-
tributed among each other. The offsets used are all in the range +[10;30]°,
implying that the smallest initial offset is 10°, and the largest possible initial
offset is 30°. This is done to ensure that 1) there clearly is an error to correct
and 2) the participant does not get confused about what part of the virtual
cage to match to the real one (the cage is symmetrical).

4.4 Participants

A total of 30 (2 female, 28 male) unpaid participants took part in the first
experiment. As such the data collected from experiment 1 comprises 2700
trials. All participants were students and staff recruited at the local university
campus, which implies that all have a background in media technology. The
mean age of the participants in experiment 1 was 24.07 years. The average
total completion time was approx. 22 minutes in this experiment.
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4.5 Issues

Both during and after the first experiment, it became clear from the obser-
vations and data gathered that the experiment’s indirect AR scenario had
an unfair advantage in comparison to a realistic indirect AR scenario. Even
though the sequence of trials and conditions was completely randomized,
the participants’ memory of the final appearance of recent classical AR trials
made them better at correcting the errors in any subsequent indirect AR tri-
als. In the questionnaire, many participants mentioned that they learned the
correct orientation after a while and as a consequence started to rotate the
scene in indirect AR scenarios to match their memory of any previous clas-
sical AR trial solutions. This implies that the estimated perceptual threshold
for indirect AR in experiment 1 is likely much too optimistic. However, the
validity of the estimated thresholds for classical AR are unaffected by this
problem. The classical AR scenario does not suffer from any such advan-
tage, as the connection is happening directly in screen space, and the user
simply has to match the virtual and the real representation on the screen.
Furthermore, several participants mentioned that after the first few indirect
AR scenarios, they stopped using the actual surroundings (i.e. the room) as a
means of solving the task. Instead, they relied on their memory of the correct
relation between the classical AR model and physical features on the iPad, or
even the placement of GUI elements on the screen to complete the indirect
AR trials.

Another weakness of the approach is that a static setup might result in
participants using techniques for solving the task that would not be possible
in a realistic usage scenario, e.g. with more degrees of freedom in handling
the device. Such techniques include remembering settings from one trial to
the next. For instance, given a yaw correction trial, the user might remem-
ber the correct floor placement when doing the next pitch correction task.
Given that the user cannot employ these tricks in realistic settings, we believe
that the experimental results will estimate the absolute lower thresholds for
human perception of static orientation errors.

It is also a relevant concern that the accuracy of the experiment is limited
by the calibration accuracy attainable by the experimenters and the track-
ing software used. As we cannot guarantee the entire setup to be perfectly
calibrated, the calibration can only be performed to the level where the ex-
perimenters cannot reliably tell the difference in the best case (classical AR).
Through early pilot testing, this limit was found to be somewhere around
£0.01°. For this reason, any results of the experiment that go below this limit
should be treated with caution.

One final difficulty in the experiment is the spatial, mental mapping in
the indirect AR scenarios. In comparison to the classical AR scenarios, where
the connection of the real and virtual scenes happens on screen, this does not
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Fig. D.5: The lab setup for the second experiment. The iPad is placed on one of three platforms,
all facing one corner of the room, in which the trackable marker is placed. In this example, the
iPad is placed on platform #1. During the actual experiment it is moved between the platforms
in random order.

happen in the indirect AR scenario. Here, the user must mentally connect
the real and virtual scenes. The indirect AR scenarios are made even harder
by the fact that there is no tracking of the viewing position of the user in
relation to the screen. We see this as a necessity, as this is how most indirect
AR experiences are presented to users in current, realistic usage scenarios.
However, in future experiments, the inclusion of head tracking is definitely a
worthwhile direction to take.

5 Experiment 2: Indirect AR

In this experiment, we attempted to eliminate the possibility of relying on
memory and learning when solving indirect AR tasks. Furthermore, we
sought to eliminate solution tricks involving fitting the position of physi-
cal iPad features or GUI elements to virtual features on the screen. This was
achieved by using three different physical platforms for the iPad during the
experiment on which only one set of yaw, pitch, roll trials would be per-
formed, and by removing the classical AR scenarios from the experiment.
The new setup is illustrated in Figure D.5.

5.1 Method

The experimental setup is very similar to the first experiment. The tasks of
the participants are exactly the same as in experiment 1, and the tablet is still
static during each trial, i.e. all user translation and rotation of the device itself
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is disallowed. However, the iPad will be moved from platform to platform by
the experimenters as the experiment progresses. It is still assumed that other
types of tracking errors are eliminated.

The user is placed in front of a fourth iPad platform during the training
stage to eliminate the possibility of any memory of trials actually used in
the test. In the training stage, random tasks are presented one at a time
in a configuration which does not occur in the actual experiment, until the
participant feels confident about the tasks and controls.

During the experiment, the user is placed in front of one of the three
platforms at a time, chosen at random. Furthermore, the sequence of yaw,
pitch, and roll trials at each platform is randomized.

After completing all of the trials, the participants responded to a small
questionnaire surveying their subjective evaluation of their performance,
along with explaining their strategies for solving the tasks.

5.2 Materials

The materials used for the second experiment were identical to those used for
the first experiment, with the exception that three different iPad platforms
were used for the trials of experiment 2, along with a fourth plaform for the
training session.

5.3 Study design

Experiment 2 is a randomized, within-subjects design with one factor of in-
terest, axis (3 levels; yaw, pitch, and roll) and one blocking factor, platform (3
levels; named 1, 2, 3). The platforms are used in random order, and three tri-
als (one for each axis) is conducted on one platform in random order before
proceeding to the next. This produces a total of 9 trials per participant. This
design should ensure that the benefit of learning from trial to trial should be
minimized.

5.4 Participants

A total of 16 (all male) participants took part in the second experiment, all
recruited from the same population of students and staff as that of experi-
ment 1. However, no participant took part in both experiments. Since each
participant performed 9 trials, the data from experiment 2 comprises 144 ob-
servations. The average age was 23.25 years in experiment 2. Each participant
spent an average of approx. 7 minutes on the trials of the second experiment.
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Fig. D.6: A density plot presentation of the angular error data from experiments 1 and 2. [Left]
Density plot of the absolute angular errors in all conditions from experiment 1 only. The indirect
conditions (darker regions) generally have larger absolute errors than the classical ones (brighter
regions). [Middle] The classical AR condition absolute angular errors from experiment 1 only.
The indirect AR results from experiment 1 have been removed from this plot, since these results
are suspect. The roll errors (green) are larger than the yaw (blue) and pitch (red) errors. [Right]
A density plot of the absolute angular errors from experiment 2 only (i.e. indirect AR). The roll
errors (green) are smaller than yaw (blue) and pitch (red). Note that the horizontal axes are
logarithmic in all the plots.

6 Results and discussion

All analyses have been carried out using the statistical software package R,
using a significance level of « = 0.05. The main analysis methods employed
are type Il ANOVA and the Friedman test. Post-hoc tests for pairwise com-
parisons following ANOVA has been performed using Tukey’s honest signif-
icant difference (HSD) method. All reported confidence intervals have been
computed using bootstrapping with bootstrap samples of size n = 100000.

None of the statistical analyses have used pooled data from experiments 1
and 2. Each experiment is separately analysed, and no cross-inferences about
the results between the two are made. However, we do note that the results
in the indirect AR condition in both experiments show the same general ten-
dencies, which supports the validity of both experiments in spite of the flaws
of experiment 1.

In both experiments, the collected absolute angular errors did not meet
the standard assumptions of ANOVA analysis. Particularly, the normality of
the residuals, and the homogeneity of the variance across the experimental
conditions were found to be problematic. However, a logarithmic transfor-
mation of the angular errors completely solved this problem for the data
from experiment 2, and greatly improved the situation for experiment 1. For
this reason, the preferred scale for statistical analysis of the absolute angular
errors is a logarithmic one. To further ensure that the conclusions were well-
supported, a non-parametric Friedman test was run alongside the ANOVA
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to verify that no conflicting conclusions were found.

The data collected from experiment 1 and 2 is summarized in the density
plots shown in Figure D.6. The difference between errors, absolute errors,
and logarithmic absolute errors is illustrated in Figure D.7.

6.1 Hypothesis 1

The first hypothesis stated that people would be worse at detecting and rec-
tifying static orientation errors in indirect AR than in classical AR, due to the
missing information of the live camera feed. Running ANOVA on the data
from experiment 1, this hypothesis is supported by the fact that scenario type
is a significant main effect (Fjo9 = 677.1,p < 2.2-107'). This means that
people are significantly worse at detecting and correcting errors in indirect
AR than in a classical AR setup, in spite of the fact that the indirect AR errors
from experiment 1 are likely too small to be realistic.

In experiment 1, the estimated mean absolute angular error in classical
AR scenarios is 0.0610° with a 95% confidence interval of [0.0559;0.0670]°,
whereas the same figures for indirect AR in experiment 1 are 1.06° and
[0.95;1.19]°. In other words, the mean error is approx. 17.4 times larger with
indirect AR than classical AR. As was previously explained, the conditions
for indirect AR viewing in experiment 1 were in all likelihood unrealistically
good, mainly due to the effect of learning from classical AR trials. This im-
plies that the mean indirect AR figures above should be taken as an extreme
best-case scenario for detecting errors. From experiment 2, the more realistic
estimate of these figures in indirect AR scenarios are 3.11° and [2.51;3.78]°,
implying that the realistic mean angular error is approx. 51 times larger in
indirect AR than in classical AR.

Another way of checking this is to see the position of the least significant
digit that participants chose to adjust in the two scenarios. This data is dis-
crete by nature, so the two scenarios are compared using a Friedman test on
the data from experiment 1 instead of ANOVA. The conclusion in this case
is the same: People use more digits to adjust their estimate in classical AR
than in indirect AR (x2 = 30,p = 4.3-1078). In the light of the analysis of
the angular errors in the two types of scenarios, this means that not only are
participants adjusting their responses more finely in classical AR, they are
also reaching higher levels of accuracy by doing so.

6.2 Hypothesis 2

The second hypothesis stated that there would be a difference between the
errors made on the three tested rotation axes, yaw, pitch, and roll. This
difference was not only hypothesized to be a difference in mean error, but
also in the error variance, as it seemed likely that, especially when adjusting

135



Paper D.

20
20
L

15
L
05

Angular error [°]
-10 0
L
Absolute angular error [°]
5 10
.
Log10 absolute angular error [log10 °]
-1.0 -06 0.0
.

-1.5
L

o —— i ===
T T T T T T T T T
Pitch Yaw Roll Pitch Yaw Roll Pitch Yaw Roll
Axis Axis Axis

-15

Fig. D.7: A boxplot presentation of the angular errors made in experiment 2. [Left] A boxplot of
the untransformed angular errors, measured in degrees. This plot clearly shows that there is a
difference in variance for the three different axes. Furthermore, the pitch axis is revealed to have
an unexpected bias of about 2° that should not be there, if participants were equally likely to
over- and underestimate the errors. [Middle] A boxplot of the errors transformed by taking their
absolute values. This is a more useful representation, when the main concern is the magnitude
of errors, rather than the direction of the errors. [Right] The absolute errors transformed by a
log,, transformation that both has the effect of making the variance in all three axes equal as
well as making the distributions on each axis closer to normal.

the roll axis, participants might get extra help from their sense of the direction
of gravity.

Running an ANOVA analysis on the data from experiment 1 reveals that
the axis is both significant as a main effect (F 55 = 38.56,p = 2.2-10711) and
as an interaction with the type of scenario, i.e. indirect AR or classical AR,
(Fy58 = 81.1,p < 2.2-1071%). The interpretation of this result must therefore
be that the mean errors for the axes are different, and that these differences
are significantly affected by the type of scenario. Following this result up
by a Tukey HSD test on just the classical AR data from experiment 1, it is
revealed that yaw and pitch are both significantly different from roll, but not
from each other (all significant p < 1.0 - 10~%). In the classical AR scenario,
the errors on the axes are significantly smaller for yaw and pitch than for roll.

With the data from experiment 2, the ANOVA results also show that there
is a significant main effect of the rotation axis (F»39 = 65.81,p = 1.1-10711).
The follow-up Tukey HSD test in this case shows that all three axes are sig-
nificantly different from each other (all p < 1.0-107°). In the indirect AR
scenario, roll has smaller errors than yaw, which in turn has smaller errors
than pitch. Thus, hypothesis 2 is strongly supported by the data from both
experiments.

With respect to variance, the hypothesis that the variance would be dif-
ferent for different axes is also strongly supported by the data. This has been
tested using Levene’s test of equal variance on the absolute angular errors.
The results all come out with p < 0.001. This implies that people are not

136



6. Results and discussion

equally consistent about their error estimates in all axes.

The estimated mean error responses for the three axes are presented in
Table D.1, along with their associated 95% confidence intervals. The numbers
in the table clearly indicate that the roll errors seem to be consistent across the
two scenarios, whereas the errors on the other two axes are highly dependent
on the scenario.

6.3 Other findings

There are several other interesting findings in the experiment that are not
directly related to the hypotheses. First of all, when systematically asking
all participants about their own perceptions of the experiment, many of them
reported that they think that they somehow used a trick for some of the trials.
When asked to elaborate, they told that they relied on help from aliased lines
in the image (i.e. looking for the setting where a line no longer appears jagged
because of the pixel grid), memory of the locations of specific linear features
in the image relative to the frame of the tablet, by assuming that certain
linear features on the screen had to be completely vertical or horizontal, or
by expecting specific features to be centered on the screen. Most, if not all,
of these tricks would not really be possible in a situation outside the lab,
where the device is no longer stationary relative to the scene. For this reason,
we believe that all estimated error tolerances are lower bounds, and that the
error tolerance in a more realistic, dynamic situation might be somewhat
larger. Furthermore, our results are unambiguous enough that these tricks
have probably in most cases mainly helped in letting participants make more
consistent responses, rather than more correct responses.

Another observation made in the data is that the mean (non-absolute)
angular error on the pitch axis in the indirect AR condition in both experi-
ments is approx. 2°. This is contrary to the expectation that the mean value
should be around 0°, if it was equally likely to over- and underestimate the

Table D.1: A table of the estimated mean absolute angular error tolerance (with 3 significant
digits), dependent on the two independent variables of axis and scenario. The estimated 95%
confidence intervals for the mean values are given in brackets. All classical AR results are
estimated from data gathered in experiment 1 only, and all indirect AR results are estimated
using experiment 2 data only.

Scenario
Classical AR (exp. 1)  Indirect AR (exp. 2)

Yaw | 0.0235°[0.0185;0.0329]°  2.74°[2.01;3.63]°
Pitch | 0.0254°[0.0234;0.0275]°  5.88°[4.59;7.32]°
Roll 0.134°[0.123;0.146]°  0.680°[0.525;0.857]°

| Overall | 0.0611°[0.0559;0.0670]°  3.11°[2.51;3.78]° |

Axis
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error. In other words, there is an unexpected bias of about 2° for indirect
AR pitch tasks. We believe that this bias is caused by the combination of
two conditions: 1) The tablet was pointing slightly downwards during both
experiments, and 2) several people reported using a specific trick involving
the expectation of seeing an equal amount of virtual floor and ceiling in the
correct setting. However, since the tablet pointed slightly downwards, the
correct setting shows more floor than ceiling. Therefore, these two facts will
explain why there is a general tendency to overshoot on the pitch estimates
in the experiments. Interestingly, many participants have also reported that
subjectively, they found the pitch trials to be much more difficult than yaw
or roll. Conversely, several participants stated that the roll tasks were the
easiest, which is also supported by the data.

7 Conclusion

There are several conclusions to be made, based on the performed experi-
ments. The two main lessons learned must be:

1. People are much more perceptive of static orientation errors in classical
AR than in indirect AR scenarios.

2. The ability to detect static orientation errors is highly dependent on the
rotation axis affected by the error.

3. Roll error perception seems consistent in indirect and classical AR, but
yaw and pitch errors are perceived differently in indirect and classical
AR.

These points can be elaborated further. Quantitatively, the size of static
orientation errors that can be detected in indirect AR is somewhere between
1 and 2 orders of magnitude larger than those detectable in classical AR.
This implies that designers of indirect AR systems need not worry as much
about static orientation errors, e.g. errors similar to those produced by a slow
drift caused by quantization and integration errors. The fact that the axes are
differently perceived means that precise orientation tracking is not equally
important for all axes. In classical AR, people are more critical of yaw and
pitch errors than roll errors. Conversely, in indirect AR where there is no
help from a camera feed, the roll axis is the one where it is easiest to detect
errors, whereas yaw and pitch are less important. It seems reasonable to
speculate that, in the absence of help from a camera feed, the roll errors are
much easier to detect because the roll axis is also tied to the human sense of
balance which works irrespective of the imagery on the screen.

Another important contribution of this paper is the first estimation of
detection thresholds for static orientation errors on each of the three tested
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axes, and in both classical and indirect AR. These thresholds were presented
in Table D.1. The difference in thresholds for the same axis depending on the
scenario is quite large in some of the cases. For instance, in the case of the
yaw, the threshold in the case of indirect AR is more than 100 times larger
than that in classical AR. In the case of pitch, the difference is even more
pronounced, the threshold being more than 200 times larger in indirect AR
than classical AR. For the roll axis, the thresholds are much more consistent
across the scenarios.

This study also leaves many open questions to be answered in the future,
such as the effect of allowing the tablet and the participant to move around
in a realistic manner and the effect of taking the study out of a controlled
lab context and into a more realistic setting. Other interesting areas of future
study might be incorporation of head tracking, a higher level of realism in
the virtual model, and similar studies of static position errors.
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1. Introduction

Abstract

We have experienced rapid development of augmented reality systems and platforms
in the world of cultural heritage, namely in cultural settings and historical museums.
However, we still face a range of challenges to design an AR system that meets
the requirements for an augmented reality installation working autonomously in a
cultural heritage setting for an extended duration.

This paper describes the development of two installations for visualization a 3D
reconstruction of a castle chapel, running autonomously during opening hours on
location of a castle museum. We present a convincing 3D visualization running at
interactive frame-rates on modern tablets. In one installation, the tablet is connected
to a large screen TV for an immersive experience, and in another the tablet is used
handheld, facilitating translational freedom in the chapel. Both installations allow
unsupervised usage during museum opening hours.

Based on in-field observations and on-device logging of application usage user be-
havior is analyzed and evaluated. Results indicate that users spent a limited amount
of time using the application, and do not fully explore the visual area of the chapel.
In order for the user to spend more time with the application, additional information
must be presented to the user.

1 Introduction

Cultural Heritage (CH) represents an aspect of our collective history that
over the years are subject to changes, reductions or destructions from dif-
ferent external or human factors. Due to these changes, the introduction of
technologies and methodologies suitable to reproduce, restore and present
our collective history to people are needed.

3D acquisition and modeling technologies represents a possible solution
that allows us to generate the digital version of a real artifact to display for
visitors of a museum. Furthermore, once an artifact is represented in digital
form, management and conservation of the digital object is possible by field
experts.

In recent years, CH institutions have begun to adopt computer-aided me-
diation of content, as well as computer-aided on-location experiences [12, 19,
26]. New computing systems allow for access to high quality re-constructed
content in an ever changing and dynamic way, and it also allows content
being mediated in a novel way for visitors [23].

In a series of collaborative efforts with Koldinghus Museum, we have
investigated how interactive handheld devices can be introduced to a cultural
heritage institution [14, 15]. The aim of the projects have been to introduce
a cultural context aimed at guests of different ages, from primarily children
[14] to primarily adults [15]. The focus of the collaboration is to attempt
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Fig. E.1: Presentation of the two installations for visualizing Koldinghus chapel anno 1604, in a
static installation (left) and in a handheld version (right).

mediating content in a novel and interactive way. The work presented in this
paper is a direct continuation of work presented in Madsen and Madsen [15].
We expand the original material with an additional installation and further
findings from an almost one year long longitudinal study, and analyze data
from both the original installation and the new installation presented in this
work.

The main product is a physical interactive installation visualizing of the
chapel at Koldinghus Museum in Denmark, anno 1604. The visualization at-
tempts to stay close to the physical space (i.e. orientation of the visualization
in the physical room, a realistic illumination in the chapel, See Figure E.1).
On location, the installation works as a window into the past. It is necessary
that this window be linked with the physical space so the visitor can fuse a
perceptually coherent experience.

A development strategy is applied for the installations, utilizing off-the-
shelves hardware, allowing for a convincing display of a 3D reconstruction
visualization on current generation tablets. In one installation, depicted in
Figure E.1 (left), a tablet is connected to a large screen TV, giving the visi-
tors a larger field of view into the past. In another installation, Figure E.1
(right), multiple tablets are used in handheld mode, allowing for freedom
of movement in the chapel area by selecting different viewpoints in the soft-
ware and physically relocating one self. Both installations present the same
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3D visualization of the chapel to the visitor, and the main difference is in
the interaction method. Both installations allow unsupervised usage during
museum opening hours. The current version of the handheld installation has
logged user interactions via in-application logging successfully for almost a
year.

The paper is structured as follows: Section 2 describes related work and
sets the context for the project. Section 3 gives a brief overview of the his-
tory of the location. Section 4 describes the components of the system, with
detailed descriptions of the static and handheld versions in Sections 5 and
6. An iterative design process lead to both hard- and software were changes
during development and testing, during the last one and a half year of ac-
tive usage. We evaluate the installations from the data gathered from both
on-device logging and interviews with visitors and staff on location in the de-
tailed explanations within these sections. Finally, we summarize the findings
in Section 7

2 Related work

Museums provide a (semi-controlled) natural environment to investigate novel
technology outside the laboratory. There is a vast body of work within the
field of AR in museum contexts, ranging from museum guides [3, 17, 25],
to building virtual and augmented installations and exhibitions for the mu-
seum [4, 16, 28, 29].

While most work presently have shifted to mobile devices [3, 10, 21, 25],
there are recent examples of researchers developing static installations for
augmenting information in a heritage context. Zollner et al. [30] present
systems for a museum setting allowing in one case a 1-degree-of-freedom
(1-DOF) interaction by horizontal rotation of an installation stand (Movable-
Screen) and in another case a handheld device (UMPC) with other affor-
dances. The aim here was to present information from remote CH sites at
museums. Pletinckx et al. presents in [19] TimeScope 1 for the Ename 974
project a church visualization for an archaeological park as a static installa-
tion with no interaction aspect, aiming at presenting an early medieval abbey
on video shot of the foundation.

Within the field of CH, work is also being done using Virtual Reality,
ranging from specialized work of 3D model reconstruction to user interac-
tion and acceptance evaluations. Russo [20] describes two approaches to 3D
modeling in CH. One is the representation of the moment "as is" through dif-
ferent approaches and technology, and the other is the previous hypothetical
state through a scientific reconstruction process, and presents two examples
of work in relation to this. Kersten [11] presents work on modeling a city
based on a 3D scanning approach. Trapp [27] describes how the user is now
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able to explore CH artifacts in real-time, and presents the technical concept
for implementing this.

Consensus in the field is that users appear interested in the novel experi-
ence of AR technology. Due to generally short-lived studies, it is not known
whether this interest is an effect due to presented material or a "wow" effect
of AR being novel to a majority of people. This study is, to the best of our
knowledge, the first long longitudinal in-field evaluation of an AR installa-
tion in a museum context, and presents usage data for a longer period to
indicate whether interest is just a "wow" effect or not. We conduct an unsu-
pervised field trial of two implementations to visualize the chapel ruin. One
static installation with 2-DOF for orientation inspired by [19, 30], and mul-
tiple 3-DOF handheld devices with additional limited positional movement.
Both implementations have been in use extensively, the static installation for
45 days, and the handheld devices for more than a year.

In comparison to the related work, the presented installations in this
paper differ in interaction methods to present an identical visualization of
the chapel. One is designed as a multi-spectator viewfinder people can
group around, and another as a series of handheld devices acting as per-
sonal viewfinders, allowing more freedom for individual use. By leveraging
2-DOF and 3-DOF orientations, monitored by hardware sensors in the sys-
tems, users are free to explore the chapel, and using the handheld device the
systems facilitate translation changes in the application. This lets the user
change the virtual position to match the geo-physical space. This implemen-
tation is a novel approach to presenting a visualization of a historical ruin to
a visitor, while allowing the visitor interactive control of the experience.

3 Location overview

The Koldinghus castle dates back to the mid 1200s, and has historically been
a place for protection from south, a residency for kings and the royal family,
and has played a central role in Danish history.

The construction of the chapel and tower of the castle dates back to a start
in 1597, when a fire destroyed that part of the building. This left the King
with the opportunity to reconstruct and modernize this part of the castle.
The king envisioned a bigger and more grandiose chapel, and saw the new
chapel as a reflection of the king as God’s representative in both ecclesiastical
and secular affairs. The new chapel was finished in 1604 [18].

During the Napoleon wars in 1808 the castle burned to the ground due
to a fire started in a chimney in a guards room. The fire destroyed the castle
over a period of two days. It was left as a ruin until a basic restoration in the
1970s (Figure E.2). The current appearance of the castle chapel as Koldinghus
is no more than a ruin of the former chapel, with restored floors and ceiling
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Fig. E.2: Current Koldinghus exterior and chapel interior as it looks after the restoration in the
1970s. Images courtesy of Koldinghus Museum.
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Fig. E.3: Overview of the physical castle chapel (left) and the 3D visualization as represented in
the installation (right). Photo courtesy of Koldinghus Museum.

being the only addition to the ruin itself. The present chapel can be seen in
Figure E.3 along with our rendered visualization.

4 System descriptions

The main task of the system is to facilitate information to visitors, who can
range from families with children to elderly couples. It is particularly inter-
esting for the younger audience, who might be interested in a digital plat-
form [24]. The system in itself should be self-explanatory and easy to use
for the average visitor, who are assumed to have limited experience with any
type of technical products. Design requirements for this user-base is based

149



Paper E.

Museum guests Museum personnel Technical

Light weight (Static) Flexible placement Low power consumption
Easy to handle Low daily maintenance Long running time
Visualization true to world Easy to setup and use ~ High frame-rate
Self-explanatory Low cost Limited polygon count

2-DOF or 3-DOF orientation
Translation of user position (handheld)
Robust

Table E.1: System requirements

on the knowledge and feedback of the museum personnel. Based on their
a-priori knowledge of the population visiting the museum and these visi-
tors expectations. As a design requirement, users should be able to interact
with the system, without any instructions of how the system works, let alone
how to use it. Furthermore, the museum personnel require a system with
low cost and low daily maintenance as well as a transportable system, as the
chapel area, which the system will augment, is regularly a forum for exhibi-
tions and events that require the floor space of the chapel. In these events,
the system might need to be set-aside for a small period of time, such as an
evening or for a couple days, after which the installation is setup in the chapel
again. During an initial discussion with the museum, a requirement list for
the design was developed, factoring in requirements of the visitors, the staff
and technical requirements for the installations, which are listed in Table E.1.
This requirement list sets an initial design model for the visualization, as a
first iteration of the interaction requested by the museum for their visitors.

The system itself should be able to process the visualization of the chapel
ruin at interactive frame-rates, and be able to run during museum opening
hours and with extensive usage. The processing power of the system should
be sufficient to handle these requests, in addition to the visual processing
of the visualization. Technical aspects such as polygon count of the model,
and the shader performance for the visualization must be optimized to allow
fulfillment of these requests.

The following sections, 5 and 6, will present the installations. Design of
hardware and software is explained in detail, and field evaluations are pre-
sented. Both installations were designed to present the best user experience
for the novice visitor, and allow staff of the museum an easy handling and
daily maintenance of the installations. We elaborate on some of the problems
encountered during the development and how to overcome these problems
in the areas within hardware, software, reconstruction and realistic daylight
simulation, as well as evaluate each design. This visualization does not con-
tain any storytelling elements, animations or planned events. Reasoning for
this is that the museum was interested in a first glimpse into how this system
in itself would facilitate the novel idea of presenting a past historical point
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in time through an interactive installation. Following this, additional story-
telling elements can be implemented. This is presented in more detail in the
Future works, Section 8.

5 System description: Static Installation

The static installation (Figure E.1 (left)) allows a single visitor to operate the
installation, while multiple other visitors are able to experience the visual-
ization as over-the-shoulder spectators. When a visitor enter the chapel, the
installation is present at the center of the room, inviting the guest to try in-
teracting with the installation. A user interacts with the installation using
the handle in front of the installation to manipulating the orientation of the
screen and correspondingly the orientation of the visualization. The visu-
alization is rendered in real-time from a static point in the virtual chapel,
corresponding to the physical placement of the stand in the chapel room.

5.1 Hardware

In order to facilitate visualization to multiple visitors simultaneously, and to
immerse the operator of the viewfinder in the virtual world, a large 40" flat
screen TV! is used as display screen for installation.

The TV in itself is of a considerable size and weight, which suggests that
the base of the installation must be designed to accommodate the weight and
not feel flimsy to the visitor. At the same time it should not be too heavy to
maneuver for the museum staff. A mobile tablet is running the visualization
and is mounted on the back of the TV. This gives the installation a smaller
design, while shaving a few kilos of the installation weight. The visualization
is rendered using an iPad? tablet computer mounted on the back of the 40"
TV. The output from the tablet to the TV is via HDMI interface. For a detailed
overview of how the hardware is mounted on the installation, see Figure E.4.
With this setup, the installation only requires a single source of power for
both the TV and iPad, and the weight of the complete installation is roughly
70 kilos, for which a majority of the weight represented by the circular steel
base-plate.

The installation provides the operator with 2-DOF for manipulating the
viewing direction, and pan/tilt orientation. In this design, rotation is limited
in both axes to allow safe operation of the installation and to not tangle or
tear internal cables in the base of the installation. The limit for panning is
350° and for tilting the limit is 4/ — 45°.

Model no: Samsung UE40ES6305UXXE
2Apple’s 3rd generation iPad featuring an Apple A5X chip (Dual-core 1 GHz Cortex-A9
processor with a PowerVR SGX543MP4 GPU), and a 2048x1536 (264 ppi) resolution display
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(d) @

(e) (b)

©

Fig. E.4: Visual render of the interactive TV installation from back, mounted with handle for
manipulating the viewpoint and depiction of the tablet placed and connected to the TV. a) The
iPad mounted, connected to an orientation tracker (explained later in the section) in the base of
the installation using the microphone-in port, and outputs the visualization and draws power
via the 30-pin connector. b) Signal splitter that outputs the HDMI signal to the TV and draws
5V power from (c), the power utilities box, which powers the TV with 220V and the tablet with
5V. d) The cables run from the base of the installation and out through the top, power for (c) and
the orientation tracker to the tablet. e) Installation manipulator enabling user interaction with
the installation.

As the chapel ruin provides a large open space for use, the chapel is often
used for temporary events and exhibitions. Mobility of the installation is
therefore a necessity in order to move it from the center of the room to a
corner or the balcony, when such events take place. In order to facilitate re-
positioning of the visualization, the iPad can be un-mounted from the back
of the TV and the touch interface allows for relocation of the visualization
viewpoint position within the chapel.

Orientation Tracking

We initially tracked user interaction via the gyroscope and compass con-
tained in the tablet, in order to re-orient the virtual viewing direction and
re-render the scene to match the new perspective. However, early experi-
ments showed this to be sub-optimal, as the compass is far too inaccurate in
these indoor locations of the chapel, with experiments showing changes in
heading from —14° to +56° from magnetic north. The gyroscope posed the
problems of having a large amount of drift over time over the horizontal axis
(See Figure E.5).
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Horizontal orientation over time

150
1

i i Start

W Mean

148
1

146
L
e

Degrees
-

142 144
1 1

140
1

T
0 7 14 21 28
Time (Hours)

Fig. E.5: Example of horizontal gyroscope drift in a static placemetn over the course of 29 hours.

(b)

Fig. E.6: Visual explanation of the horizontal calibration using an Arduino in the base of the
installation. a) The white and red wires are based through the base of the installation to the TV
and tablet (see Figure E.4), and the blue wire illustrates how the orientation data measured is
passed to the Arduino (b).

To overcome drift, an Arduino® [2] was mounted with a light-sensor in the
base of the installation (See Figure E.6), designed to signal the iPad every time
the TV rotated past a specific point. This signal is then used to re-calibrate the
gyroscope and the orientation of the virtual chapel. As the charging input
connector on the iPad were in use for charging and HDMI out to the TV,
we opted to use an audio jack connector for sending data to the application,
which in turn monitors audio input for the re-calibration signal from the
Arduino.

3htt%p: //arduino.cc/
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5.2 Software

The software is developed in the Unity game engine*, allowing for efficient
and rapid development for multiple platforms, as well as a component-based
architecture for modular development. This modular system allows each
component (i.e. input components, viewfinder components, etc.) to be tog-
gled on/off for each platform. Furthermore, it eased adapting to requirement
changes during running evaluations of the platform.

In order to process the visualization on the tablet at interactive frame-
rates, we set strict limits on polygon count for the visualization, limit the
amount of draw calls to be rendered for each frame, and pre-compute most of
the lighting information to light maps split into direct and indirect lighting.
Splitting the direct and indirect illumination to different light maps allows
the engine to use the direct illumination map to compute specularity of any
surface hit by direct illumination, in real-time, for only the places that are hit
directly by the light. Small objects are combined to form many larger vertex
objects, to reduce individual calls to draw objects in the rendering engine,
resulting in fewer calls and better performance of the visualization. As a
technical limitation, Unity supports a maximum texture size of 2048x2048 for
mobile devices. This sets a natural restriction in the size of objects, without
having to use multiple texture maps per object. In a trade-off between detail
and real-time visualization of the model, the polygon count for the model
was reduced to an acceptable level, which allowed for a high amount of
details from all possible viewport positions. The overall polygon count for
everything in the viewport never exceeds 150.000 polygons at any one time.

3D Visualization

To develop the 3D visualization of the chapel, information was gathered in
three ways. 1) research in literature, 2) scanning and modeling from artifacts
available at Koldinghus and 3) informed guesses to fill in the gaps.

Concerning literature research on the chapel, there were no paintings or
detailed depictions of the chapel prior to the fire in 1808. The main part of the
gathered information stems from books written on the subject of the churches
of the Kolding area [18], informational drawings and posters on location, and
information from museum experts.

In the ruins of the church today, it is still possible to see few sculpted
columns that survived the fire. These artifacts and the chapel room itself was
laser scanned to obtain room dimensions and placement of artifacts. The re-
maining artifacts from the chapel: sculpted columns, stone ornaments, etc.,
which survived the fire and are currently in archives at the castle, have been

4htt-p: / /Wwww.unity3d.com
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Fig. E.7: Process of gathering visual content from image capture using 123D Catch software,
from capturing (left) to automatic 3D model generation (center). The generated high-res model
is then manually remodeled into a low-res object plus a texture and normal map (right).

scanned to digital models using 123D Catch® from Autodesk. This involves
a process of manually photographing objects from multiple angles, as illus-
trated in Figure E.7 (left). With multiple exposures, this allows generation
of a 3D model with amount of details (Figure E.7, center) using an SLR off-
the-shelf camera. This follows the principles of Kanade et al. [9]. The model
is then cleaned up in post-processing, in a 3D modeling software, Autodesk
Maya® (Figure E.7, right). The remaining details from the research have been
manually modeled.

Unfortunately, there is a gap of knowledge, and lack of paintings or de-
tailed drawings of the chapel from the period between 1604-1808, and lot of
valuable information of the chapel has been lost. In order to compensate for
this, we have filled in the gabs of this missing information with information
from multiple sources, and the result in what is considered the most plausible
appearance. Frederiksborg Castle Chapel was built shortly after Koldinghus
Chapel, ordered by the same king, and designed by the same architect. In
an attempt to further expand the knowledge of the most probable interior
of Koldinghus Chapel at the time, Frederiksborg Chapel was used as inspi-
ration for the generation of the virtual model for areas in which there was
limited or no information available of the true decor at Koldinghus Chapel.
Additionally, at Vor Frue Kirke in Aalborg, the old alter, which unfortunately
has also been lost to a fire in 1902, was sculpted by the same sculptor as the
original alter in Koldinghus. However, pictures of Aalborg alter exists, which
has been heavily used as inspiration of the modeling of the chapel alter for
Koldinghus.

To sum up the process of pipeline for generating the visualization pre-
sented, the following steps was taken: 1) literature research and inspection
of buildings from the same architect at the time, 2) laser scanning and mod-
eling of the chapels current appearance, 3) semi-automatically capture and
remodel artifacts and ornaments from photographic capture on location, 4)

Shttp:/ /www.123dapp.com/catch
(’http: //www.autodesk.com/products/maya
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Fig. E.8: Photos of the static installation in use, as a staged press photo (left) and one taken
from the launch of Koldinghus’s King Christian IV exhibition (right), during which the static
installation was also launched and used by the public for the first time with no guidance in
usage whatsoever. Images courtesy of Koldinghus Museum.

manually model remaining ornaments and artifacts from researched litera-
ture, 5) combining all information, 6) expert review and testimonials, and 7)
using the expert testimonials to construct remaining ornaments and clear up
details in the visualization. The finalized visualization is modeled based on
factual information of the interior of the chapel, and what experts in this field
identify the most plausible appearance of the chapel at the time.

The visualization draws similarities to Simeone et al. [22], who presents
a substitute reality, with contextually appropriate virtual objects, of a real
setting. In this visualization, the substituted reality is the past, matched to
the appropriate location of artifacts within the ruin. For the visitors at Kold-
inghus, it is presented as the best informed guess of the historical appearance
of the chapel, supported by a physical note at the location, providing visitors
the option to choose between a factually known visualization and a best guess
options in the application is considered a future implementation.

5.3 [Evaluating the static installation

The static installation was launched to the public on November 3rd, 2012,
along with a new general exhibition on King Christian IV. During this event,
the visitors and guests at the museum could try the installation by them-
selves, while we observed the installation being used by the public (Figure
E.8). This section is based on first hand data from the initial launch and a
further half a day of observation of usage. Additionally, second hand data
from the staff at Koldinghus was taken into consideration for the evaluation,
both regarding their experiences with the daily usage from visitors, but also
from their experiences with moving and maintaining the installation.

In order to log usage information of the installation, we decided on an
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anonymous approach where the visitors are not interviewed or surveyed di-
rectly, an approach other authors mention briefly [21, 29]. Instead our ap-
proach was to log usage information from the device itself, and use this
information to gain understanding of how the installation is used by the vis-
itors, i.e. how long they use the installation and to what degree they explore
the chapel [27]. We believe that adapting an anonymous logging approach
will provide information about usage. In this way the user opinion or expe-
rience of the installation should be present in the gathered data.

During the launch event, the installation was in constant use by visitors
who actively used it, and was also an attraction from even more visitors
who only spectate. One interesting observation, which is in line with previ-
ous findings, was that initially the people in the room gathered around and
looked at the installation, but no one would touch or interact with it. This
went on for a few minutes until a small boy and girl went up and tried to
steer the installation. This shows that the children are more willing to dive-in
to the technology, as earlier research have found [6, 8]. Upon their success,
the onlookers gave it an attempt and actively and enthusiastically used the
installation. Several studies describes this as the "honey pot" effect, in which
people become interested in an interactive system when they can see other
people actively using it [1, 6]. The visitors expressed enjoyment of the instal-
lation and its facilitation of the visual past of the chapel. Similarly to results
presented by Miyashita [17], visitors appeared to be pleasantly surprised by
the visualization.

The installation was operational and available for the public over a period
of 45 days, during which it has been monitored for performance issues as
well as general issues expressed by the museum staff. During this period,
the staff experienced problems with the installation, resulting in orientation
errors in the visualization. An application reset and re-calibration of the sys-
tem would fix the orientation. The problem continued to randomly appear
for the duration of the time the installation was operational. After the initial
45 days of operation and usage gathering, operation of the installation was
discontinued, due to a few factors: 1) The orientation-sensing Arduino com-
ponent in the installation proved to be unreliable and could not satisfactorily
calibrate the orientation, leaving the visualization to drift or in worst case
re-calibrate at the wrong position. 2) The staff found the installation to be too
heavy for usage in a chapel that changes exhibits very often, and expressed a
general unhappiness with the heavy installation being moved every so often.
3) The physical stop on the installation responsible for assuring the horizontal
rotation not exceeding 350°, broke during operation, leaving the installation
vulnerable to being rotated excessively.
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6 System description: Handheld Installation

The design idea behind the handheld installation is to allow a multiple vis-
itors to each operate their own viewfinder, and use it as a window into the
past, experiencing the visualization and the history of the chapel at their
own pace, planning their own tour of the chapel [7]. The visualization on
the handheld installation is identical to that on the static installation. When
a visitor enter the chapel, the handheld installation is present near the wall
next to the door into the room, inviting the guest pick up the device and
explore the chapel. The user interacts with the device merely by orienting
it physically in the desired direction of orientation, and the hardware with
ensure the matching view in the visualization. Throughout the virtual floor,
red markings (Figure E.9) allow the visitor to relocate the virtual viewpoint
to a new place within the chapel. The visitor must then re-position himself
accordingly for a coherent experience. After end usage the tablet must be
returned to the station at the entrance to the chapel.

6.1 Hardware

Section 5.1 described how the gyroscope sensor for estimating orientation is
not feasible as the only sensor, due to accumulated drift over time (Figure
E.5). It also described how the imprecision of the compass meant it was
unreliable for measuring magnetic north in this environment. As a substitute
for the compass, and for calibration of the gyroscope, the docking station
was used to calibrate the iPad to the orientation in the geo-physical world.
The use-case dictates that the viewfinder can be in two different modes of
operation: 1) The iPad is in the docking station, is static and charging, and
2) The iPad is held in the hands of a visitor and will move around for some
period of time. As software detection of the charging state is simple, the static
docking state is easy to detect in the application. The application behavior in
the two states is thus:

Charging:
Reset model orientation to the calibrated orientation

Not charging:
Gyroscope readings to track the orientation

An added benefit to using the docking station is the ability to estimate
the total number of uses by assuming that each usage is occurring when one
user takes an iPad from the charging station (start) until it is returned to the
charging station (end). It furthermore allows us to only log interaction data
during this time period on the device.

158



6. System description: Handheld Installation

Fig. E.9: Depiction of the floor plan of the visualization, with red marking the areas in the
visualization the user can translate to and experience the visualization from. The placement
in the lower left corner is the entrance to the chapel, and the default starting position of the
application. This is where the visitor picks up the tablet and returns it again.

In the final version of the installation, currently at display and in active use
on location, the application is able to function autonomously for an entire day
after being setup by the museum staff. This setup and calibration procedure
has three steps: 1) Start the application if it is not already running (most of the
time it will be running continuously for days). 2) In handheld mode, touch
and drag on the screen to calibrate the horizontal orientation by orienting
the visualization to the desired orientation to match the physical space, and
3) Disable the touch dragging via a hidden in-application menu. Following
this, the iPad will work autonomously during the day, and should there be
any problem due to drift, the museum staff can repeat the procedure again,
or restart the application to reset everything, if needed.

6.2 Software

In the handheld version, the installation does not limit the user to a single lo-
cation, as with the static version. Leveraging this fact, we wanted to allow the
users freedom in navigating the chapel with the viewfinder, both in the phys-
ical and the virtual space. This of course requires position tracking, which
is deemed technically and economically unrealistic for an off-the-shelves so-
lution. We opted for a technically simple solution, namely to re-locate to
predefined viewpoints [13], marked in the visualization as circles the floor
(Figure E.9), allowing the users to move and experience the model from mul-
tiple locations. The user must re-position accordingly in the physical space,
to gain a coherent experience of seeing through a windows to a historic place
in time.

The in-application translation changes are implemented as method for
transitioning between pre-defined locations in the virtual chapel via the user
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interface. The interaction between the physical and virtual space of course
means that there is no true positional tracking, and the user must place him-
self in the physical one accordingly to the perceived position in the virtual
space in the visualization. It forces the user to mentally make a connection
between the real chapel and the virtual model. With this interaction method,
the user is able to experience the chapel from multiple locations using a low-
tech translation approach.

6.3 Evaluating the handheld installation

The handheld application has been in active use since February 10th 2013,
and is still in active use today, with multiple iPads available at the museum,
and with a new option from July 2014 to download the application for your
own iPhone or iPad’ (with Android coming eventually).

The logging framework logs the anonymous usage data as described for
the static installation in Section 5.3. For the handheld version, the logging
has been expanded to include the position changes within the software, as
well as the time in action and time charging (considered non-usage).

This section reports evaluation of logged data from June 7th 2013 until
April 30rd 2014. During this period, we have data from tablets being in active
use for a total of 111 days of the 327 days from first to last log entry, meaning
that roughly 2/3 of all days are without usage, or that this information is
missing. The museum reported that this loss of data was due to tablets being
broken by being dropped by accident, and one had the charging port broken
from continued daily use. The tablets were discarded before any data could
be retrieved, as it was only logged on-device due to wireless and network
security protocol in place at the museum. As unfortunate as that is, the data
retrieved show generally similar usage from the logged events. Data from
the tablets have been logged at 0.5-second intervals, throughout the museum
opening hours. The orientation log is using a resolution of 0.1°. This gives us
an idea of the areas of interest to the visitors with sufficiently high accuracy.
In order to filter out any invalid data from the log, we initially remove all
data entries in which the gyroscope has not sensed movement between two
consecutive logs, i.e. the tablet has not been placed properly in the charging
station or left somewhere in the chapel area. We furthermore remove all
entries outside opening hours of the museum, as we assume that all logs
from this period if by staff of the museum, and not be a visitor.

The data shows that the two remaining tablets have been used during the
logged days for a total of 87 hours and 7 minutes, corresponding to just over
47 minutes of active use per day (Usage per day is shown in Figure E.10).
Contrary to intuition, it does not appear that users are mainly using the ap-
plication in weekends or during holidays. As Figure E.10) illustrates, there

“Ttunes link: https:/ /itunes.apple.com/app/slotskirken/id665119672?ign-mpt=u0%3D5
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pplication usage for weekends and workdays
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Fig. E.10: Histogram of tablet usage per day, illustrated as weekend and workdays (left), and
school holidays and workdays (right). Usage of the application is fairly well spread over the
course of the period, with marginally higher usage during the intro phase during the summer.

is no clear indication of this to be true. It was found through interviews
with museum staff, that the main usage of the applications were from vis-
iting school classes from the area, so most of the usage was from children.
Given the estimate of 3470 uses, this corresponds to an average of roughly
1.5 minutes of use, each time the tablets are taken from the charger. We rea-
son that the lack of continued interest in using the application is due to the
limited amount of additional information available within the application,
which could create additional usage value for the visitor.

From the central position in the visualization we were interested in ex-
ploring the logged orientation data, to investigate what the visitor is actually
interested in, when looking around the chapel area. We use this position as
it is somewhat center in the room, with equal distance to both ends of the
room while having nothing obscuring the view.

Figure E.11 illustrates a heat map (b) of user view-direction from this po-
sition, displayed as an environment map in longitude-latitude format, com-
pared to the rendered visualization (a), both also illustrated as environment
maps. As illustrated in the heat map, users are mainly holding the tablet
vertical or slightly tilted down. They do for example not visually study the
ceiling or the galleries, and misses a large part of the visualization. We can at
this point only speculate why this is. This might be caused by people being
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Fig. E.11: Environment map representation of the castle chapel area from the center position
in the room, with (top) the rendered map, and (bottom) a heat map indicating user interest in
certain areas.

uncomfortable using such a device in public, or that they simply do not see
a reason to use it otherwise.

The data presented in the figure is only of value if we can assume the users
physically position themselves to the virtual position in the visualization.
Observations from the museum staff informs us that the visitors are in fact
placing themselves in the physically correct area, corresponding to the virtual
location, and does this to get a visual coherent experience.

7 Conclusion

In this article we have presented two installations for Koldinghus museum,
and presented the design, development and evaluation process of these in-
stallations with a similar purpose, though very different in appearance and
interaction. We have evaluated the usage of the installations and used this to
present design criteria, which might aid and inspire researchers and devel-
opers of novel interaction technology for a CH context.

Using commodity hardware and software we have created a visualization
of the castle chapel as it appeared more than 400 years ago, in 1604, a chapel
which only have been restored to the bare walls. In both installations, visitors
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are presented with a window into the past, and by interacting with the in-
stallation, visitors can experience the past chapel, as it most likely appeared
at the time, with realistic lighting estimated for a single point in time.

The main contributions of this article are the design and evaluations of the
installations, with proposed methods for overcoming some of the production
problems developers may face, in novel ways.

The main contributions are:

1. A static installation which presents visitors with a large immersive dis-
play for visually presenting a historical chapel

2. A handheld installation providing additional interactivity in the form
of limited translation through the chapel

3. A first long longitudinal study reporting insights of in-field usage for
almost a year

We have furthermore described the creation process of a low cost installa-
tion for reliable estimation of viewpoint and rendering of a 3D reconstruction
of a historical chapel in a realistic lit environment. The implementation pro-
cess has been described in detail from gathering of relevant information to
the construction of the virtual model in 3D. The early evaluation provided
lessons for providing a pleasant operational experience for the staff, as mov-
ing the stand around was a source of frustration. The field evaluation pro-
cess of almost a year worth of logged data is presented. This data set and
the lessons learned from the data can serve as prior knowledge and inspira-
tion for researchers and developers of novel interaction installations for CH
contexts.

One benefit of using a digital approach such as this is the option for the
visitor to get an interactive glimpse into the past appearance of the chapel, as
it appeared in the past. This would not be possible in any static 3D rendering
of the same environment, and presents an alternative to the static material
at the museum. Additionally, a digital installation in a CH context allows
the museum to attract another kind of visitor [23], of the younger generation,
who are not interested in a museum where artifacts are locked behind glass
and nothing can be touched. It allows us to gain an insight into what such
people are interested in, when visiting a museum. However, developing a
digital installation comes with its downsides as well. As the technology has
not fully matured yet, there are potential pitfalls between the technology and
the usability of the installation, which has not been fully explored yet. As the
detailed visualization in itself is not enough to keep visitors interested for
long, additional information must be presented to the visitors. Suggestions
for this is presented in the Future works, Section 8.

It appears that visitors are mostly interested in looking at the virtual scene
horizontally despite efforts to create a full implementation of the chapel itself.
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The findings point out a couple of obvious considerations and opportunities
for further studies in the area of user exploration of virtual scenes, such
as how to design an interaction model to direct the users focus to specific
interesting artifacts or other points of interest.

It is still in active use at the museum today.

8 Future work

While the installations currently presents visitors at the museum with an vi-
sualization of the past appearance of the chapel, there there are still many
avenues for future work. One such avenue is to add storytelling elements
to the interaction. As mentioned, the interactive visualization in itself is not
sufficient to keep visitors interested for long. Adding storytelling and infor-
mation to the installation is the obvious next step. Similarly to the Ename
974 project [19], where the TimeScope 1 installation is accompanied by in-
formation about the site, its discovery, and the social and economic life, the
installation presented here could be extended with information of both the
visualization process as well as information related to the time of the visual-
ization, the social and economic life at the castle and surrounding area. Given
the interactive nature of the installation, such additional information could
take appearance as animation and sound effects to retain the interest of the
public and appear less static.

Furthermore, events of the time such as sermons and weddings of the time
could be introduced in the installation, allowing visitors to get a glimpse into
the life that the time. Such events could also bring returning visitors inter-
ested in specific holidays and events into the museum, and might increase
the perceived usefulness of the installation [5].

Regarding gaining information related to the user of the installation, the
presented heat map (Figure E.11) can be used to inspire further development
of the application, and inform about which areas could be augmented with
additional information [27]. Based on the initial user interest, the museum
can use this information to inform or inspire visitors to learn historical facts
from the chapel using other means for knowledge facilitation in the castle
chapel, as well as for further development of the application based on actual
visitor interest. One effect of such additional data gathering is in informing
the museum of areas of interest of the user, in order to target development
effort. Areas of large interest can be expanded with additional information to
the user, or under-represented areas can be improved to attract more interest.
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1. Introduction

Fig. E1: (top) View management in 2D places annotations in image space and updates it in every
frame. Conflicts between labels are resolved, but at the cost of an unstable layout. (bottom) View
management in 3D places annotation in a plane defined in object space. This gives the option
of making the layout stable by disabling updates, until the change of viewpoint becomes too
significant.

Abstract

Temporal coherence of annotations is an important factor in augmented reality user
interfaces and for information visualization. In this paper, we empirically evalu-
ate four different techniques for annotation. Based on these findings, we follow up
with subjective evaluations in a second experiment. Results show that presenting
annotations in object space or image space leads to a significant difference in task
performance. Furthermore, there is a significant interaction between rendering space
and update frequency of annotations. Participants improve significantly in locating
annotations, when annotations are presented in object space, and view management
update rate is limited. In a follow-up experiment, participants appear to be more
satisfied with limited update rate in comparison to a continuous update rate of the
view management system.

1 Introduction
Annotations are commonly used in hand-drawn illustrations to add infor-

mation, textual or pictorial descriptions to objects. Annotating elements of a
map is a thoroughly researched area that has matured towards a common set
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of best practices in cartography [12]. By harnessing the computational power
of modern computers, the placement of annotations can be fully automatized.
View management algorithms automatically generate layouts of annotations
for different application cases, such as maps [4] and 3D objects [5].

Numerous automatic view management techniques have been developed
that mimic the annotation styles of traditional hand-drawn illustrations [1,
5] by enforcing a defined set of constraints. Hartmann et al. [10] provide
guidelines after analyzing a wide range of medical and technical illustrations.
They distinguish between two types of object annotations: Internal labels are
directly overlaid onto the annotated object, while external labels are displaced
from the object to avoid occlusions. Moreover, they identify three constraints
for placing external labels: (R1) A label should be placed near the object it
refers to. (R2) A label must not occlude another label or an annotated object.
(R3) Leader lines connecting labels to annotated objects must not cross.

View management algorithms typically incorporate one or more of these
constraints to create layouts of annotations. Aside from creating static layouts
of annotations for print media, view management algorithms can also auto-
matically accommodate a changing amount of information and even view-
point changes of the annotated object. Hence, annotations can be used in Vir-
tual Reality (VR) to interactively explore a virtual object. The layout adapts
accordingly to enforce any constraints that are violated due to the changing
viewpoints.

In Augmented Reality (AR), annotations provide additional information
about real world objects. Due to the constantly changing viewpoint, the lay-
out must be updated in every frame to resolve constraint violations, making
it hard for users to keep track and to focus on single annotations. Therefore,
continuous view management algorithms must also ensure that the layout re-
spects temporal coherence.

A common approach to achieving coherence is to use hysteresis [5] to de-
lay the positional updates of annotations. Alternatively, one can only update
the layout when certain conditions are met, e.g., when the viewpoint of the
object changes beyond a certain angular threshold [19, 20]. We refer to such
approaches as discrete view management methods. Discrete methods trade
potentially inferior layouts for improved temporal coherence.

In this paper, we perform a formal user evaluation to compare view man-
agement algorithms that continuously update the layout to algorithms that
only update the layout at discrete points in time. Our focus lies on AR with
permanent viewpoint changes. We limit ourselves to view management ap-
proaches that use external labels, since it was shown [6] that external labels
are less ambiguous in case of tracking errors. We evaluate common force-
based view management algorithms that work in 2D image space [9], but also
in 3D object space [15, 19].

To the best of our knowledge, the behavior of labels over time has never
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been part of an evaluation of view management algorithms. Literature usu-
ally describes a set of constraints and methods to enforce these by contin-
uously updating the layout. An open question is if such updates have a
negative impact on the performance of a user during certain tasks, because
they constantly change label positions.

Our intuition was that even though discrete view management algorithms
cause violations of the layout constraints during viewpoint changes, they out-
perform the continuous versions in search-and-select tasks that are typical for
AR applications using annotations. Based on our findings, we put forward
design recommendations for view management systems.

2 Related work

Systematic annotation of objects have been discussed by cartographers since
the 1970s. Imhof [12] generalizes a set of principles for annotating maps. In
the 1980s, Ahn [1] presented an annotation algorithm for annotation of area
features, line features and point features on cartographic maps.

With automatic generation of layouts and with digital representation of
annotations on a computer, much research has shifted towards implementa-
tions of view management systems for digital media. Unfortunately, finding
an optimal layout for annotations has been shown to be NP-hard even in
2D [13]. Practical view management systems focus on clustering or heuristic
approaches [3, 5, 22], posing layouts as a constrained optimization problem
for generating an optimal layout.

Hartmann et al. [9, 10] present guidelines for functional and aesthetic
layout of external labels. They propose a set of metrics that can act as posi-
tive and negative constraints in a view management algorithm for automatic
layout. These metrics are related to readability, unambiguity, aesthetics and
frame coherence. Their 2D force-based method is probably the most widely
used approach until today. Later work by this group introduced several auto-
matic layout algorithms for external labels [2] and evaluated how coherency
strategies can be used to annotate 3D animations of objects [8], such as mov-
ing the annotation itself or moving the reference line.

Azuma and Furmanski [3] presented view management techniques of 2D
labels for AR based on various clustering strategies. They empirically evalu-
ated user responses to the resulting motion. Further research using a stereo-
scopic HMD was done by Peterson et al. [14], enabling development of view
management algorithms to leverage depth information of the scene to fur-
ther separate annotations and creating new object annotation scenarios not
possible in traditional 2D illustration. They describe a user study evaluating
label placement techniques specifically developed for stereoscopic HMD us-
age, concentrating on how depth separation affects response time and errors.
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Shibata et al. [18] describe the development of a modular view management
system for mobile devices. This allows a developer to customize the view
management system to target low powered mobile devices for use in mixed
reality.

The first 3D view management system for AR was reported by Bell et
al. [5]. Their system supports both internal and external labeling with greedy
placement. Later work by Pick et al. [15] target an immersive multi-screen
environment and resolves 3D occlusions using a technique similar to shadow
volumes. Their approach uses a force based approach similar to the one of
Hartmann et al., but in object space rather than image space. To ensure leg-
ibility of the system, a force is applied to the annotation, ensuring roughly
constant distance in object space to the user. They evaluated their implemen-
tation using structured expert walkthroughs. Tatzgern et al. [19] developed
a system for 3D view management of external labels in object space and
addressed the problems of achieving temporal coherency, as the viewpoint
changes.

Viewpoint changes trigger label layout updates to resolve violations of the
layout rules. To allow users to follow these changes, the positional changes of
labels are typically animated. Such animations are commonly used in infor-
mation visualization to convey state changes to the user during interaction.
Hence, animations have been used with the goal reduce the cognitive load
when changing the visual states of hierarchical trees [16] or graph visualiza-
tions [21]. Heer and Robertson [11] studied animated transitions between
different statistical data graphics and found that animated transitions im-
proved graphical perception. The importance of animations is underlined
in the design guidelines for fluid interactions in information visualization
put forward by Elmgqvist et al. [7]. The guidelines explicitly include smooth
transitions to visualize transitions between different states so that potentially
disorienting abrupt switches are avoided.

View management systems for AR should be able to display annotations
coherently, as the viewpoint changes. Essentially, the update of the annota-
tions must not confuse the user. This requirement adds complexity in com-
parison to static layout methods and has not received much attention in the
literature. Ours is the first user study comparing the objective performance
and subjective preferences of users exposed to view management in object
space or image space. Additionally, we evaluate how discrete or continuous
updates affect the users.

3 View Management Algorithms

We begin with a description of design options for view management and the
associated advantages and disadvantages.
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(@) (b)

Fig. E2: Consider a scene with a blue 3D cube, which is projected to a light-blue image in the
image plane (black frame): (a) View management in image space projects objects first and then
places labels in 2D. (b) View management in object space places labels in 3D and then projects
them to the image plane.
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Fig. E3: Placing annotations in 3D relative to the pole attached to the objects yields a useful
constraint for temporally coherent viewing. All annotations have been adjusted along the pole
first. The annotations marked with a green check-mark have also been slightly displaced in the
viewing plane to avoid occlusions.

A two-dimensional label consists of a 2D billboard with text on it, a 3D
anchor point on the annotated object, and a leader line connecting the anchor
point and the billboard. Annotations can be placed with two degrees of
freedom, namely the x and y coordinate in image space, since we do not
allow label rotation.

A three-dimensional labels consist of similar elements: The billboard is
given as a 3D polygon. The 3D anchor point is defined as before. The leader
line becomes a 3D pole. Annotation can be placed with three degrees of
freedom for position and one or two degrees of freedom for orientation, de-
pending on whether one wants to allow a twist around the viewing vector or
not.
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Fig. F4: Positional drift when using screen-space annotations. (a) Initially, labels are arranged
around the object. (b) After camera movement, labels stick to their absolute image location. Note
the long leader lines to the left. View management must move the labels back towards the object
(yellow arrows) and also resolve the overlaps between the annotated object and the labels (red
arrows) (c) Annotations can only stabilize their position relative to the object after the camera
stops moving.

3.1 Image-Space vs. Object-Space Layout

Typically, view management techniques describe annotations in 2D relative to
the object’s projection into the image plane. More precisely, the anchor point
is projected to 2D. After this projection, an image-space layout algorithm
computes the 2D position of the label, as illustrated in Fig. F.2(a). The object
(blue cube) is projected to the image plane (black frame), and the label (green)
is placed in a 2D location near the object.

Conventional image-space algorithms, such as the one by Hartmann et
al. [9] work with forces in 2D. A force resolves collisions (R2) between labels
by pushing them away from each other using a direction vector that spans the
centers of the 2D labels. The same applies to collisions between 2D labels and
the projected 2D bounding box of the annotated 3D geometry. To avoid labels
moving too far away from the annotated object (R1), another force pulls the
labels back towards its annotated point. Crossing leader lines are resolved
(R3) by switching the place of the labels that exhibit crossing leader lines.
This is realized by applying a force that is orthogonal to the respective leader
line.

Image-space algorithms were designed for producing static images. With
camera motion, naive label updates, which re-use the absolute label position
from the previous frame, lead to substantial positional drift. Labels stick to
the screen, while the object moves away, as can be seen in Fig. F.4. Therefore,
view management must actively apply rule R1 to move labels closer to the
object (yellow arrows) and rule R2 to resolve the overlap between labels and
object (red arrows). This positional drift is especially noticeable in AR, where
viewpoint changes can include substantial translation.

A better approach for image-space label placement is to store label po-
sitions relative to the projection of the anchor point. This requires that the
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anchor points are re-projected into image space space in every frame, but
eliminates the drift problem. Labels will not move further away from the
object, but overlaps may still need to be resolved.

View management in object space treats labels as geometry placed relative
to the anchor point in 3D. The label is part of the scene, and its projection
to image space happens as part of the rendering process. Consequently, no
drifting can occur.

Tatzgern et al. [19] propose to place labels in one or more 3D planes in-
tersecting the annotated object, as shown in Fig. F2(b). In this approach,
updates to label positions are made in 3D and are guided by 3D rather than
2D constraints.

The pole’s orientation is defined by the line connecting the centroid of the
annotated object and the anchor point on the annotated object’s surface. This
ensures that leader lines cannot cross during initial placement, since they
emerge radially from the annotated object’s centroid.

The billboard must always touch the pole. This allows the following de-
grees of freedom for the annotation: The billboard can slide arbitrarily along
the pole, as long as it does not penetrate the annotated object and does not
move further away than a maximum distance from the anchor point. The
billboard’s center can be rotated arbitrarily about the chosen point on the
leader line. Moreover, the billboard can be displaced arbitrarily in the chosen
plane of orientation, as long as it still touches the leader line (Fig. F.3). This
allows the billboard to be displaced by a maximum corresponding to half of
its diameter.

Note that potential violations of the overlap constraint must still be de-
termined in image space. In our approach, we do this by intersecting 2D
bounding boxes of objects and labels after projection to the screen.

3.2 Continuous vs. Discrete Updates

Even after resolving the drift issue, perspective projection of labels can still
lead to occlusion and crossing leader lines. Resolving these constraint vi-
olations requires updates to the layout after camera motion. In a desktop
VR setup, this does not cause any problems, since the layout becomes stable,
once the user lets go of the camera control. However, in AR, the viewpoint
is constantly changing, because the camera is directly attached to the user’s
hand or head. Locally optimal placement may change from frame to frame
even through small unintentional movements of the camera, leading to fluc-
tuations, which are very unnerving for the observer (Fig. F.1(top)). Hence,
labels never settle, which makes the aspect of temporal coherence a major
issue for layout algorithms in AR.

Object-space algorithms can control fluctuations by switching from a con-
tinuous to a discrete update strategy. The layout is only calculated for an
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initial viewpoint. When the user changes the viewpoint, the labels retain
their position in object space and remain temporally coherent. If they also
retain their orientation (Fig. F.1(bottom)), label-to-label overlap cannot occur,
but text readability may suffer from perspective foreshortening. If label ori-
entation is re-adjusted to align with the image plane in every frame, label
updates have to deal with more occlusions instead.

4 Experimental conditions

The considerations above suggest a design space for view management algo-
rithms that has two main independent factors: the space in which the anno-
tations are described and simulated algorithmically (2D, 3D), and the update
approach (continuous, discrete). This implies four view management tech-
niques, which we have evaluated in our experiments. We only considered
drift-free methods in both 2D and 3D, since drift effects are clearly unde-
sirable and would dominate the experience. For discrete methods, we only
compute the layout once and free it after this initialization. For our test sce-
narios, which have a preferred viewing direction, this is sufficient and avoids
handling update rate as a continuous variable.

4.1 Continuous Object-Space Labeling

The continuous 3D algorithm (C3) is derived from the force-based method
of Tatzgern et al. [19]. Labels are placed in a 3D plane through the object
center. Unlike the original method, we update the plane orientation to match
the image plane in every frame. Consequently, this algorithm behaves similar
to a 2D algorithm [9], and labels are always oriented towards the observer.
However, updates of labels positions are made in object space, respecting 3D
constraints.

4.2 Discrete Object-Space Labeling

The discrete 3D algorithm (D3) works like C3, but calculates the layout only
once. After the initialization, the 3D label positions remain fixed. Eventual
occlusions between annotations and annotations and the annotated object can
be resolved by the user due to the parallax effect of the used 3D planes that
place the labels.

4.3 Continuous Image-Space Labeling

The continuous 2D algorithm (C2) uses a force-based implementation simi-
lar to the one described by Hartmann et al. [9], with label positions stored
relative to the anchor point projection (2D drift compensation).
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Fig. E5: Discrete screen-space labeling. Unlike in the 3D view management, layout updates
cannot be completely avoided. (a) The layout for the initial viewpoint. (b) If layout updates
are stopped, labels overlap the annotated object when the viewpoint moves closer. The dotted
arrows indicate the deactivated constraint for resolving overlaps. (c) The view management
system continuously updates the layout to resolve overlaps (arrows). Another constraint ensures
that labels stay close to their initial position on the bounding geometry of the object. Small
movements are allowed to resolve eventual overlaps between labels (blue lines).

(b)

Fig. F6: (a) The distribution of anchor points is balanced over the object. (b) Anchor points are
clustered on one side of the model.

4.4 Discrete Image-Space Labeling

The discrete 2D algorithm (D2) is a modified version of C2. If no further up-
dates are made after computing an initial layout, the aforementioned 2D drift
compensation can at least compensate for translational camera movements.
However, rotations and scale changes quickly lead to substantial overlap be-
tween labels and objects, effectively rendering this method useless. We there-
fore decided to use a variant of C2, which retains the R1 and R2 forces. We
only disable the R3 force resolving crossing leader lines, since, in practice,
R3 is responsible for most of the disturbing non-continuous motions. Fig. E.5
illustrates these issues using the example of a motion bringing the viewpoint
closer to the object.
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5 Evaluation: Image vs. Object Space

In this evaluation, we investigate the task performance of the four implemen-
tations of the view management system.

5.1 Scenario

The experiment simulates a learning scenario, in which a user is confronted
with an unfamiliar object. A user will typically get an overview of the parts
from a more distant viewpoint, before stepping closer and investigating the
details of the annotated object. Labels give the users an explanation of the
annotated parts. They identify a part by following a leader line to the anchor
point.

To avoid that participants rely on familiarity with the object of the study,
we use an abstract shape that has no resemblance with any real world object.
It consists of annotated blocks of approximately equal size and uniform color
(Fig. F.7a). The objects lack any salient clues, which participants could use
to memorize the location of the anchor points. Our intention was to make
the perceived visual clutter in this experiment is consistent among the partic-
ipants and avoid influence from prior knowledge of the object or any prior
expertise [17] for the objects in this test scenario, given the users unfamiliarity
with the scene, task and objects presented.

We use the same 3D positions for anchor points across all experiments
to achieve consistent visual clutter. To minimize any bias of individual task
and factor combinations, each participant is presented with a randomized
selection of anchor points and associated labels, based on the task conditions.

The perceived visual clutter may differ between participants. However, we
use an identical setup for each participant, so that the objectively measurable
visual clutter in the scene is consistent.

5.2 Apparatus

The experimental code is written in C++ using OpenSceneGraph! for task
creation and scene display. Marker tracking is handled via a natural feature
tracker. The trackable marker is printed on an A3-format paper (297mm
x 420mm) and is placed as the sole item on a freely standing table, with
sufficient room to move around.

The experimental application is deployed on a Microsoft Surface Pro 2
tablet running Windows 8, with an Intel Core i5 CPU, 4GB RAM and a 10.6"
screen (1920 x 1080, 208 ppi, 16:9 aspect ratio). We use the tablet’s rear-facing
camera (1.2MPixels, 720p) for tracking. Input to the application is handled
via the touch screen.

Thttp:/ /www.openscenegraph.org/
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Fig. E7: Experiment participants had to perform the following steps. (a) From an overview
position, the participant selects a sequence of labels indicated by the system by highlighting a
number on the left. (b) After finishing the sequence, the participant must click on the labels. (c)
For each label, the user is asked to align the viewpoint with a cone. (d) After exploring each
labels up close, another cone guides the user back to the overview position.

5.3 Study design

We define three independent variables for this study: the update method
(continuous, discrete), the spatial description of labels (2D, 3D) and the dis-
tribution of anchor points of the object (balanced, unbalanced). The variables
regarding the update method and spatial description directly refer to the
previously described view management algorithms: 2D image-space with
continuous update (C2) and discrete update (D2); 3D object-space with con-
tinuous (C3) and discrete update (D3).

We included the distribution of anchor points as variable, because we
wanted to investigate its effect on the behavior of labels during on the view-
point changes. We speculated that multiple anchor points grouped very
closely together on the reference object cause more violations of the lay-
out constraints and stronger label movements in continuously updating view
management systems. In contrast to such unbalanced layouts (Fig. F.6b), a
more balanced distribution (Fig. F.6a) of anchor points causes less changes.

The experiment is a mixed methods design, using a randomized, repeated-
measures design, with two factors being within-subject, and one factor being
between-subject. The within-subject factors are update method (continuous,
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discrete) and the spatial description (2D, 3D), while distribution of anchor
points (B=balanced, U=unbalanced) is a between-subjects factor. The within-
subject factors correspond to the four view management systems. Each par-
ticipant performed three repetitions, leading to a total of 12 tasks per partic-
ipant. For each participant, the combination of factors and their order was
randomized using Latin squares.

As dependent variables, we measured the duration of each task, and the
duration of the full trial. Furthermore, we measured error rate metrics and
layout statistics: the amount of wrongly identified labels, label order changes,
leader line crossings, object space and screen space movement of the relevant
labels.

54 Task
A task consists of the following steps (Fig. E7):

S1 The participant must identify three labels of interest in a certain order
in the overview by clicking on them, then

S2 physically move the viewpoint closer to each anchor point of the corre-
sponding label of step 1.

S3 Repeat (S1) and (S2) three times for each factor-level combination

The purpose of the tasks is to simulate a learning environment, in which a
user gets an overview of an object from a viewpoint from which the whole
object and its annotations are visible. This is simulated with step (S1), in
which the participant had to select a randomly generated sequence of three
labels. The sequence was shown on the mobile device (Fig. F7a). After
identifying and clicking on all the relevant labels, the participants had to
physically change the viewpoint of the device and move the viewpoint closer
to each identified anchor point (S2). Participants performed the second step
for each label in the same order as they were presented in the first step. Before
moving closer to a label, they had to click on it again to select it. Clicking on
a label would force participants to look for the label by moving the device,
which would again trigger layout changes.

After clicking on the label, the system showed a transparent yellow cone,
with which the participants had to align the mobile device in order to con-
tinue the study (Fig. F.7b). This additionally enforced movement of the mo-
bile device. The bottom of the cone indicated the position the mobile device
should move to, while the tip of the cone pointed to the anchor point of
the identified label. The participant had to align the mobile device with the
bottom and look at the tip of the cone (Fig. F7c). The cone disappeared
when the alignment was correct, which indicated that the participant could
continue with the task. We introduced a positional and angular tolerance to
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the alignment, to avoid that participants spend too much time aligning the
view. During the trials, we did not experience issues with participants having
alignment problems.

After aligning the device with the cone, the task continued with the next
label, until the task forced participants to go back to the overview to trigger
the next iteration (Fig. F7d), starting again with step (S1). Overall, each
participant repeated the task twelve times, three times for each investigated
view management system.

5.5 Hypotheses

We expected that user performance of task completion differs depending on
the view management systems. We had two main hypotheses:

e H1: User task completion time differs between the view management
systems.

e H2: Anchor point distribution has an effect between view management
systems.

Regarding H1, we expected that the properties of the view management
system influences the task performance during viewpoint changes. When
a user changes the viewpoint, a continuously updating system constantly
resolves layout constraints. Therefore label positions and their relationship
to each other and to the annotated object change. We reasoned that such
changes have a negative impact on repeatedly locating labels, as required by
the task of this evaluation. In discrete setups, the relative label layout does
not change, which makes it easier for users to keep track of the locations of
labels during viewpoint changes and improves task performance.

In the discrete case (D2 and D3), labels will never change relative order.
Like D3, D2 is prone to layout violations from crossing leader lines. There-
fore, we expected the discrete update methods D2 and D3 to outperform both
continuous update methods C2 and C3. Hence, the properties of the view
management algorithm was considered to have an effect on task completion
time.

Regarding H2, we expected that the distribution of labels relative to the
object influences the view management systems in different ways. For this
purpose, we defined balanced and unbalanced distributions of annotated la-
bels. The unbalanced layout grouped anchor points and their corresponding
labels closely together. We speculated that during viewpoint changes, this
setup would cause more layout violations and more label updates than a
balanced setup, where anchor points and labels are well distributed. We
hypothesized that balanced and unbalanced layouts would lead to a perfor-
mance difference, because the relative locations of labels changed to a differ-
ent degree.
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5.6 Procedure

Prior to starting the experiment, we asked the participant to fill out an in-
formed consent form along with a demographic questionnaire, including
questions of age, familiarity with technology, mobile devices and AR tech-
nology. We introduced the participant to the experiment with a thorough
explanation of the purpose of the study and the used system.

Before starting the experiment, the participant performed a set of training
tasks with the view management system of the current condition. During
this task, the participants were free to ask any questions regarding usage
and control of the system. The training task was a simplified version of
the real task with only four labels, two of which were part of the selection
and identification procedure. The configuration of labels of the training task
was different than the configuration of the actual task to avoid unintended
learning effects. Following the training task, the participant completed the
task without interruption. After finishing the task, participants were allowed
to take a break, before moving on to the next view management condition,
which again started with a training task.

Participants were told to pay attention to solving the task to the best of
their abilities, and not mind the amount of time spent on each task. We
logged both completion time and error rate.

After completing all trials, the participant responded to a small open-
ended questionnaire and gave additional verbal feedback in an interview
with emphasis on the interface and their strategies for completing the tasks.

5.7 Participants

A total of 24 participants (6 female) were part of the experiment, aged 24-36
(M=29,3). All were recruited from on and off the campus area. All partici-
pants self-reported normal or corrected-normal vision. Participant familiarity
with AR was self-reported to be average on a 5 point Likert rating, ranging
from novice to expert user, and familiarity with handheld mobile devices
above average using the same 5-point Likert rating scale. Data collected from
the experiment comprised of data from 24 participants, each with 12 tasks, re-
sulting in a total of 288 tasks. The average completion time of the experiment
per user was 24 minutes (SD = 4 min).

5.8 Results

The analysis has been carried out using the statistical software R, using a sig-
nificance level of « = 0.05. The main analysis method were type III ANOVA
and Friedman test, testing the overall difference between the three indepen-
dent variables. Pairwise comparisons in post-hoc tests were performed using
Tukey’s honest significant difference (HSD) method for any interaction, while
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Rendering Space vs. Update System: Interaction Plot
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Fig. E.8: Interaction plot of factors rendering space and update method. Although significance
can be reported, the data suggests an interaction is present between the two factors.

controlling the error rate. Near-significant results reported in the results are
defined as being in the range of 0.05 < p < 0.10.

This section describes different statistical tests throughout. The reason for
using multiple different tests lies in the relationship amongst the data. Ini-
tially, we log transform the data in order to meet assumptions for normality.
However, when splitting up the data or investigating interesting factors or
interaction, this proved to be impossible. In these cases, as well as in cases
for a single factor, a relevant statistical method has been chosen, according to
the data level of measurement, as well as the parametric or non-parametric
nature of the data.

In the experiment, the collected task performance time did not meet the
standard assumptions of ANOVA analysis, as the normality of the residuals
and the homogeneity of the variance for the factors were found to be prob-
lematic. A logarithmic transformation of the task time resolved the problem.
Therefore, we used a logarithmic scale for statistical analysis of the task per-
formance time. As verification of the conclusions, a non-parametric Friedman
test was run in parallel with ANOVA to ensure that no conflicting conclusions
were found and that the conclusions are well supported.

Results of type III ANOVA report the spatial description (2D, 3D) as a
significant main effect (Fjp = 15.79,p < 0.001,7%2 = 0.084). This means
that participants showed significantly slower completion time in the image-
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Overview task selection for layout method: (U) Unbalanced (B) Balanced
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Fig. F.9: Isolated data of step S1 of the task for each condition. A bar represents the average time
for the “selection” part (S1) of the full task (as is shown in Fig. E7 (a)), reported with standard
error.

space rendering condition. This is in line with the first hypothesis, H1. The
second hypothesis, H2, is not supported in the log(time) data of the full set
of tasks, as the layout of anchor points does not show time performance
difference between the layouts. No other main effects or interactions were
found in the analysis of log(time). However, the two-way interaction between
spatial description and update method was near-significant (F 5 = 3.90,p =
0.061, 7% = 0.018).

The near-significant interaction between rendering space and update
method is illustrated in Fig. E8. While the interaction was not significant,
there was an interesting visual cue illustrated by the crossing (i. e., inter-
action), which lead us to investigate possible interactions using a follow-up
Tukey-HSD test. The test on the within-subjects factors from the experiment
showed that the 3D discrete system (D3) significantly differs from both 2D
systems, C2 and D2, (both p < 0.001). D3 is faster than both C2 and D2.
Furthermore, C3 is near-significantly different from D2 (p = 0.085). Based
on these results, D3 achieved best task performance in this experiment.

In order to explain the performance difference, we isolated portions of the
task for further investigation. In step S1 of the task, participants had to find
and select three labels, and repeated this step three times. Therefore, partic-
ipants could potentially build spatial memory of the label locations, which
would be evident in a better performance. To investigate a potential effect
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on spatial memory, we isolated the data of step S1 (Fig. F.9). To investigate
the data, we hypothesized that all conditions performed equally, and used
a Chi-Squared Goodness-of-Fit to test for consistency in the data, treated as
a categorical variable. We found a significant difference from the expected
values (x?(7) = 359.43,p < 0.01). To determine which factors follow the ex-
pected performance, we used multiple pairwise comparisons with Bonferroni
correction, which confirmed that only “B+D2”, “U+D2” and “U+C2” follow
the expected performance, while the rest either has a longer (B+C2, U+C3) or
shorter average duration (B+D3, B+C3, U+D3) as Fig. F.9 indicates.

Visually inspecting the results, the difference between balanced and un-
balanced C3 (red bars in Fig. F.9) is larger than for the other systems. We
investigated the data of label order changes for C3 non-parametrically for
difference in mean using a Mann-Whitney U test, because the isolated data
does not meet the criteria for normality. The test indicated that the number of
re-orderings of labels between the two conditions is a significant factor: The
mean ranks of balanced and unbalanced groups were 25.5 and 47.5, respec-
tively (U = 251,n = 72,Z = —4.4713,p < 0.01). This result indicates that
anchor point distribution might have an effect on view management system
in accordance with the H2 hypothesis.

6 Evaluation: Continuous vs. Discrete

We performed a follow-up study to collect more qualitative feedback on se-
lected view management systems. Although participants of the previous
study already filled out a questionnaire to collect qualitative feedback, the
questionnaires did not yield any reliable results regarding the preferences of
systems. Based on the feedback gathered from participants, we believe that
participants could not distinguish between the four systems after completing
the experiment.

To avoid users mixing up the different systems, we focused on only two
view management systems. The first study identified D3 as the one achiev-
ing best task performance. Therefore, we removed the 2D conditions and
compared only C3 and D3 in this study. Furthermore, the data from the first
experiment indicated that unbalanced layouts cause stronger layout changes
than balanced layouts. Therefore, we removed the independent variable re-
garding the distribution of anchor points of the object by focusing only on the
more challenging unbalanced scenario. The apparatus, task and procedure
were identical to the first experiment.
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6.1 Study design

The study had a randomized, within-subjects design with one independent
variable: update method (continuous, discrete). In this study, we only used
3D view management methods. Therefore, the method directly refers to the
continuous 3D method (C3) and the discrete 3D method (D3). Participants
performed the same task as in the first study, as illustrated in Fig. E7. For
the two conditions, this produces a total of six tasks per participant.

Data is procured from a 5-Likert scale questionnaire on the participant’s
satisfaction using the methods, immediately following the tasks. The scale
for satisfaction ranges from dissatisfied to satisfied with the behaviour of the
system that had been used. Participant preference data is gathered following
the full test of both factors, and the participant is prompted to answer which
methods was preferred for the given tasks, forcing the user to make a choice.

6.2 Participants

A total of 10 participants (all male) were part of in the second experiment.
All participants where recruited from the same pool of participants as those
who took part in the first experiment. No participant took part in both ex-
periments. All self-reported normal or corrected-normal vision.

6.3 Results

The analysis was performed with the statistical software R, using a signif-
icance level of a = 0.05. The analysis method for user satisfaction was a
Wilcoxon signed-rank test. Analyzing participant preference scores was per-
formed using the Exact Binomial test method.

We found a significant effect when analyzing the difference in the re-
sponses of the 5-Likert scale question of participant preference. The mean
ranks of D3 and C3 were 14 and 7, respectively: W = 3.5,Z = —221,p =
0.02734,r = —0.49. For ties in the data, where two or more values are the
same, we average the ranks for the tied values to compute the values. This is
a strong indication that users were overall more satisfied with the discrete up-
date system, in comparison with the continuous, despite a lack of significant
differences in task performance.

For participant preference, users were asked to make a binary choice of
preference, choosing between either the continuous or discrete update sys-
tem. As one user did not have a preference, the outcome was eight for dis-
crete, one undecided, and one for continuous. This indicates preference to-
wards the discrete system, even though the small sample size does not allow
to observe a statistically significance (8/10 votes for discrete updating is not
significantly higher than chance at 0.5, p = 0.055, 1-sided. We are confident
that the binary choice of preference shows borderline significance due to the
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small number of participants in this second experiment. A follow-up study
with a larger number of participants will provide valuable insights in user
preference for continuously or discretely updating systems.

7 Discussion

The first study clearly showed that the view management system, which
treats labels as 3D objects and creates a static layout (D3), significantly outper-
forms the 2D continuous view management system (C2). This is in line with
our expectation, because the continuously updating layout seems to make it
difficult for users to keep track of the labels. However, D3 also outperforms
its 2D counterpart D2, which avoids strong label motions by preserving the
order of labels. This difference can be attributed to the more stable placement
in object space.

By inspecting the performance data (Fig. F.8), we can see that D2 and
C2 exhibit very similar performance. This indicates that, even though D2
enforces a certain label order, the small motions of the simulation running in
the background and the lack of a static 3D representation may have a negative
impact on the ability of users to locate and interact with labels.

The difference between the 2D systems and D3 could also be explained
by the way labels are implemented. Despite using force-based approaches
for both systems, the spatial representation of labels clearly influences the
implementation of the systems. To isolate this factor, we also included a con-
tinuously updating 3D layout (C3) in our study. Indeed, the near-significant
difference between D2 and C3 hints at implementation specific differences
(Fig. E.8). This supports our argument that a spatial representation of labels
as 3D objects may be preferable. Even though the discrete algorithm D2 does
not rearrange labels, it seems to perform worse than an implementation that
continuously rearranges labels, but works in 3D space (C3). This aspect re-
quires further investigation by unifying the behavior of 2D and 3D layout
algorithms based on quantitative analysis of differences in motion patterns.
However, due to the difference in the spatial representation, it may be ex-
tremely challenging to make the systems behave exactly the same.

Isolating the data of step S1 of the task, (Fig. F.9) shows a difference be-
tween D3 and C3, which is not present in the initial analysis of the first
experiment. We performed a follow-up study, in which we compared D3 and
C3 in order to collect more qualitative feedback to investigate this difference.
For this study, we focused on an unbalanced label distribution, because this
is the worst-case scenario for label placement. Small viewpoint changes can
already introduce a reordering of labels. This study revealed that partici-
pants preferred a discrete 3D layout (D3) for the given task. Therefore, we
can recommend 3D layouts, which are placed in static locations relative to the
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object, as the most suitable approach to present labels in a view management
system.

Overall, we accept hypothesis H1. A combination of update method (con-
tinuous, discrete) and spatial description (3D, 2D) has an influence on task
performance. The static layout of the discrete 3D view management system
significantly outperforms the 2D versions. A visual inspection of the per-
formance data also shows better performance, when compared to the con-
tinuous 3D version. Due to the small sample size of our second study, we
refrain from reporting on the performance difference between C3 and D3. To
gather reliable performance data, a follow-up study should investigate the
performance aspect with a larger sample size.

Regarding the second hypothesis H2, we did not find any significant dif-
ference in log(time) task performance between balanced and unbalanced lay-
out systems. Nevertheless, we noticed a larger number of label changes in
the data when the label layout was unbalanced. To compare this layout data
across all systems, we limit the data set to logged data in which the users are
in overview mode, i. e., the part of the task where all labels are visible and
the participant must identify three labels correctly.

The number of label order changes in the unbalanced condition is 1151
changes, while the number for the balanced condition is 457. This leads to
approximately four changes per overview in the unbalanced condition and
between two and three changes per overview in the balanced condition (24
participants x 4 systems x 3 tasks = 288 overviews). Hence, the amount
of layout change is higher, when algorithms create layouts for unbalanced
label distributions, than for balanced label distributions. This objective mea-
surement supports our assumption that layouts are prone to changes, when
anchor points are not distributed well in the annotated scene. Furthermore,
visual inspection of Fig. FE9 shows a strong performance difference of the
continuously updating system C3 between the unbalanced and balanced con-
dition. Nevertheless, the results of the first study indicate that avoiding con-
stant label motion and placing labels relative to the annotated object in 3D, as
done by system D3, has a larger impact on performance than avoiding label
order changes.

8 Conclusion

Based on the results of the studies, we can give the following recommenda-
tions for designing a view management system. Given that users perform
better with labels that are placed statically in the 3D space relative to the
annotated object, view management systems should avoid updating labels
after their initial placement from the current viewpoint. Furthermore, labels
should be treated as 3D objects and part of the scene. Integrating 3D labels
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into the scene not only allows the AR system to naturally apply the camera
pose to the labels, but also simplifies the design of 3D interaction methods.
For instance, a method for manipulating a 3D object in AR can be directly
applied to manipulating a label. To avoid frequent changes of the layout,
which could influence the ability to interact with labels, the anchor points of
labels and the labels themselves should be well distributed in the annotated
space.

An additional advantage of a static 3D layout is that it can be calculated by
optimizing the overall layout for a single frame. After the initial computation,
no additional computational resources are required, because the layout is not
continuously updated. This factor can be beneficial for the battery life of
mobile devices.

For future work, it is interesting to isolate which factor influences the
performance of the participants. Object-space labeling may have performed
better due to stable label placement or due to the additional spatial cues from
registering the labels as 3D objects in the scene. Another avenue of future
work is the update method of the object-space labeling system. Currently,
the system updates all labels, when the viewpoint moves beyond a certain
threshold. The layout of the new viewpoint may be completely different
from the one of the previous viewpoint. Such drastic changes may have a
negative effect on relocating labels of the object. To achieve better coherence
between these layouts, a better solution would take into account the layout of
the previous viewpoint when calculating the layout of the new viewpoint.
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SUMMARY

In Augmented Reality applications, the real environment is annotated or en-
hanced with computer-generated graphics.

This is a topic that has been researched in the recent decades, but
for many people this is a brand new and never heard of topic.
The main focus of this thesis is investigations in human factors related to
Augmented Reality. This is investigated partly as how Augmented Reality
applications are used in unsupervised settings, and partly in specific evalu-
ations related to user performance in supervised settings.

The thesis starts by introducing Augmented Reality to the reader, followed
by a presentation of the technical areas related to the field, and different hu-
man factor areas. As a contribution to the research area, this thesis presents
five separate, but sequential, papers within the area of Augmented Reality.
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