Leakage localization in water distribution using data-driven models and sensitivity analysis
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Abstract: Water scarcity is becoming an increasing problem worldwide, and an issue compounding the problem is water leakage in the piping networks delivering potable/consumable water to end-users (Sensus, 2012). In this paper, we consider the problem of isolating leakages in water supply networks using reduced network models. Using a reduced order model of the network, the expected behaviour of the network can be estimated and then compared with actual measurements obtained from the network. The result of this comparison is a set of residuals which are used to isolate a leakage to a network node. The localization is based on a sensitivity matrix which captures the residuals’ sensitivities to leakages. As the reduced order model is adaptive based on measurements from the network, the reduced order model is plug-and-play commissionable. The calculation of the sensitivity matrix is based on an EPANET model of the network and is performed off-line.
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1. INTRODUCTION

Most water utilities use large efforts on leakage detection and leakage localization. A task that becomes increasingly important considering the increasing water scarcity worldwide. The methods commercially available in the sector span from detection based on change in supply in the flow typically during the night time, as e.g. proposed in PWiK (2015), over acoustic equipment (Gutermann, 2015), to advanced signal analysis (Scolnicov and Horowitz, 2010). The drawback of many of these methods is the labour needed for either performing the leakage search (acoustic) or for setting up and maintaining the detection systems (signal analysis), or the need for expensive equipment (acoustic).

In this paper, we investigate the performance of a set of residuals, which we proposed in Jensen et al. (2018b) and Jensen and Kalleøe (2016) for the purpose of isolating leakages in a water distribution network. The residuals are generated using an adaptive model whose parameters are obtained from historical data. While most of the existing literature considers model based methods for detection and localization of leakages in water supply systems, data driven leakage localization is also an option. Mashford et al. (2009) describes a data driven method using support vector machines trained by simulation data. The method in Bicik et al. (2011) can be seen as a hybrid approach where the output of a determinis-
measurements at specific nodes together with a reduced network model, whose parameters are identified online, to generate residuals for leakage localization. A detailed derivation of the reduced order model structure is given in Jensen et al. (2018a).

A dual problem to leakage localization is the optimal placement of sensors which is important for any leakage localization method. This topic is also the focus of many works. These include Bonada et al. (2014) where sensor placement is formulated as an optimisation problem which is then solved using genetic algorithms, Bort et al. (2014) where sensitivity matrices constructed from simulations are used for optimal placement and Steffelbauer et al. (2014) where output sensitivity to process noise such as demand fluctuations is used to determine optimal sensor placement. Here, we will assume that the sensor placement has been solved prior to the residual generation. The contribution of the current exposition consists of evaluating the performance of the residuals calculated using a reduced order model presented in a previous paper in a leakage localization scheme on data obtained from a real water distribution network.

The structure of the paper is as follows. Section 2 gives the general network model together with the reduced order model. In Section 3, we then propose a set of residuals and the method used for detection and localization of a leakage. Section 4 gives numerical results obtained using an EPANET model of a real distribution network. Lastly, the paper ends with some concluding remarks in Section 5.

2. PRELIMINARIES

Water distribution networks can be described by a directed and connected graph \( G = (\mathcal{V}, \mathcal{E}) \). The elements of the set \( \mathcal{V} = \{v_1, \ldots, v_n\} \) are denoted vertices and represent pipe connections with possible end-user water consumption. The \( i \)th vertex has three values associated to it: \( p_i \), \( d_i \) and \( h_i \). The values \( p_i \) [mwc] and \( d_i \) [m\(^3\)/h] are variables describing respectively the absolute pressure and demand at the vertex. The value \( h_i \) [m] is the geodesic level at the vertex.

The elements of the set \( \mathcal{E} = \{e_1, \ldots, e_m\} \) are denoted edges and represent the pipes. The pressure drop due to hydraulic resistance of the edge \( j \) is denoted by \( f_j \), and this pressure drop is a function of the flow \( q_j \) [m\(^3\)/h] through the pipe (edge) \( j \). In the following exposition, we will follow Jensen et al. (2018a) and use the following assumption.

**Assumption 1.** Each \( f_i : \mathbb{R} \to \mathbb{R} \) has the following structure

\[
  f_i(q_i) = \rho_i |q_i|,
\]

where \( \rho_i > 0 \) is a parameter of the pipe and \(| \cdot |\) denotes absolute value.

Associated to the graph \( G \), we have the incidence matrix \( H \), which we recall below

\[
  H_{i,j} = \begin{cases} 
-1, & \text{if the } j \text{th edge is entering } i \text{th vertex.} \\
0, & \text{if the } j \text{th edge is not connected to the } i \text{th vertex.} \\
1, & \text{if the } j \text{th edge is leaving } i \text{th vertex.}
\end{cases}
\]

The incidence matrix has dimension \( n \times m \), where \( m \) is the number of edges and \( n \) is the number of vertices in the graph. Note that \( m \geq (n-1) \) for connected graphs.

The network must fulfil Kirchhoff’s vertex law which corresponds to conservation of mass in each vertex, and is described by

\[
  H q = d,
\]

where \( q \in \mathbb{R}^m \) is the vector of flows in edges and \( d \in \mathbb{R}^n \) is the vector of nodal demands, with \( d_i > 0 \) when demand flow is into vertex \( i \). Because of mass conservation in the network, there can only be \( n-1 \) independent nodal demands which means that \( \sum_{i=1}^n d_i = 0 \).

Let \( p \) be the vector of absolute pressures at the vertices and \( \Delta p \) be the vector of differential pressures across the edges, then the “Ohm law” for water networks gives

\[
  \Delta p = H^T h,
\]

where \( p \in \mathbb{R}^n \), \( f : \mathbb{R}^m \to \mathbb{R}^m \), \( f(q) = (f_1(q_1), \ldots, f_m(q_m)) \) and \( f_j \) strictly increasing. The function \( f_j \) describes the flow dependent pressure drop due to the hydraulic resistance. The term \( H^T h \) is the pressure drop across the components due to difference in geodesic level between the ends of the components with \( h \in \mathbb{R}^n \) the vector of geodesic levels at each vertex expressed in units of potential (pressure).

Next, we partition the \( n \) vertices of the underlying network graph into two sets, \( \mathcal{V} = \mathcal{V}^1 \cup \mathcal{V}^2 \). Here, \( \mathcal{V} = \{\hat{v}_1, \ldots, \hat{v}_c\} \) where \( c \geq 1 \) represents vertices in the graph corresponding to inlet vertices in the distribution network. The set \( \mathcal{V} = \{\check{v}_1, \ldots, \check{v}_{n-c}\} \) represents the remaining vertices in the graph.

The \( m \) edges of the network graph are likewise partitioned into two sets, \( \mathcal{E} = \mathcal{E}^1 \cup \mathcal{E}^2 \). Here, \( \mathcal{E} = \{e_1, \ldots, e_{m-c}\} \), \( \mathcal{E}_C = \{e_{c+1}, \ldots, e_{m-c}\} \) and the partitioning is chosen such that the sub-matrix, say \( \hat{H}_T \), which maps edges in \( \mathcal{E}_C \) to vertices in \( \mathcal{V} \) is invertible. Note, that such a partitioning is always possible since any \( (n-1) \)-by-\( m \) sub-matrix of the incidence matrix of a connected graph has full rank \( (n-1) \), (Deo, 1974). It is also worth noting that for \( c = 1 \), the graph \( \mathcal{G} \) is a spanning tree of the underlying network graph.

With the chosen partitioning, we can rewrite (2) and (3) as follows

\[
  \hat{d} = \hat{H}_T q_T + \hat{H}_C q_C
\]

\[
  \check{d} = \check{H}_T q_T + \check{H}_C q_C
\]

\[
  f_T(q_T) = \hat{H}_T^T (\bar{p} + \bar{h}) + \hat{H}_C^T (\bar{p} + \bar{h})
\]

\[
  f_C(q_C) = \check{H}_T^T (\bar{p} + \bar{h}) + \check{H}_C^T (\bar{p} + \bar{h})
\]

where \( \hat{H}_T \) (\( \check{H}_T \)) denotes the sub-matrix of \( H \) associated with edges \( \mathcal{E}_T \) (\( \mathcal{E}_C \)) and vertices \( \mathcal{V} \). To state the reduced order model, we will also need the following definitions of vectors \( a \) and \( \nu \)

\[
  q_C = a_C \sigma, \quad \check{d} = -\nu \sigma,
\]

where \( \sigma = \sum_i d_i > 0 \) denotes the total inlet to the network.

We associate the following three assumptions to the network partitioning.

**Assumption 2.** The vectors \( \bar{p} \) of inlet pressures and \( \bar{d} \) of inlet flows are measured. Furthermore, there exists a vector \( y \in \mathbb{R}^\nu \) where \( \{y_1, \ldots, y_\nu\} \subset \{\hat{p}_1, \ldots, \hat{p}_{n-c}\} \) of measured pressures at the remaining vertices.
Assumption 3. The total head is the same at all inlets at any time, that is
\[
\hat{p}(t) + \hat{h} = \kappa(t) \mathbf{1},
\]
for some \( \kappa(t) \in \mathbb{R} \) and where \( \mathbf{1} \) denote the vector consisting of ones.

Assumption 4. All non-inlet vertices with non-zero demand have the same consumption profile. That is, the vector \( \nu \) is constant.

The assumptions listed above lead to the following proposition, proposed in Jensen et al. (2018a).

Proposition 1. Applying Assumptions 1, 3 and 4, the following expression for the pressure at the \( i \)th non-inlet vertex applies
\[
\hat{p}_i(t) = \alpha_i \sigma^2(t) + \kappa(t) + \gamma_i,
\]
with
\[
\alpha_i = \left( \bar{H}_T^{-T} \right)_i f_T \left( -\bar{H}_T^{-1} \bar{H}_C \sigma + \bar{H}_T^{-1} \nu \right),
\]
\[
\gamma_i = -\bar{h}_i,
\]
where \( \left( \bar{H}_T^{-T} \right)_i \) denotes the \( i \)th row of \( \bar{H}_T^{-T} \).

Remark 1. Assumption 3 might seem hypothetical at first glance, however, as we will show in Section 4 it is fulfilled at least in some real-life cases. Furthermore, one could design a control structure for the inlet pressures such that Assumption 3 is explicitly fulfilled.

Remark 2. In case Assumption 4 is not fulfilled, \( \alpha_i \) will be a time-varying parameter. Typically, the demand profiles in a water distribution network exhibit a periodic behaviour which means that \( \nu(t + T) = \nu(t) \) and \( \sigma(t + T) = \sigma(t) \) where \( T \) denotes the length of the period. Likewise, the parameter \( \alpha_i(t) \) will exhibit a periodic behaviour in this case.

We will use the model (7) to predict the expected pressure at a subset of vertices in \( \bar{V} \) where the pressure is measured. To obtain such a prediction, the model parameters need to be known. Since the model (7) of \( \bar{p}_i(t) \) is linear in the parameters \( \alpha_i \) and \( \gamma_i \), standard parameter identification methods (Ljung, 1999) can be used to identify these parameters based on measurements of \( \bar{p}_i(t) \), \( \sigma(t) \) and \( \nu(t) \), which are available due to Assumption 2. Subsequently, having identified the parameters, the model (7) can be used to predict the expected pressure \( \bar{p}_i(t) \) at a measurement vertex, since the signals \( \sigma(t) \) and \( \nu(t) \) are known.

3. LEAKAGE DETECTION AND LOCALIZATION METHODOLOGY

With a prediction model in place, we wish to use the model to generate a set of residuals for use in leakage localization in the distribution network. In this work, we will assume the leakages are associated to the vertices in \( \bar{V} \) of the network. In reality, leakages occur in the pipes (edges). However, in practice it is sufficient to assume a simplified situation where leakages occur at the existing vertices of the network.

Assumption 5. A leakage affects the vertices in \( \bar{V} \), and a leakage in the \( i \)th vertex is modelled by an additional consumption in the vertex with a magnitude of \( l_i \) flow units.

A leakage in the network will therefore change the vector \( \nu \) which describes the distribution of the demand across the non-inlet vertices in the network. The change in \( \nu \) will cause a change in the parameter \( \alpha_i \) as seen in (8), which in turn affect the model (7). Therefore, the pressure estimated using the model will not correspond to the pressure measured in the measurement vertex and this discrepancy will be captured in the residual.

Let the expected pressure at a measurement vertex be denoted \( \bar{p}_i^{(e)}(t) \), then this is given by
\[
\bar{p}_i^{(e)}(t) = \alpha_i^{(e)} \sigma^2(t) + \kappa(t) + \gamma_i,
\]
where \( \alpha_i^{(e)} \) is the is the expected value of the parameter \( \alpha_i \) obtained from historical measurements. Then, we propose the following set of residuals for leakage localization
\[
r_i(t) \equiv \bar{p}_i(t) - \bar{p}_i^{(e)}(t) = (\alpha_i - \alpha_i^{(e)}) \sigma^2(t) = \Delta \alpha_i \sigma^2(t),
\]
where \( \bar{p}_i \) is the measured pressure at the \( i \)th measurement vertex and \( \alpha_i \) is the actual parameter of the system, see also Jensen et al. (2018b).

3.1 Leakage detection

To detect leakages using the residuals, we will rely on the hypothesis test stated in Jensen et al. (2018b), which is based on the following assumption.

Assumption 6. The residual vector \( r(t) = (r_1(t), \ldots, r_n(t)) \) is Gaussian distributed with zero mean and co-variance matrix \( \Sigma(t) \), and a leakage only affects the mean value of the residual.

The assumption that the leakage only affects the mean value is generally not satisfied as seen in the last equality in (10) since a non-zero \( \Delta \alpha_i \) will overlay the residual with the demand curve. However, for small \( \Delta \alpha_i \) it is a good approximation.

Assumption 6 motivates the following hypothesis test
\[
H_0 : r(t) \in \mathcal{N}(\mu_0, \Sigma(t)), \quad H_1 : r(t) \in \mathcal{N}(\mu_1, \Sigma(t)).
\]

The test random variable \( T_d(t) \) for detection is given by
\[
T_d(t) = r^T(t) \Sigma^{-1}(t) r(t).
\]
It is known that \( T_d(t) \) has the \( \chi^2 \)-distribution with \( o \)-degrees of freedom under the hypothesis \( H_0 \), (Anderson, 2003). This means that for a given allowed false alarm rate, say \( R_f \), the threshold \( J_d \) for alarm can be set using the \( \chi^2 \)-table with \( o \)-degrees of freedom by choosing \( J_d = \chi^2_{R_f} \). Thereby, the probability of generating a false alarm becomes \( P(T_d(t) > J_d | H_0) = R_f \).

3.2 Leakage localization

For the purpose of localization of the leakage to a particular node, we will here rely on the method based on the so-called sensitivity matrix, Casillas et al. (2013) and Pérez et al. (2014). The method is well described in these works and the purpose here is to test the quality of the residuals generated based on the reduced order model (7). The sensitivity matrix \( S \) is defined as the change in measured pressures with respect to an occurring leakage, that is
\[
S = [s_{ij}] = \begin{bmatrix}
\frac{\partial y_1}{\partial l_1} & \cdots & \frac{\partial y_1}{\partial l_{n-e}} \\
\vdots & \ddots & \vdots \\
\frac{\partial y_o}{\partial l_1} & \cdots & \frac{\partial y_o}{\partial l_{n-e}}
\end{bmatrix}.
\]
For practical purposes, the entries in the sensitivity matrix \( S \) will be approximated using an EPANET model of the network, using the following calculation

\[
s_{ij}(k) \approx \frac{y_i^{(l_j)}(k) - y_i^{(0)}(k)}{l_j},
\]

where \( y_i^{(l_j)}(k) \) is the estimated output from EPANET during the \( k \)th sample interval with leak \( l_j \); \( y_i^{(0)}(k) \) is the estimated output from EPANET during the \( k \)th sample interval but with no leak.

In principle, \( S(k) \) should be determined for every sample interval. However, due to the following assumption, the number of different sensitivity matrices needed is limited. **Assumption 7.** The system is periodic with period \( T = \tau T_s \) where \( T_s \) is the sample time.

Due to Assumption 7, the number of sensitivity matrices which needs to be calculated is \( \tau \) since we have \( s_{ij}(k + \tau T_s) = s_{ij}(k) \).

To isolate the vertex with the leakage, we use the columns of \( S(k) \) as signature vectors and find the signature which has the maximal normalisation projection of the residual vector. That is, given the residual vector \( r(k) \) and the \( j \)th column \( s_{ij}(k) \) of \( S(k) \), first we calculate the normalisation projection

\[
\psi_k(j) = \frac{\langle r(k), s_{ij}(k) \rangle}{\|r(k)\|\|s_{ij}(k)\|},
\]

where \( j \in \mathcal{I} = \{1, 2, \ldots, n - c\} \) and \( \langle \cdot, \cdot \rangle \) denotes the inner product.

Having calculated the normalised projections, the set of leak vertex candidates, say \( \bar{V}_\ell(k) \subset \bar{V} \), is then given as

\[
\bar{V}_\ell(k) = \{ \bar{v}_i \in \bar{V} \mid i = \arg \max_{j \in \mathcal{I}} \psi_k(j) \},
\]

given that the EPANET model is an accurate representation of the real network.

In practice, the set \( \bar{V}_\ell(k) \) is extended to also include vertices with a normalisation projection close to the maximal, that is

\[
\bar{V}_\ell(k) = \{ \bar{v}_i \in \bar{V} \mid \psi_k(i) \in [\max_{j \in \mathcal{I}} \psi_k(j) - \varepsilon, \max_{j \in \mathcal{I}} \psi_k(j)] \},
\]

where \( 1 \gg \varepsilon > 0 \). This will increase the probability that the leaking node is in the set \( \bar{V}_\ell(k) \) if the EPANET model is less accurate. The value of \( \varepsilon \) is a trade-off between the size of the set \( \bar{V}_\ell(k) \) of potential candidates and the chance that the vertex with the leak is contained in the set. A formal procedure for choosing \( \varepsilon \) is still an open question and should be based on the uncertainty in the EPANET model.

Given a set of candidates for a number of samples, say \( (\bar{V}_\ell(1), \bar{V}_\ell(2), \ldots, \bar{V}_\ell(w)) \), one subsequently needs to combine this information to choose a final set of candidate nodes. One possibility is to choose the set \( \bar{V}_\ell(k) \) for \( k \in \{1, 2, \ldots, w\} \) with lowest cardinality.

### 4. EXPERIMENTAL RESULTS

In this section, we present results obtained using data from an actual water distribution network. The data are collected before and during a controlled test where a leakage is introduced in the network by the opening of a fire hydrant.

The network in question is illustrated in Fig. 1. The network consists of 399 vertices and 429 edges \( (n = 399 \text{ and } m = 429) \). This particular network has two inlets indicated with the arrows marked 'Input #' (so \( c = 2 \)) and \( \hat{p} \in \mathbb{R}^2 \) \( (\hat{d} \in \mathbb{R}^2) \) is the vector of pressures (demands) at these two vertices. The vector \( \bar{p} \in \mathbb{R}^{397} \) \( (\bar{d} \in \mathbb{R}^{397}) \) consists of the pressures (demands) at the remaining 397 vertices in the network. Ten of the pressures in the vector \( \bar{p} \) are measured, and the measurement points are indicated by the arrows marked 'Output #' (so \( y \in \mathbb{R}^{10} \)). The vertex emulating the leakage is indicated by the arrow marked 'Leakage'.

Since the network has more than one inlet, we should confirm that Assumption 3 is fulfilled. Otherwise, the reduced order model (7) is not applicable for calculating the expected pressure at the measurement points. Fig. 2 illustrates the total head at the two inlets in the network during the test. As it can be seen in the figure, there is some discrepancy between the total heads at the two inlets. However, overall they follow each other quite well. The maximal absolute difference between the two heads

---

Fig. 1. Illustration of the network with two inlets.

Fig. 2. Time series of the total head at the two inlets during the test.
at any given time is 2.6 [mWc] and the RMS value of the difference is 0.4 [mWc]. The value of $\kappa(t)$ used for the model (7) in the test is taken as the mean over the two inlet heads at any given sample.

Fig. 3 illustrates the residuals obtained from the data using (9) and (10). In the two top plots, the figure shows the results for the two residuals obtained from the measurement vertices marked 'Output 1' and 'Output 2' in Fig. 1. The bottom plot in Fig. 3 gives the leakage flow at the vertex marked 'Leakage'. The blue lines in the plot indicates that the result is obtained from a validation data set, whereas the frequency of alarms is much higher during the leakage. Furthermore, it appears that it is difficult to detect any difference during the early hours of the day (from 00:00:00 to 08:00:00). We expect this is due to the fact that the total demand is generally low during this period with the consequence that the flow in the system is low. Since we use pressure signals to detect the leakage a low sensitivity towards flow variations during periods with low flow is expected (due to (1)).

In Fig. 5, the localization results obtained using the described sensitivity method on the generated residuals are illustrated. The first six rows gives the result of the local-

Fig. 3. Plot of the residuals $r_1$ and $r_2$ during the test together with the leakage flow $q_{\text{leak}}$.

plot in the figure gives the test variable $T_d$ during the test. The middle plot is an alarm signal with the following definition

$$\text{ALM} = \begin{cases} 0, & T_d \leq J_d \\ 1, & T_d > J_d \end{cases}.$$  \hspace{1cm} (18)

The probability of a false alarm is chosen to be 0.1, which gives a threshold $J_d = 23.21$ from the $\chi^2$-distribution with ten-degrees of freedom. As it can be seen in the figure, a few false alarms are being generated during the validation data set, whereas the frequency of alarms is much higher during the leakage. Furthermore, it appears that it is difficult to detect any difference during the early hours of the day (from 00:00:00 to 08:00:00). We expect this is due to the fact that the total demand is generally low during this period with the consequence that the flow in the system is low. Since we use pressure signals to detect the leakage a low sensitivity towards flow variations during periods with low flow is expected (due to (1)).

In Fig. 5, the localization results obtained using the described sensitivity method on the generated residuals are illustrated. The first six rows gives the result of the local-

Fig. 5. Leakage localization results obtained from the network.
for the leaking node and for the node with the largest projection.

5. CONCLUSION

In this paper, we have tested the performance of a set of residuals generated using a data driven pressure model in a water supply network. Using the sensitivity based method, the residuals were used in a leakage localization scheme. The results show that it is possible to isolate the leakage to a limited set of candidate vertices which contains the leaking vertex. Furthermore, the most likely candidate vertex appointed using the method is generally close to the actual leaking vertex. The method seems to perform best when the flow in the system is high, which we see as natural since the sensitivity of the pressure drop with respect to the flow is increasing with the flow.

As described in the paper, the residual generation is based on data driven network pressure models while the generation of the sensitivity matrix is based on an EPANET model of the network. Future work will consist of investigating data driven localization methods which are not relying on EPANET models to generate the sensitivity matrix. In addition, parameters such as the age of pipes could be introduced in the leakage localization scheme since it is expected that older pipes are more likely to break than newer ones.

Finally, it is noted that a few isolated false alarms appeared when executing the algorithm on the non-leakage validation data. However, it is noted that these were isolated events, whereas during the leakage, the alarms appear almost constantly. The tuning of the probabilistic threshold, and/or some form of filtering of alarms (considering them as outputs of a stochastic process rather than as independent stochastic variables), should thus also be investigated in the future.
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