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Artiklen er en reekke reflekterede
lagttagelser om igangvaerende og
planlagte digitaliseringer af socialt
arbejde. For har vi nok fokus pa
de etiske og faglige konsekvenser?
sporger forfatterne.



1. HVAD TALER VI EGENTLIG OM?
Danmark er i front, nar det gelder digitalisering
af den offentlige sektor, og regeringen bryster sig
af, at vi ifglge FN’s seneste maling indtager fgr-
stepladsen pa omradet'. Som en del af sammen-
haengsreformen satte Finansministeriet og Mo-
derniseringsministeren i efteraret 2018 turbo pé
udviklingen og fik "haevet de politiske ambitioner”
med en raekke satsninger, der skal give danskerne
”digital service i verdensklasse” og skabe bedre og
mere sammenhaengende velfeerdslgsninger til gavn
for flere borgere?. Til understgttelse af ambitio-
nerne er der blandt andet etableret en ny investe-
ringsfond med et volumen pé 410 mio. kr. Fonden
skal stgtte udvikling og udbredelse af nye teknolo-
gier i kommuner og regioner i perioden 2018-2022.
For at muligggre den intensiverede digitalise-
ring og for at realisere en mere ”tidssvarende og
sammenhgengende offentlig forvaltning”?, har et
enigt folketing desuden indgéet en aftale om digi-
taliseringsklar lovgioning - en aftale, som ifglge
Finansministeriet skal levere store administrative
gevinster og frigive 7.500.000 timer arligt i den of-
fentlige sektor, timer ”som i stedet kan bruges til
kernevelfzerd”. Ifglge aftalen skal al ny lovgivning
fremover vurderes i lyset af, om den understgtter
digital kommunikation mellem borger og forvalt-
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ning, muligggr automatisk sagsbehandling, understgtter brug af eksiste-
rende offentlige datakilder etc.”.

Ogsa det sociale omrade er naturligvis omfattet af den intensivere-
de offentlige digitalisering. Digitalisering af socialt arbejde har laeenge
veeret pa dagsordenen i landets kommuner, hvor der pa livet 1gs ekspe-
rimenteres med softwarerobotter og netradgivning. Den nye investe-
ringsfond og den sendrede praksis for lovgivning, sa den bliver ’digitali-
seringsklar’, vil uden tvivl skabe meget mere digitalt socialt arbejde, og
star det til magtfulde aktgrer i toppen af Digitaliseringsstyrelsen, skal
sagsbehandlingen forega pa ”ekstremt effektive digitale hovedveje”,
mens det kun er ”pé bivejene, at du méiske mgder et menneske”®,

Men hvor politikudviklingen pé landsplan og lokalt buldrer derud-
af, halter debatten om de faglige og etiske konsekvenser bagefter. I skri-
vende stund har Dansk Socialradgiverforening endnu ikke nogen formu-
leret strategi pa omradet, og de store hovedforbund forholder sig kun
til problemstillingerne péa et meget overordnet plan’. Vi savner desuden
at se forskning, der forholder sig specifikt til digitalisering af det socia-
le arbejde, ligesom indholdet i uddannelsen til socialradgiver slet ikke
er pa omgangshgjde med de store konsekvenser, digitaliseringen har for
borgere og profession, bade aktuelt og pa leengere sigt.

Hyvis vi tager udgangspunkt i en figur, mange socialradgivere genken-
der fra typologiske fremstillinger af socialt arbejde, bliver det klart, at
digitaliseringen omfatter hele det sociale arbejdes kontinuum.

forebyggelse
og tidlige
indsatser

oy sags-
radgivning beiandling

Figur 1: Det social arbejdes kontinuwms.

1) P4 omradet for forebyggelse og tidlige indsatser forventer centra-
le aktgrer som KL og flere kommuners udviklingsansvarlige, at sam-
kgring af data om en familie eller en enkelt borger fra forskellige regi-
stre kan hjaelpe med pa et tidligt tidspunkt at udpege f.eks. de bgrn og
unge, de ledige eller de sygemeldte, der har brug for en serlig bevagen-
hed og eventuelt en ekstra indsats fra familieafdelingens eller jobcen-
trets side. Det forventes ogsa, at systemer, der kan kombinere borge-
rens data med data fra andre borgere, vil kunne forudsige, hvordan det
vil g disse mennesker og komme med forslag til hvilke indsatser, der
bedst kan afhjselpe problemerne®. Det kaldes prediktion. Meget omde-
batteret var den siakaldte Gladsaxemodel, hvor en algoritme potentielt
skulle udpege bgrn, der havde brug for socialradgivernes bevagenhed,
endnu fgr andre professionelle havde spottet barnets problemer og seer-
lige behov. Denne model er aktuelt opgivet pa grund af usikkerhed om
dens lovlighed.



2) Det vrimler i disse ar med eksempler pa radgioning i
nye, sakaldt digitaliserede former. Flere kommuner har til-
bud til borgere, der gnsker hj=lp til alkoholafveenning, og
den har de nu mulighed for at f4 online via kommunens hjem-
meside. Her kan de chatte med det lokale behandlingscenters
alkoholbehandlere, der star klar bag skeermen med radgiv-
ning®. Ikke mindst unge har i dag masser af muligheder for
at fa anonym, netbaseret radgivning hos deres kommune el-
ler hos landsdackkende organisationer, der hjselper unge med
rad om ensomhed, vold, misbrug eller psykiske problemer!.

3) En lang rekke sagsbehandlingsprocesser pa det socia-
le omrade er i dag digitaliserede. Ansggninger i forbindelse
med merudgifter til bgrn eller voksne med nedsat funktions-
evne, ansggninger om enkeltydelser, uddannelseshjlp eller
integrationsydelser foregar primaert p4 kommunale selvbe-
tjeningsplatforme ved hjeelp af NemID, upload af dokumen-
tation og digital underskrift, ligesom vejledning og oplysning
om rettigheder foregar via tekster pa kommunens hjemmesi-
de. Flere kommuner har desuden implementeret RPA-tekno-
logi (Robotics Process Automation) til understgttelse af sags-
behandlingsprocesser i forbindelse med f.eks. aktindsigt eller
partshgring'. Pa leengere sigt forventer KL, at algoritmisk
styrede sagsbehandlingssystemer ikke kun skal understgtte
sagsbehandlingen, men ogsa selv skal kunne treeffe afggrelser
pa baggrund af borgerens oplysninger?s,

4) Behandling i digitale former vinder frem. Det er i dag
muligt at 4 behandling for diverse psykiske lidelser ved
hjeelp af Internetpsykiatrien'. Virtual reality (VR) vinder
indpas i socialpsedagogiske indsatser for udsatte borgere,
f.eks. i Rudersdal Kommune, hvor ledige borgere med social
angst ved hj=zlp af skaermbriller og videooptagelser stottes til
at komme i aktivering '°. Det kan desuden forventes, at VR-
programmer pa sigt vil blive brugt i behandling af voldsdgm-
te i kriminalforsorgen, ligesom VR menes at have potentiale i
arbejdet med at gge familieplejeres empatiske indleven i ud-
satte bgrns oplevelser'. I tilfeelde med udsatte familier eller
meget unge mgdre, hvor myndighederne eller foraeldrene selv
er i tvivl om forseldreevnen i forhold til et kommende barn,
kan foraldrene treene med en babyrobot, sa de far en (tilnser-
met) realistisk oplevelse af, hvad det vil sige at leve med et
spaedbarn dggnet rundt'’.

5) Digitalisering finder ogsa indpas i omsorgsorienterede
indsatser som socialpaedagogisk bistand til voksne med ned-
sat psykisk eller fysisk funktionsevne. Mange kommuner er
gdet over til virtuel bostgtte. Borgeren ’far besgg’ af sin kon-
taktperson eller mentor derhjemme, men det foregar via
web-cam pa PC eller tablet, hvor de to deltagere kan se og
hgre hinanden, men ikke give hand og drikke Kkaffe's. Et ef-
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terhanden velkendt eksempel pa digitaliseret omsorg er
selen Paro, som anvendes i plejen af demente.

Mange af disse metoder og teknologier kan give bruger-
ne af sociale ydelser nye muligheder, og de kan supplere
eller ligefrem kvalificere det sociale arbejde med udsatte
borgere. Men andre af de nye, digitale former er problema-
tiske, og rejser en lang raekke etiske og faglige spgrgsmal,
som der hidtil er arbejdet alt for lidt med.

2. TEKNOLOGIEN OG DENS BEGREBER

Den computerteknologiske udvikling har, siden de fgr-

ste mikroprocessorer kom i produktion i 1971, vaeret prae-
get af en uophgrlig acceleration. For overblikkets skyld
beskrives denne eksplosive udvikling ofte som “bglger” el-
ler ligefrem ”epoker”?. Og her er der god grund til at reg-
ne opkomsten af Big Data som en afggrende milepal. Big
Data saetter skel mellem fgr og efter, fordi fenomenet
etablerer et helt nyt paradigme for datahandtering - et pa-
radigme kendetegnet ved to store omvaeltninger:

(1) For det fgrste er processorkraften nu blevet sa stor,
at der abnes mulighed for hurtig - endda ekstrem hurtig -
sgening efter relevant information i helt usorterede data-
masser. Det er nyt. Fgr omkring 2010 var det altafggrende,
at data pa forhand var systematiserede og katalogiserede,
hvis de skulle anvendes til at finde nye, relevante sammen-
haenge. Titusindvis af mennesker - arkivarer, biblioteka-
rer, laboranter og mange andre professioner - var beskaef-
tiget med at registrere data i vidt forskellige sektorer af
samfundslivet. Kun sialedes kunne de oplagrede informa-
tioner genfindes. Alternativt skulle der veere tale om for-
holdsvis sma datamsengder. Nu er alle disse graenser for in-
formationssggning blaest omkuld.

(2) For det andet er de sammenhaenge, der nu findes
frem - og vurderes som relevante - altid at forstd som kor-
relationer, ikke arsagssammenhsenge. Det klassiske ek-
sempel er sammenfaldet mellem bestemte Google-sggnin-
ger og udbredelsen af influenzaepidemier - fgrste gang
opdaget i forbindelse med H1N1-udbruddet i 2009%. Kor-
relationer er statistiske sammenfald, som ikke forklares.

Fglgevirkningen af Big Data-gennembruddet har derfor
ogsa veeret, at interessen for de til grund liggende arsager
pa fa ar er reduceret drastisk, ja nsesten forsvundet,
bade politisk, administrativt og desvaerre ogsé i forsknin-
gen?!,

F4a har beskrevet dette paradigmeskifte bedre end den
tidligere redaktgr for WIRED, Chris Anderson: ”Ud med
alle teorier ... fra lingvistik til sociologi. Glem taxonomi,
ontologi og psykologi. Hvem aner, hvorfor folk ggr, hvad
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de ggr? Pointen er, at de ggr det, og vi kan spore det og male
det med hidtil uhgrt sikkerhed. Med tilstrackkelige
datamaengder kan tallene tale for sig selv”?,

Viden er nu ikke lsengere et spgrgsmal om at begribe - at
forsta og kunne forklare arsagssammenhsengen. Viden er for-
vandlet til addition og ophobning. Det er essensen af Big
Data. De tidligste teorier om dette feenomen gar helt tilbage
til 200122, men det reelle teknologiske gennemslag finder forst
sted omkring ti ar senere.

Med det nye paradigme fglger (som det er karakteristisk for
ethvert paradigmeskifte*!) en reekke nye begreber, plus umsaer-
kelige omtolkninger af gamle begreber. Den nye sprogbrug har
medfgrt nogle uheldige misvisninger, som vi for klarhedens
skyld gerne vil rydde op i. Vi taler om “digitalisering”, om “al-
goritmer”, om “kunstig intelligens”, om “disruption” m.m.
uden klare forestillinger om, hvad disse udtryk dsekker over.

“Big Data-hjulet” kan illustrere dette (se figur 2)25. Den me-
gen hype, der ledsager Big Data paradigmet, har bidraget til
at filtre begreberne godt og grundigt ind i hinanden. Men det
mest besynderlige er, at under det nye paradigme betyder ”di-
gitalisering” ikke lseengere digitalisering, ”algoritme” betyder
ikke laengere algoritme, ” AI” betyder ikke kunstig intelligens,
og ”disruption” betyder kun delvis gdelaeggelse!

En ejendommelig datalogisk sprogforbistring har holdt sit
indtog i en faglig sammenhseng, der spiller en helt central rolle
i samfundsudviklingen i dag. I det forskudte sprog er ”digitali-
sering” blevet et nyord for automatisering, ”algoritme” et ny-
ord for en it-programmeret opskrift, ”AI” et nyord for meget
stor datakraft og ”disruption” et nyord for legaliseret hacking.

b \4

3

digita-
lisering

disruption

Fig 2: Big Data-hjulet © Klavs Birkholm 2018



“Men hvor politikudviklingen pa landsplan
og lokalt buldrer derudaf, halter debatten
om de faglige og etiske konsekvenser bagefter”

DIGITALISERING: Hvad ordet oprindelig betyder - og ind-
til omkring 2008-10 Zun kunne betyde i enhver offentlig de-
bat - er opbevaring af information i talform, herunder trans-
formation af allerede opbevarede informationer til talformat.
Det kunne vaere lyde, billeder, stemmer, bgger, handskrif-
ter og meget andet. Vi talte f.eks. om digitalisering af Sgren
Kierkegaards samlede vaerker og om digitalisering af DR’s
lydarkiv.

Men nar man i dag laeser i avisen eller hgrer om ”digita-
lisering” i debatter og ved konferencer, er betydningen nae-
sten altid en anden, nemlig at transformere funktioner, der
tidligere har vaeret udfert af mennesker, til computerbasere-
de (kaldet ”digitale”), automatiserede processer. I denne nye
betydning taler vi f.eks. om ”digitale betalingsformer” og om
?digital kommunikation” med myndighederne.

Den fgrste betydning er som navnt den oprindelige; den
anden er kommet til i Igbet af de seneste ti ar og bliver nu
mere og mere fremtreedende. Det kan man ogsé afleese som
bevaegelsen fra en informationskultur (ca. 1990-2010) til en

automatiseringskultur, hvor ”algoritmer” far en central rolle.

ALGORITME: Her er tale om et faenomen, som er mindst
2200 ar ®ldre end computeren! En algoritme er en regnefor-
skrift. F.eks. forskriften for, hvordan man finder den stgr-
ste felles divisor for to hele tal, eller forskriften for, hvordan
man kan addere mangecifrede tal.

En computer er en regnemaskine og kan kun behand-
le information i form af tal. @dnsker man, at computeren skal
handtere kvaliteter som smuk/grim, rask/syg, sund/usund,
god/ond, stabil/labil, kg-kersel/flydende trafik, m& man der-
for pa en eller anden made tillsegge disse kvaliteter talveerdi.
Hyvilket selvsagt aldrig kan ggres uden skgn og misvisninger.

Skal computeren foretage et matematisk regnestykke,
som f.eks. at beregne, hvilken indflydelse Jupiters gravita-
tion har pa Saturns bevagelse omkring solen, kan algorit-

mer ggre god fyldest. Men den slags regnestykker er ikke det
dominerende i nutidens automatiserede applikationer som
stemmegenkendelse eller smart trafikregulering. Her indgar
computersoftware, som i misforstaet daglig tale ofte kaldes
en “algoritme”, skgnt der ikke er tale om en regneforskrift®,
men et program, der fastlaegger, hvilke operationer compu-
teren skal eksekvere, i hvilken reekkefglge osv. Ofte er denne
proces praeget af mange iterationer, hvilket giver den en vis,
overfladisk lighed med matematiske algoritmer - men andre
hyppige operatorer er ga til, spring til og hvis/sa. Sa selv om
nogle bruger udtrykket opskrifter”, er der unsegtelig tale
om mere komplekse opskrifter end en simpel madopskrift.
Facebooks newsfeed-algoritme er et program pa mere end 50
millioner linjer kildetekst.

Den afeggrende forskel mellem den oprindelige algoritme
og Big Data paradigmets ‘algoritme’ kan ogsd sammenfattes
saledes: Den matematiske algoritme er universel, den gelder
til enhver tid. Uanset hvor i verdenshistorien, man befinder
sig - Persien i 900-tallet, Frankrig i 1600-tallet, Californien i
2000-tallet - vil regneforskriften altid na frem til det samme
resultat, som er det eneste, sande resultat. Maskinens pro-
gram er derimod langt fra universelt; det er preget af men-
neskelige antagelser og kulturelle fordomme - af hele den
kontekst, som ”algoritmen” er skrevet i. Resultatet modsva-
rer de menneskelige antagelser, der har spurgt.

AT (ARTIFICIAL INTELLIGENCE): Der findes et dansk
plejehjem, hvor beboeren i en lejlighed blot skal sige “Kam-
mertjener!” - og straks aktiveres al automatik i hans lejlig-
hed: “Vindue op!”, s& dbner vinduet. “Abn garderobeskab!”,
og det sker. “Bgjlestang ned!”, osv. P& konferencer om sa-
kaldt velfserdsteknologi omtales den slags som “det intelli-
gente plejehjem”. Og det forstar man jo godt, for det er im-
ponerende, hvad teknologien formér. Problemet opstar bare,
hvis man forledes til at opfatte de mange styreprogrammer
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og deres samspil som handlinger udfgrt af et teenkende vae-
sen.

Det er ikke overraskende, hvis ingenigrer, der arbejder
med alle den slags teknologier, begejstres over alt det, der ef-
terhanden kan lade sig ggre. En bil, der selv ved, nar farten
skal sattes ned, ogsa i tilfzelde hvor skiltningen er mangel-
fuld. Det er jo pa ingen made et udtryk for, at bilen nu er ble-
vet et teenkende vaesen, en intelligent bevidsthed. En robot,
der kan tage imod instrukser fra sin “herre”. Men den er jo
heller ikke med et blevet et levende menneske.

Det er da ogsa kun de allerfaerreste ingenigrer, der her
i Danmark arbejder med velfzerdsteknologier og sakaldt
“smart” transportteknologi, der selv falder for den slags illu-
sioner. Langt de fleste danske teknologer anerkender, hvad
hjerneforskere som Anil Seth udtrykker saledes: “Vi er bio-
logiske dyr i kad og blod, hvis bevidsthed pa alle niveauer
skabes af de biologiske mekanismer, der holder os i live. At
ggre computerne mere avancerede, ggr dem ikke bevidste el-
ler fplende”?".

Alligevel er det lykkedes Silicon Valley-guruer som Elon
Musk og Ray Kurzweil at oppiske en form for mediehyste-
ri med sensationelle slaglinjer om, at Al i lgbet af kort tid vil
udmangvrere eller overtage kontrol over menneskeheden, og
at dette udggr vores allerstgrste fremtidstrussel. Ray Kur-
zweil er af Google indsat som leder af Singularity Universi-
ty - en slags hgjteknologisk udgave af Scientology, tilsat en
dosis Moon-bevagelse. Det kalder sig formelt et “universi-
tet”, men er i realiteten en slags konsulenttjeneste, der forsg-
ger at selge Silicon Valleys mest nyreligigse fremtidsfantasi-
er, blandt andet til Danmark?s.

DISRUPTION: Mens “kunstig intelligens” er den mest hype-
de af de fire planeter i vores BD-solsystem, er “disruption”
det sted, man finder ngglen til en dybere forstaelse af, hvad
og hvor meget der er pa faerde i den nye automatiserings-
kultur. Her er ringen, der far naesten alle i bade it- og forsk-
ningsverdenen til at danse.

Allerede navnet er besynderligt. ”Disruption” er en ang-
licisme, der bogstaveligt betyder afbrydelse af en proces el-
ler gdelaeggelse af en ellers stabil ligevaegt®. I Silicon Valley-
ideologiens nysprog sgges “disruption” imidlertid associeret
til forestillingen om ”kreativ destruktion”, der iseer forbin-
des med den gstrigske gkonom Joseph Schumpeter, som hav-
de hentet det hos Karl Marx. Begrebet henviser til, hvor-
dan gdelaeggelse af et foraeldet kapitalapparat (f.eks. gennem
krig) abner mulighed for en ny cyklus af dynamisk (innovativ)
akkumulation.

Men nar det drejer sig om BD-hjulets ”disruption”, er
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der netop ikke tale om gdelseggelse af et produktionsappa-
rat, tveertimod. Det er tale om, at en ”algoritmisk” teknolo-
¢i udnyttes til at overtage en bestemt forretning. Den hidtidi-
ge forretningsproces ”disruptes”, sa forretningen kan skifte
hsender uden betaling til den gamle ejer.

Efterhanden har vi leert, at hvis man vil finde eksempler pa
Ydisruption”, skal man fgrst lede efter digitale tjenester, som
tilbydes gratis eller naesten gratis - Google, Facebook, Ap-
ple, Uber, AirBnB, YouTube, Spotify, etc. Nar disse virksom-
heder har en tendens til at opvise overskud ud over det al-
mindelige - ja, eksorbitante overskud - méa der jo findes en
kilde et eller andet sted. Kilden er #kke “tigerspringet” til en
overlegen teknologi, som det ofte naivt fremstilles. Kilden er
udnyttelse af teknologien til appropriation af en allerede ek-
sisterende forretning, ikke mindst gennem appropriation af
data: virksomheden overtager uden videre ejerskabet til en
stor maengde data, som dens ”algoritmer” herefter anvender
som rastof, hvorved indtjeningen kan omdirigeres til en helt
ny destination.

Opdagelsen af, at man kunne lave enorme profitter pa ap-
proprierede data udlgste i automatiseringskulturens fgr-
ste ar en sand guldgraverstemning i it-brancherne og i forsk-
ningsmiljger. I et noget idylliserende sprog talte man psent
om ”data mining” (en pudsig analogi til guldgravertiden).
Evgeny Morozov er mere pracis, nar han nu taler om data
ekstraktivisme®, og Shoshana Zuboff maske endnu mere prae-
cis, nar hun taler om overvdgningskapitalisme?.

Denne nye gkonomiske bevaegelsesform, skriver Zuboff,
bygger pa, at nogen ”ggr krav pa menneskelige erfaringer
som frit foreliggende ramateriale, der kan anvendes til en
skjult kommerciel praksis bestiende af ekstraktion, predik-
tion og salg”. Nar Zuboff skriver ”erfaringer” og ikke data,
henviser hun til kerneprocessen i data-udnyttelsen. Google
var de fgrste i verden til at opdage (omkring 2002), at deres
massive maengder af data om hver eneste brugers browsing-
historik ikke kun fortalte en historie om, hvilke interes-
ser hver enkelt bruger har, og hvor malrettet reklame derfor
med fordel kan rettes hen, men ogsa en historie om hver en-
kelt brugers adfseerd og endda om den fortlgbende udvikling
i brugerens adfaerd. Adfaerdspsykologi kom i meget hgj kurs,
for med de mange erfaringsdata mente - og mener man frem-
deles - at brugernes handlinger kan forudsiges. Og mere end
det: de kan korrigeres, nudges som det hedder, i bestemte
retningers?.

Siden den opdagelse, har der udviklet sig et marked i ad-
Jerds-futures, som pa ganske kort tid er blevet mere domi-
nerende i den samlede gkonomi end f.eks. finansielle futures.
Google’s nye forretningsmodel, der altsd baseres pa bruger-



nes erfaringer og pa adferds-forudsigelse, blev i forste om-
gang (2008) efterfulgt af Facebook, og siden er den blevet
overtaget af stort set alle de kendte og mindre kendte High
Tech giganter.

Kort sagt: Disruption er en etisk tvivlsom forretningsmo-
del, som er opstaet i Silicon Valley pa det private marked,
men som statslige og kommunale myndigheder nu er i feerd
med at integrere i offentlige forvaltninger. Forudssetningen
er ogsa her appropriation af data - borgerdata - der fodres
ind i de mere og mere avancerede “algoritmer”, som arbejder
skjult i de automatiserede sagsbehandlingssystemer.

3. INTENTIONERNE BAG

DEN SOCIALPOLITISKE DIGITALISERING

Det forekommer gadefuldt, hvorfor Danmark har omfav-

net Silicon Valleys disruptions-korstog helt anderledes po-
sitivt end andre europaiske lande som Sverige, Tyskland og
Frankrig®. En del af forklaringen, men langtfra den vigtigste,
kan findes hos Boston Consultancy Group - det konsulent-
bureau, hvis anbefalinger i 2005 banede vej for den radikale
skattereform, der siden har kostet statskassen milliarder og
abnet flere ladeporte for lyssky skattemanipulation. Ti ar se-
nere kgbte Google og Singularity University det samme kon-
sulentburean til at friste Dansk Industri, regeringen og cen-
traladministrationen med rapporten Digitizing Denmark®,
der heevder, at Danmark kan vinde 150.000 nye fuldtidsjob og
f4 BNP til at stige med 200 mia. kr. (en stigning i vaeekstraten
pé 83 procent), hvis blot vi skynder os at implementere det
digitale indre marked og at omfavne Industri 4.0, Internet of
Things og avanceret robotteknologi. Ved prasentationen (i
august 2016) af denne mirakeludsigt bukkede og nejede den
davaerende regering endnu engang og nedsatte straks sit be-
synderlige “disruptionsrad”s.

Men hvorfor? Lod Lars Lgkke Rasmussen og Anders Sa-
muelsen sig simpelthen forbleende af techgiganterness lob-
byisme? Eller findes der ogsa andre, mere strukturelle ar-
sagssammenhsenge bag de danske myndigheders opskruede
digitaliseringstempo?

ET NYT STYRINGSPARADIGME: En méiske mere vaesent-
lig forklaring kan sgges i de senere ars aandrede opfattelse af
ledelse i offentlige (og private) organisationer. I begyndelsen
af det 21. arhundrede stod det mere og mere klart, at bglgen
af New Public Management (NPM) omlsegninger, der havde
staet pa siden 1980’erne, havde haft en reekke gdelseggende
konsekvenser: uhensigtsmaessig fragmentering af arbejdsgan-
ge, tilsidesattelse af professionelt engagement til fordel for
gkonomiske incitamenter, uheemmet veekst i nye bureaukrati-

er, betydelige administrative fordyrelser etc.?s. Et nyt “quasi
paradigme” begyndte at vinde frem, nemlig Digital Era
Governance (DE®). De fgrende forskere pa omradet, Helen
Margetts og Patrick Dunleavy taler i dag allerede om en “an-
den bglge” (DEG2) inden for dette nye “quasi paradigme”®.

Et afggrende element i DEG2 er udnyttelsen af internet-
baserede teknologier, webtjenester og sociale medier, blandt
andet til at oprette en mere direkte kontakt mellem borger
og myndighed og til at give borgeren mulighed for i hgjere
grad at kunne henvende sig et enkelt sted (kaldet “needs-ba-
sed holism”). Med en sadan teknologi kan man nemlig spa-
re en rekke overflgdige kontrolbureaukratier og fordyrende
mellemlag, ligesom man kan ggre borgeren mere selv-ansvar-
lig for sin egen sag (kaldet “isokratisk administration”).

Som Margetts og Dunleavy papeger, rammer denne aen-
dring pa én og samme tid en centraliserende og en decen-
traliserende tendens. Sagsbehandlere har nu langt mere
umiddelbar adgang til en mangfoldighed af viden og informa-
tioner, hvilket giver dem stgrre mulighed for at treeffe selv-
staendige beslutninger. Men topledelsen har samtidig mu-
lighed for at fglge alle datastrgmme i realtid og kan siledes
langt lettere kontrollere en meget stor del af organisatio-
nen. Samtidig har den hastigt voksende dataekstraktivisme
og forretningsggrelse af databaser og sociale medier gget det
ydre og det gkonomiske pres for denne anden bglge (DEG2)
af digitale transformationer indenfor offentlig administrati-
on38 - hvilket uundgaeligt fgrer til en Agjere integration mel-
lem offentlige myndigheder og private leverandprer af “digi-
tale losninger”.

I dansk sammenhaeng er den tilsvarende type ledelsesom-
laegninger blevet undersggt etnografisk af Anja Svejgaard
Pors, som iser har fokuseret pa den sendrede opgaveforde-
ling og de nye roller for ‘frontlinje-medarbejderen’ i den kom-
munale borgerservice®. Som Pors skriver, er denne medar-
bejder er ikke leengere en socialfaglig sagsbehandler, men en
slags “guide”, der skal motivere og direkte nudge borgeren
til isokrati. Medarbejderen skal “give en salgstale” for de di-
gitale lgsninger. Det er hans eller hendes opgave: at “huske
at selge op”. Saledes at biblioteker og andre servicesteder,
hvor borgere med et @rinde til myndighederne nu finder pa
at mgde frem, forvandles til et “laeringsrum”, hvor den kom-
munale medarbejder bliver “forandringsagent”,

Falles for Margetts, Dunleavy og Pors er, at de iagttager
en vision om helt eller delvis forsvinden af det fysisk-sanseli-
ge mgde mellem borger og sagsbehandler.

SOCIAL KONTROL: Uden for Danmark kan erfaringer med
digital handtering af menneskelig omsorg isser hentes fra
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“Hverken algoritmen
eller socialforskningen
er 1 stand til at
indfange den
komplekse kontekst,
der er knyttet til
Amalies og hendes
foreldres samlede
sociale miljg”

Storbritannien og USA. Det haenger formentlig sammen med
den betragtelige filosofiske og etiske tradition for empiris-
me og utilitarisme i angelsaksisk sprogomrade. Mal og veaegt,
ogsa i mellemmenneskelige anliggender, spiller en langt stgr-
re rolle her. Det er ogsa i USA og Storbritannien, at bade
neoliberalismen og DEG har sin oprindelse. Evalueringer,
standarder og audits teeller i angelsaksisk kultur som yderst
brugbare redskaber*.

I en skels@ttende bog om denne artikels emne, Auto-
mating Inequality* beskriver Virginia Eubanks ligefrem,
hvordan den algoritmiske sagsbehandling i en raekke ame-
rikanske stater har rgdder tilbage i kontrolsystemer fra slut-
ningen af 1960’erne, altsa fra it-systemernes allertidligste ar.
Pointen er vaesentlig, fordi den underbygger en indsigt, som
ofte er fraveerende i debatten om nye teknologier: at de er de-
signet af mennesker (organisationer og virksomheder), med
vaegt pa ganske bestemte funktioner. De er ikke bare faldet
ned fra himlen.
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Funktionerne er i de amerikanske tilfzelde mest af alt:
kontrol. I de samme ar, som bevagelsen for nationale vel-
feerdsretticheder keempede for - og fik gennemfgrt - et prin-
cip om ensartet, lige adgang til offentlige hjselpeydelser,
voksede den politiske modvilje imod velfaerdsstatslige regu-
leringer (delvis i sammenhgseng med 70’ernes gkonomiske re-
cession). Derfor kunne forvaltningsbureaukratiet introducere
massiv administrativ teknologi med det formal at sikre mod
misbrug og uberettigede ydelser.

Automating Fquality er en tour de force gennem en rak-
ke rgrende og forfeerdende menneskelige eksempler pa, hvad
der kan ske, nar algoritmerne styrer den socialpolitiske ind-
sats. Samtidig leverer Eubanks en tredje forklaringsmulig-
hed, nar det drejer sig om at forsta den aktuelle digitalise-
ringsiver. Ikke Singularity-kultens lobbyisme, ikke et nyt
offentligt ledelsesparadigme, men selve teknologiens raison
d’étre: Computerindustriens algoritmer er udviklet som svar
pa en efterssporgsel efter social kontrol, mens alle andre an-
vendelser er biprodukter.

4. DIGITALISERINGENS KONSEKVENSER

FOR DET SOCIALFAGLIGE SKON

En af de mest magtfulde aktgrer pa det sociale omrade i
Danmark, Kommunernes Landsforening, fremlaegger i rap-
porten ”Kommunernes digitale fremtid” felgende overvejel-
se:

“Kommunerne kommer til at skulle diskutere, i hvor haj grad
sagsbehandling i forhold til f.eks. Serviceloven skal automati-
seres. I mange tilfelde er digitale assistenter bedre til at trek-
ke store mengder data ud af forskellige systemer og forholde
disse data til en rekke opstillede kriterier™.

Udsagnet er pa flere mader bemaerkelsesvaerdigt:

1) At sammenholde faktuelle forhold i en borgers sag med
faglige eller retslige kriterier inden for servicelovens omra-
de, regnes normalt for at veere en central del af en individu-
el sagsbehandling. Og det har bestemt ikke noget med “store
maengder data” at ggre. Det har derimod noget at ggre med
at opna indsigt i de komplekse sociale, psykologiske og fami-
liemaessige vilkar, der tilsammen konstituerer borgerens livs-
situation - og at seette dem i relation til de retslige rammebe-
tingelser.

2) Hovedparten af den hjaelp, man som borger kan f& ad-
gang til via Serviceloven, tildeles ud fra elastiske og ikke fa-
ste kriterier - f.eks. kriteriet ’behov for seerlig stgtte’ eller
’betydelig nedsat funktionsevne’; det indebaerer, at der skal
foretages en fagligt funderet vurdering, et jugement*.

3) Det er endvidere hgjst bemaerkelsesvardigt, at KL’s
analyse er udarbejdet og formuleret af konsulentfirmaet Da-



reDisrupt. KL har brugt 730.000 kroner pa rapporten, hvor
DareDisrupt blandt andet roser det skandaleramte og nu li-
kviderede Cambridge Analytica for sit arbejde med dataana-
lyser og kunstig intelligens under valgkampagner for blandt
andet Donald Trump og Brexit. Rapporten foreslar, at me-
toderne fra Cambridge Analytica skal spredes i fremtidens
Danmark!*

Alt dette er meget luftigt. Fortalerne for automatisering
pa det sociale omrade lover effektiviseringer, feerre fejl i sags-
behandlingsprocesserne og styrkelse af borgernes retssik-
kerhed. Hvorvidt disse lgfter - eller bare et af dem - vil kun-
ne opfyldes, er mere end tvivlsomt*’. Vaerre er imidlertid, at
de samme fortalere stort set aldrig forholder sig til, hvad der
sker med det socialfaglige skgn, hvis store dele af sagsbe-
handlingsprocessen digitaliseres.

NAR BORGEREN HENVENDER SIG: Skgnnet kommer i
spil, allerede nar borgeren henvender sig og sgger om hjaelp.
Eller nar andre henvender sig - som f.eks. skolelereren, der
har mistanke om at et barns hverdag er praget af omsorgs-
svigt; en ung, der bor pa gaden og ikke kan holde det ud
mere; eller et foraeldrepar, der sgger om daekning for tabt ar-
bejdsfortjeneste, fordi de gnsker at passe deres handicap-
pede barn derhjemme. Socialradgiveren skal i denne tidli-

ge fase af et muligt sagsforlgb skgnne om en rackke forhold
som: Hvor alvorlig ser situationen ud til at veere? Kraeves der
handling her og nu? Som fglge af kommunens almene radgiv-
ningsforpligtelse skal socialradgiveren ogsa foretage et skgn
af, om det er relevant at henvise borgeren til andre myndig-
heder eller organisationer, og om det umiddelbart virker,
som om borgeren har behov for hjalp til andet og mere end
det, vedkommende henvender sig om*.

Som en konsekvens af den faellesoffentlige digitaliserings-
strategi for 2016-2020* gaelder det allerede i dag, at man som
borger i mange tilfseelde skal henvende sig til kommunen om
sit problem eller sit behov via selvbetjeningsplatforme, hvor
der kan sgges om hjaelp til eksempelvis merudgifter til bgrn
eller voksne med nedsat funktionsevne, enkeltydelser eller
kontanthjselp*. P4 selvbetjeningsplatformen finder man som
borger ogsa vejledning og oplysning om rettigheder i relation
til de pageldende ydelser. Det er, ifglge den faellesoffentlige
referencearkitektur for selvbetjening, hensigten fremover at
“gore det muligt at oge automatiseringsgraden, si en storre
del af processen - og pa nogle omrader hele processen - kan
gennemjores uden at involvere en sagsbehandler og derved
evt. resultere i straksafgorelser”, hvilket angiveligt vil fore til
Zstorre brugertilfredshed og til en storre effektivitet i den sam-
lede opgavelgsning” *. Sagsbehandling i relation til service-

lovens malgrupper - udsatte bgrn, unge og voksne - er ogsa
omfattet af denne hensigt, jeevnfgr det ovenstaende citat fra
KL’s visionsdokument om Kommunernes digitale fremtid.

En sddan udvikling vil reducere muligheden for pa et tid-
ligt tidspunkt i en sags forlgb at foretage et socialfagligt
skgn af borgerens behov for hjelp og give relevant radgiv-
ning i den forbindelse. Et konkret eksempel fra en sag i Kg-
benhavns Kommune viser, hvorfor det er problematisk: En
nybagt mor henvendte sig i socialforvaltningens familieafde-
ling og sggte om en enkeltydelse. Hun havde lagt ud for be-
taling af en privat jordemoder, der havde bistaet hende ved
en hjemmefgdsel, og nu ville hun hgre, om hun kunne f4 re-
funderet pengene. Da hjelp til fgdsel af et barn hgrer under
sundhedsomradet og ikke under serviceloven, var der ikke
grundlag for at familieafdelingen kunne imgdekomme an-
sggningen. Hvis denne mor skulle have ansggt via en selvbe-
tjeningsplatform, var det derfor blevet et klart afslag. Plat-
formen ville nemlig ikke have opdaget, at hun havde taget
bussen op til kontoret med barnet i en gammel sportstaske;
at hendes adfserd var lidt pafaldende, og at barnet var sultent
og ikke havde overtgj pa, selvom det var vinter. Med andre
ord, at der var brug for hjzlp til andet og meget mere end
det, hendes henvendelse til forvaltningen drejede sig om. En
hjeelp, hun og barnet naturligvis fik, fordi hun mgdte en fag-
professionel og ikke en maskine.

UNDERSOGELSE OG ANALYSE: Hvad angar den helt cen-
trale del af sagsbehandlingen, som bestar af mere systema-
tisk undersggelse og analyse af borgerens situation og en
handleplan i forleengelse heraf, har digitale systemer som
DUBU (Digitalisering - udsatte bgrn og unge) og DHUV (Di-
gitalisering af handicap og udsatte voksne-omradet) veeret i
brug i flere ar - med blandet succes”. DHUYV er p.t. i en ud-
viklingsfase, hvor Socialstyrelsen samarbejder med KL om at
integrere KL’s projekt Felles Faglige Begreber (FFB). Hvis
man orienterer sig i en reekke projektdokumenter relateret
til FFB, kan man laese, at formalet blandt andet er at ”skabe
bedre data, der kan give mere viden om effekterne af de social-
Jaglige indsatser’™>. 1 2019 skal en rekke kommuner teste et
nyt faelleskommunalt funktionsevnekatalog og et nyt indsats-
katalog. De to kataloger indeholder definition og beskrivelse
af 'malgruppe-begreber’ som f.eks. horenedsetielse, selvska-
de eller hjemlipshed og ’ydelses-begreber’ som f.eks. stotte til
psykisk trivsel, midlertidigt botilbud eller aktivitets- og sam-
verstilbud . Udvikling af disse kataloger begrundes blandt
andet saledes: "I en position som enten kober eller selger vil
indsatskataloget kunne have fordel af at vere beslutningsstot-
te. Fleks. for den enkelte myndighedsmedarbejder i interakti-
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onen med et forskelligartet felt af sociale leverandorer
(...)og andre medarbejdere pa sociale tilbud’*. Pa nu-
veerende tidspunkt kan og skal fagsystemerne ikke selv
kombinere problem med indsats og komme med forslag
om eksempelvis en bestemt leverandgr. Men systemet
skal kunne generere kvalificerede data om karakteristi-
ka hos en kommunes udsatte voksne og s®tte dem i re-
lation til effekt og pris pa de indsatser, kKommunen etab-
lerer for disse borgere®.

Selvom der ikke er tale om hverken halv- eller hel-
automatiseret sagsbehandling, kan man, jeevnfgr KIL’s
overordnede strategier, forestille sig, at den datagene-
rering, det nye DHUYV giver anledning til, pa lsengere
sigt kan bruges til udvikling af systemer, der integre-
rer sagsbehandling med kunstig intelligens - som net-
op forudsaetter store maengder af data om konkrete en-
kelttilfzelde.

KUNSTIG INTELLIGENS: Sagsbehandlende it med in-
tegreret kunstig intelligens (AI) er endnu ret uprgvet i
den offentlige sektor i Danmark®. I KL forventer man
ilgbet af 2019 at udvikle nogle eksempler pa social- og
sundhedsomradet”. I flere af landets store kommuner
er man desuden pa egen hand i gang med at idéudvikle
it, der kan integrere Al i forskellige dele af sagsbehand-
lingen for udsatte bgrn, unge og voksne®. Det er ogsa
formalet med KcoKnow, et innovations- og forsknings-
projekt, som er stgttet af Innovationsfonden med 16
mio. kroner. EcoKnow udvikles af Kgbenhavns Univer-
sitet og I'T-Universitetet i samarbejde med KMD som et
system, der “afleser monstre i data fra tusindovis af bor-
gere og sagsbehandlere ved hjelp af data mining”. Hen-
sigten er, at systemet skal “blive i stand til at levere an-
befalinger til den enkelte sagsbehandler og borger (... )
og foresla nye planer baseret pa de mange data fra kom-
mumnens tidligere sager’™°.

Gar man taettere pa teknologien, viser det sig, at
EcoKnow rummer mere Aype end anvendelighed. Pro-
jektet saelges fra Sidney til Syddjurs, men kan i realite-
ten endnu intet - og kommer maske heller aldrig til det.
Men vi har forstaelse for, at al forskning kraver Zype
for at fa stgtte™. Sa lad os blot forholde os til Aensigten
- som KL og KMD i hvert fald deler med staten/Digi-
taliseringsstyrelsen - om at udvikle systemer, der inte-
grerer Al i sagsbehandlingen pa omradet for komplekse
sociale og beskaeftigelsesorienterede problemer og over-
tager dele af den socialfaglige analyse- og skgnsproces‘:.
Forestillingen hviler pa mindst tre forkerte antagelser:
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“Fortalerne for
automatisering pa det
sociale omrade lover
effektiviseringer, foerre
fejl i sagsbehandlings-
processerne og
styrkelse af borgernes
retssikkerhed. Hvorvidt
disse lgfter — eller bare
et af dem - vil kunne
opfyldes, er mere end
tvivlsomt”



1. FOR DET FORSTE: Al-lignende systemer, der skal be-
arbejde og bruge store maengder data fra tidligere sager
til at foresld nye handlinger, baseres pa antagelsen om, at
man via Big Data og algoritmer kan forudsige, hvad der vil
veere en rigtig beslutning omkring en specifik borger. Men
de pageldende data vil altid vaere bagudskuende. Maske
vil det via Big Data vaere muligt at knytte den enkelte sag
- f.eks. om et udsat barn - til Zategorier af tidligere sager,
der ligner det tilfaelde, der aktuelt befinder sig pa sagsbe-
handlerens bord. Men heller ikke mere.

Til illustration af denne pointe kan vi inddrage et ek-
sempel fra statens omrade: Naevnenes Hus udvikler i sam-
arbejde med KMD aktuelt en algoritme, der kan aflase en
ny klagesag - f.eks. over en miljggodkendelse - og auto-
matisk finde lignende sager og afggrelser i de mange tu-
sind klagesager pa det pagaldende omrade. Det nye sy-
stem, der hedder Sager som min, skal si selv komme med
forslag til, hvilken afggrelse, sagsbehandleren bgr laeg-
ge op til®. Det giver medarbejderen mulighed for en sags-
behandling, der orienterer sig mod tidligere afggrelser og
dermed en “mere effektiv sagsbehandling samit haj koali-
tet © afgorelserne”, som det angives af Moderniseringssty-
relsen. Hgj kvalitet vil i dette tilfaelde sige, at sagsbehand-
lingen leegger op til en afggrelse, som ligner den, naevnet
pa det pagaeldende klageomrade har truffet i andre sager.
Hyvilket sikkert giver mening her.

Men péa det sociale omrade kan man ikke bedgmme,
om en lgsning for f.eks. et udsat barn har kvalitet, pa bag-
grund af afgorelser truffet i lignende sager. Om det var rig-
tigt at anbringe eller ikke anbringe et barn med bestem-
te karakteristika, om det var rigtigt at give en voldsramt
familie familiebehandling eller placere mor og bgrn pa et
krisecenter, om unge med sociale problemer skal i job el-
ler starte en uddannelse, den slags kan #k%ke bedgmmes pa
baggrund af de afgarelser, der blev truffet i sagerne pa et
givent tidspunkt. Det kan udelukkende bedgmmes pa bag-
grund af den virkning, afggrelserne reelt fik. Hvilket i de
fleste tilfselde forst kan bedgmmes lang tid efter afggrel-
serne er truffet. Maske mange ar efter.

2. FOR DET ANDET: AI- baserede systemer er en form
for avanceret statistik, og vi kan ikke slutte fra statistik
til det enkelte tilfselde. Algoritmers forudsigelser af, hvad
der vil vaere en rigtig lgsning, baserer sig pa sandsynlig-
hedsberegning, som, uanset datamsengde og regnekraft i
computeren, er et alt for usikkert udgangspunkt for at be-
dgmme, hvad der galder for et unikt menneske i en kon-
kret situation. Der er tale om samme type usikkerhed,

som ogsa gelder, nar man som sagsbehandler benytter sig

af teoretisk og forskningsbaseret viden om udsatte smabgrn
i familier med psykisk syge foraeldre, hvis man skal vurde-
re, hvad der bgr ggres for Amalie pa 4 ar, hvis mor har en de-
pression. Der er, bade hvad angar Al-lignende systemer og
socialforskning, tale om generaliseret viden, som ikke umid-
delbart kan overfgres til det enkelte tilfselde. Hverken algo-
ritmen eller socialforskningen er i stand til at indfange den
komplekse kontekst, der er knyttet til Amalies og hendes
foraeldres samlede sociale miljg: de uendeligt mange og sveert
kategoriserbare forhold pa individ-, familie- og samfundsni-
veau, som spiller sammen pa helt specifikke mader omkring
Amalies trivsel eller mistrivsel. Hvordan og under hvilke om-
staendigheder, disse faanomener spiller sammen, og hvordan
mulige lgsninger vil pavirke dette samspil, kan AT ikke rum-
me. Til handtering af denne type ’vilde’ problemer® er erfar-
ne professionelle, der kan anlaegge et socialfagligt skgn i teet
dialog med de bergrte borgere, uundvaerlige®.

3. FOR DET TREDJE: Det er en udbredt forestilling, at al-
goritmisk-styrede systemer kan fungere beslutningsstgttende.
End ikke staerke fortalere for digitalisering og automatise-
ring mener, at Al-lignende teknologier selv skal treeffe afgg-
relser i komplekse sociale sager, uden at en sagsbehandler
har veret involveret. Fuldautomatiske afggrelser i komplek-
se sociale sager er da heller ikke i overensstemmelse med
danske og europaeiske regler pa omradet®. Der tales i diverse
visionsdokumenter og projektbeskrivelser om, at AI-syste-
merne skal komme med forslag til handlinger - forslag, som
sagsbehandleren si efterfglgende skal tage stilling til.

Imidlertid er der stor risiko for, at algoritmisk baserede
forslag i den virkelige verden reelt kommer til at virke som
afggrelser. Fordi algoritmernes output far et skeer af objek-
tive sandheder, som professionelle ikke tgr gd imod. Det vi-
ser erfaringer fra det, der svarer til kriminalforsorgen i bade
USA og England, hvor der flere steder bruges algoritmer i
forbindelse med beslutninger om prgvelgsladelse®. Det viser
sig, at probation officers - som i England er socialarbejdere -
meget sjeeldent gar imod det algoritmiske skgn. Hvis Al-sy-
stemer, der skal virke beslutningsstgttende, indfgres i sags-
behandling pa Servicelovens omrade i Danmark, er der god
grund til at frygte, at tidspressede, eventuelt nyuddannede
og usikre sagsbehandlere vil have en tendens til at laene sig
op ad algoritmernes forslag. Erfarne socialradgivere kan ma-
ske bedre danne sig deres egne, videns- og erfaringsbasere-
de skgn. Men hvem tgr i det lange 1gb gd imod et forslag fra
en algoritme?
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PREDIKTION: En raeekke af helt de samme argumenter kan
rettes mod anvendelse af AT til tidlig opsporing af udsatte
bgrn via prediktive analyser. Prediktion er i dag at betrag-

te som en form for kunstig intelligens. Og selv om Gladsaxe-
modellen lige nu er erklaeret skrinlagt®, er der al mulig grund
til at formode, at ideen stadig florerer. Saledes vurderer over
halvdelen af beslutningstagerne i 54 kommuner, at det er
”sandsynligt” eller "meget sandsynligt”, at samkgring af data
til brug for prediktion og tidlig intervention er geengs praksis
inden for arbejdet med udsatte bgrn og unge indenfor de nae-
ste fem ar®. Det er derfor veerd at tilfgje endnu et argument,
som socialforskeren Eileen Munro meget steerkt fremdrager i
sin artikel ”Predictive analytics in child protection”®:

Ngjagtigheden i en social sandsynlighedsberegning afhaen-
ger altid af tre faktorer: Folsomhed (hvor mange tilfzelde af
udsatte bgrn vil systemet identificere fra den samlede maeng-
de - de sandt positive). Specificitet (hvor mange familier, hvor
bgrnene ikke er udsatte, vil systemet identificere korrekt).
Basistal eller prevalens (hvor almindeligt er faenomenet i be-
folkningen som helhed).

Alle disse tre variable er afggrende for ngjagtigheden, men
allermest basistallet. Lad os eksempelvis antage, at fglsom-
heden er 90 procent, specificiteten 80 procent og prevalensen
10 procent. I sa fald vil 27 procent af de undersggte familier
komme ud med et positivt resultat, som imidlertid vil veere
falskt i to tredjedele af tilfaeldene. Men falder prevalensen til
f.eks. 2 procent (hvilket vel er tettere pa sandheden, i hvert
fald i Danmark), vil 91procent af de udpegede familier vaere
falsk positive!

5. DEN ETISKE FORDRING

Fra K.E. Lggstrup ved vi, at den etiske fordring opstar i det
sanselige mgde med medmennesket. Som det hedder: “Vi
kan ikke have med et andet menneske at ggre uden at holde
noget af dets skabne i vores haender.”

Socialradgiveren iagttager borgeren og bemserker en trak-
ning om munden. Eller en nervgs Klgen pa handleddet. Eller
en anspendt treethed. Hun bemaerker udtrykket i et barnean-
sigt, der ikke far den gnskede respons fra moderen. Eller hun
spiler naeseborene op og fornemmer lugten af alkohol.

Det er roden til en raekke etiske udfordringer, der uom-
gaengeligt ledsager digitalisering i omsorgsfagene. Medar-
bejderens etiske impuls udspringer ikke af at betragte data,
ikke umiddelbart. At leese pa skeermen: “borgeren virker an-
spaendt”, dét udlgser ikke den samme impuls, som selve iagt-
tagelsen ggr. Og det siger sig selv, at det triste tonefald og
den alkoholiske dnde har ingen virkning pa maskinen. I di-
gitaliseringslitteraturen stgder man af og til pa argumen-
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ter for, at en algoritme kan opbygges etisk - eller at den kan
veere mere eller mindre etisk. Det opfatter vi som udtryk for
en generel uvidenhed om, hvad etik overhovedet er. Det eti-
ske dilemma og lgsningen af det i form af et etisk skgn er al-
tid situationsbundet til den bestemte kontekst, hvorimod den
algoritmisk styrede maskine kun kan bygge pa kontekst-uaf-
haengighed og pa standardiserede malangivelser™.

Vi finder, at automatiserede afggrelser kan veere ok, nar
det drejer sig om standardsager, som f.eks. udmaling af be-
stemte ydelser. Men nar det drejer sig om sarbare bgrn og
sarbare voksne, er enhver standardisering uetisk - i den helt
elementaere forstand, at et menneskes situation hele tiden
@ndrer sig, og netop dét er det den professionelle radgivers
opgaver at holde gje med.

Allermest etisk problematiske er de teknologier, vi kalder
prediktive og forebyggende. Hvorfor? Fordi de vil fastlaeg-
ge fremtiden ud fra nutiden. Siden de fgrste mennesker gik
pa jorden, har fremtiden altid veeret kendetegnet ved, at der
kunne ske noget uventet. En kunne fortryde, en anden kun-
ne bryde det forud fastlagte mgnster, en tredje kunne fi sit
liv eendret af en overraskende karliched. Nar det ser allersor-
test ud, 2dber vi pa det uventede. Det er det mest problema-
tiske ved at lade digitale teknologier fortreenge det socialfag-
lige skgn: Med prediktive algoritmer lades alt hab ude.

Derfor er vores konklusion: Lad os digitalisere, hvor det
giver mening. Lad os fi4 moderne, velfungerende og smidige
fagsystemer, som fritager sagsbehandlerne fra at spilde de-
res tid pa programmer, der er langsomme og géar ned; alt for
mange klik og indtastninger af de samme oplysninger flere
steder; systemer pa samme omrade, der ikke taler sammen
osv.™. Lad os udvikle algoritmisk baserede systemer til sidan
noget som at betale regninger, og systemer, der kan laegge op
til beslutninger pa enkle, afgreensede omrader, hvor der gael-
der faste kriterier, f.eks. indkomst.

Men Iad os holde os fra at automatisere visitationsproces-
ser, undersggelsesarbejdet, de socialfaglige analyser, afggrel-
ser, opfglgning og den lgbende dialog med udsatte bgrn unge
og voksne. Og lad ikke borgernes primaere indgang til forvalt-
ningen og fagpersonerne forega via selvbetjeningsportaler og
chatbots, hvor alt for mange vigtige nuancer gar tabt.
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