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Abstract

Modeling of spectral properties of extended chemical systems, such as the case of a

solute in a solvent, is often performed based on so-called hybrid models in which only

part of the complete system is given a quantum chemical description. The remaining

part of the system is represented by an embedding potential treating the environment

either by a discrete or continuum model. In order to successfully make use of mini-

mally sized quantum chemical regions, the embedding potential should represent the

environment as authentic as possible. Here, the importance of exactly such an accurate

description of the embedding potential is investigated by comparing the performance of

the Polarizable Embedding scheme against larger sized full quantum mechanical calcu-

lations. Our main conclusion is that as long as the solute and solvent do not overlap in
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their absorption spectra, the Polarizable Embedding approach shows results consistent

with full quantum chemical calculations. For partly overlapping absorption spectra

the Polarizable Embedding approach can furthermore successfully be expanded within

a Frenkel exciton approach based on only economical monomeric quantum chemical

calculations. Thus, by extending the Polarizable Embedding scheme to the exciton

picture it is possible to cover computations of the whole absorption spectrum and still

reduce the computational cost compared to costly cluster calculations.

1 Introduction

In recent years, a lot of effort has been devoted to development and benchmarking of compu-

tational procedures aimed at calculating molecular response properties of chromophores in

their natural environments such as in a solvent, a protein or another bio-structure. Because

molecular response properties are coupled to the electronic structure of the molecule in ques-

tion, such calculations require at least a partial quantum mechanical treatment, which in

many cases is challenging due to the generally large size of the considered molecular systems

and the associated computational cost of such calculations.

The continued concerted development of novel efficient algorithms and computer archi-

tectures has made it possible to perform quantum chemistry (QC) calculations on very big

systems as highlighted recently in Ref.1 Unfortunately, the procedure of simply increasing

the size of the system treated with quantum mechanics (QM) still suffers from relative high

computational cost especially when studying bio-molecular systems,2 where effects of nu-

clear dynamics can play a crucial role. Usually such dynamics is handled by coupling the

quantum mechanical method to e.g. molecular dynamics. In addition to this, problems with

methods rooted in density functional theory (DFT) have been observed when increasing the

size of the molecular system,3 despite of DFT being the most used method for treating big

molecular systems. Such problems usually show up in finite cluster representations of the

system considered and leads, in the case of solute-solvent systems, to artificially edge effects.4
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Hence, alternative methods to large cluster QM calculations seem to be well justified.

One typical approach to overcome the computational scaling when considering QM cal-

culations on big systems is to apply hybrid quantum-classical methods, where the system

of interest is divided into subsystems.5–7 Here, the central part of the system (e.g. a chro-

mophore) is treated with QM while the surroundings are treated as either a dielectric po-

larizable medium8 or with a molecular mechanics (MM) based method, which allows much

larger systems to be investigated. The clear advantage of the latter approach is that the

structural details of the environment are preserved. The balance between computational cost

versus adequate precision necessitates new models to be developed to imitate the surround-

ings in a fashion where accuracy and computational cost are balanced at the appropriate

level depending on the questions to be answered.

The polarizable embedding (PE) model is a fragment based quantum-classical approach

tuned to compute spectroscopic properties.9 For a recent perspective on the background

for the Polarizable Embedding method we refer to Ref.10 In the PE method, atoms in

the MM region are typically assigned distributed multipole moments up to quadrupoles

to represent the static charge distribution of the environment. In addition polarizabilities

are added to describe environmental polarization effects. These polarizabilities are usually

approximated to be frequency independent, however, frequency dependent polarizabilities

can also be used.11 The polarizabilities give rise to an explicit description of polarization in

the environment which is determined in a self-consistent manner, leading to a fully coupled

description of polarization between the QM and the MM regions. The PE model is generally

able to provide results that are consistent with full QM calculations, but benefits from

significantly reduced computational cost as exemplified in a recent study of the predicted

electronic absorption spectrum of the Green Fluorescent Protein.12 It has been applied in the

computation of optical properties over a wide range of target systems: from solute-solvent

systems9,13 to more complex setups with chromophores embedded in large biological systems

as proteins14,15 or nucleic acids.16
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Recently, the PE model has also been formulated and applied in the context of the Frenkel

exciton Hamiltonian17 in order to compute excitation energies and electronic couplings be-

tween chromophores in multi-chromophoric proteins, where a given chromophore is coupled

to other chromophores embedded in the protein through excitation energy transfer.18 The

use of the exciton model allows for a straightforward computation of coupled optical proper-

ties, and constructing the Frenkel Hamiltonian from properties derived form PE calculations

represents an appealing procedure, especially for systems where the absorption spectrum of

the chromophore is overlapping with the absorption spectrum of the surroundings.

In this work we compare different approaches to compute absorption properties of two

model chromophores (two thioester analogs of the photo-active yellow protein (PYP) chro-

mophore) in different solvent environments. For this we will rely on the standard PE ap-

proach and here investigate the requirements regarding the size of the QM system in order

to reach results comparable to full QM calculations. Next, we will investigate the possibility

of reducing the size of the QM region by coupling the PE approach to the exciton picture.

For a coherent presentation we will begin the next section by shortly review the theoretical

background of the PE approach as well as its coupling to the Frenkel picture.

2 Theoretical Background

Introducing the effect of the solvent environment through the polarizable embedding scheme

allows for mutual polarization between the core QM region and the surrounding MM re-

gion. In the PE-DFT formalism this response is included through the effective Kohn-Sham

operator given by:9

f̂ eff = f̂KS + v̂PE. (1)

The Kohn-Sham operator, f̂KS, includes all internal interactions in the isolated QM region,

whereas the PE operator, v̂PE, describes the pertubation on the QM region exerted by the
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environment, i.e. the embedding potential. The PE operator has two overall contributions19

v̂PE = v̂es + v̂ind. (2)

The electrostatic operator, v̂es, represents the potential arising from the permanent multi-

poles in the surrounding region and is given by

v̂es =
S∑

s=1

K∑
|k|=0

(−1)|k|

k!
M (k)

s V
(k)
s,el (3)

Here, M
(k)
s is the kth order multipole moment at site s, and the operator, V

(k)
s,el , provides the

kth order derivative of the electronic electric potential at site s.19 k is a three-dimensional

multi-index notation of multipoles implying that k = 0 is the notation for a monopole (point

charge), k = 1 is a dipole and so forth.

The second term in eq 2 is the induction operator, v̂ind, which includes the environmental

polarization here treated at the level of induced dipoles:9

v̂ind = −
S∑

s=1

µind
s (Ftot)Fs,el (4)

Here, Fs,el, is the electronic electric field vector, whereas µind
s (Ftot) represents the induced

dipoles effected by the total electric field at the specific polarizable site. The induced dipoles

are determined self-consistently leading to mutual polarization between the QM and MM

region. To enable calculations of excited states, as well as general response properties,

the PE model has been formulated within the concepts of quantum mechanical response

theory.9,20Thus, this extension of PE provides direct access to spectroscopic properties in

embedding calculations.

Recently, the PE model was further extended to the case of multi-chromophoric systems

by formulating PE within the Frenkel exciton picture.17,18 In this picture the excitation of M
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molecules in a substance can be described trough the many-particle wave function defined

as the Hartree product of the mth molecule in the pth excited state, φp
m, and the remaining

molecules in their ground states

Φp
m = φp

m

M∏
n 6=m
m=1

φ0
n = φ0

1φ
0
2 . . . φ

p
m . . . φ

0
M . (5)

The linear combination of all possible (single molecule) excited state Hartree products equals

the kth exciton, Ψk,

Ψk =
M∑

m=1

∑
p

Ck
m,pΦ

p
m. (6)

The coefficients for the mth molecule in excited state p of the kth exciton, Ck
m,p, are found

from diagonalization of the Hamiltonian matrix which is given by

Ĥ =
M∑

m=1

∑
p

εm,pâ
†
m,pâm,p +

M∑
m

M∑
n6=m

∑
p,q

Jpq
mn(â†m,pân,q + â†n,qâm,p). (7)

Here, the first term includes the site energy of the mth molecule in the pth excited state.

In the PE-DFT framework, the site energy is the excitation energy related to a single chro-

mophore.18 â†m,p is a creation operator that creates the pth excited state on molecule m,

and âm,p is the corresponding annihilation operator. The second term in eq 7 describes the

transfer of the excitation between molecule m and n. Jpq
mn is the exciton coupling between

molecule m in the pth excited state and molecule n in the qth excited state, which, when

calculated in presence of a polarizable environment, has two overall contributions21

Jpq
mn = Jpq

mn
(0) + Jpq

mn
(1) . (8)

The direct interactions between molecule m and n are covered by the zeroth order term,

Jpq
mn

(0), whereas the second term (Jpq
mn

(1)) accounts for the response of the polarizable envi-

ronment. Both the zeroth and the first order terms of Jpq
mn involve the transition densities
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of molecule m and n. In this work we choose to evaluate Jpq
mn using a set of atomic par-

tial charges fitted to reproduce the electrostatic potential of the transition density with a

constraint to reproduce the transition dipole moment of the excitation. This atomic partial

charge method is found to be highly efficient with respect to accuracy and computational

costs.18 Within this point charge representation of the transition density potential the first

term of eq 8 becomes22

Jpq
mn

(0) ≈
∑
i∈m

∑
j∈n

qTi q
T
j

|ri − rj|
. (9)

The atomic partial charges, qTi and qTj located at points ri and rj, here chosen to be atomic

positions, are fitted to represent the potential of the transition density of molecule m and n,

respectively. We assume that the distance between the molecules m and n is large enough

to neglect electron exchange, and are therefore content with only including the Coulomb

coupling presented in eq 9.

With an atomic partial charge model to represent the potential of the transition density

the last term in eq 8 is written as18

J (1)
mn ≈ −F

({
qTm

})
BF

({
qTn

})
(10)

Here, F is transition electric field vectors at the polarizable sites calculated from the elec-

tronic transition density fitted charges located at the atoms in molecule m and n, respec-

tively. The matrix B is the classical response matrix which is exactly the same matrix as

used for determination of the electronic ground state induced dipole moments entering the

embedding potential for determination of the electronic ground state of a given chromophore.

Having both the site energies and the exciton couplings available, the Frenkel Hamiltonian

can be diagonalized, and the corresponding eigenvectors and eigenvalues (exciton transition

energies) can be derived. From this, the wave function of the kth exciton (eq 6) and the

exciton linear absorption stick spectrum is then obtained from the oscillator strength of the
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kth excited state

fk =
2

3
∆Ek

m,p

∣∣∣∣µT
k

∣∣∣∣2, (11)

with the exciton electric transition dipole moment, µT
k , for the kth exciton is given by

µT
k =

M∑
m=1

∑
p

Ck
m,pµ

T
m,p. (12)

We note that the exciton coupling model is straightforward to apply to multi-chromophore

systems since only one molecule is treated with QM at any one time thus keeping the

computational costs down. As such, the exciton coupling model can be used to treat solute-

solvent systems where the solvent molecules might become part of the exciton simply by

treating some of the solvent molecules as chromophores and thus contributing to the explicit

description of the delocalized excitation. This exciton procedure is compared to calculations

where the same solvent molecules have been included directly in the QM part of the system.

Thus, the question of whether or not the use of an exciton model allows for a (further)

reduction of the size of the system treated using QM in cases where the solvent can be

considered part of the excitation process, will be answered.

3 Methodology

Geometries of two thioester analogs of the PYP chromophore (shown in Figure 1) solvated

in water were obtained from previous work by Milanese et al.23 based on molecular dynamics

(MD) simulations in TIP3P24,25 water. The two analogs are, respectively, the neutral trans-

thiophenyl-p-coumarate, (1), and the anionic form of it (2). 19 solvated structures of 1

and 2 in water were obtained from Ref. 23 and were used in this study without further

modifications. Additionally, MD simulations of 1 and 2 in chloroform (CHCl3) and in

dimethyl sulfoxide (DMSO) were performed to test solvent effects on absorption spectra,

as well as investigate the implication of applying the exciton model for systems where the
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Figure 1: Illustration of solutes 1 (left) and 2 (right).

absorption spectra of the solute and solvent are partially overlapping. In the case of the

solvent being CHCl3 the MD simulations were performed using the Amber14 package.26 The

solutes were solvated in a cubic box with a radius from the solutes of 20 Å. The general

Amber force field (GAFF)27 was used for the chromophore analogs and CHCl3 parameters

from Cieplak et al.28 were used to model the solvent. To equilibrate the systems, 1000 steps

of initial minimization followed by 1000 steps of minimization of the solvent keeping the

solute fixed with harmonic positional restraints were performed. After minimization, three

MD equilibration steps were performed using a stepwise procedure starting by heating the

system to 300 K over 20 ps with constant volume, after which the systems were allowed to

equilibrate at 300 K for 10 ps. The last equilibration step consisted of a 200 ps MD at 300 K

using periodic boundary conditions to assure that the system was completely equilibrated.

After equilibration 10 ns of Langevin dynamics were performed at a temperature of 300 K

and 1 atm pressure using a time step of 2 fs. Bonds involving hydrogens were constrained

with SHAKE29 in all MD runs. From the production run, snapshots were extracted from 1

ns every 0.5 ns for the full simulation yielding a total of 19 snapshots. For the one-photon

absorption spectra, the solutes and the nearest 400 solvents were included.

For the simulations of the solutes in DMSO, the MD simulations were performed with

Desmond.30,31 Both 1 and 2 were solvated in a cubic box of DMSO with a radius of 10

Å. The OPLS3e32 force field was applied for all molecules. The systems were relaxed using

Desmonds standard relaxation protocol before production runs within the constant-pressure,

constant-temperature ensemble using a pressure of 1 atm and a temperature of 300 K and

using SHAKE. Like the simulations in CHCl3, the production simulations were run for 10
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ns during which snapshots were extracted every 0.5 ns to be used in the simulations of the

spectra and only the solutes and the nearest 400 solvents were included in later simulations.

3.1 One-Photon Absorption Spectra

The one-photon UV/Vis absorption spectra presented below were obtained from PE-TDDFT

calculation using the fully long-range corrected CAM-B3LYP33 functional and the 6-31+G*34,35

basis set. All PE-TDDFT calculations were performed in the Dalton program.36,37 In all the

presented spectra, the lowest lying 12 transition energies and oscillator strengths for all sys-

tems were used to compute absorption spectra broadened with Gaussian line shapes with a

broadening factor of 0.2 eV.

The solvent molecules were described using different embedding potentials when comput-

ing the one-photon absorption spectra. In PE-type calculations, a hierarchy of models are

usually introduced when describing the parameters entering Eqs. 3 and 4. The hierarchy is

based on the order of the static electric moments (0 for charge, 1 for dipole and so on) or the

polarizability tensors (0 for non-polarizable, 1 for isotropic and 2 for fully anisotropic dipole-

dipole polarizabilities). With such a definition, water can be described by either TIP3P38,39

(M0P0, i.e. a charge based model without polarizabilities), the WAT model40 (M0P1, i.e. a

charge based model with isotropic polarizabilities) or using a distributed multipole moment

expansion to second order (quadrupoles) on atoms and anisotropic electric dipole-dipole

polarizabilities also placed on atoms (M2P2). In this study, the M2P2 parameters were de-

rived by utilizing the LoProp approach41 employing the LoProp for Dalton script42 based

on integrals and response functions obtained also from the Dalton program package. M2P2

parameters are computed for each water molecule without reuse of any parameters. In the

calculation of the one-photon absorption spectra of the solutes solvated in CHCl3, the solvent

parameters were the CL340 model (M0P1). Similarly, the embedding parameters for DMSO

were the DMS40 model (M0P1).
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To quantify how a spectrum S compares with a reference spectrum Sref the integral43–45

δdev(S, Sref) =

∫ ω1

ω0
|S(ω)− Sref(ω)| dω∫ ωmax

ωmin
|Sref(ω)| dω

(13)

is evaluated using Simpon’s rule in SciPy.46 When two spectra are perfectly overlapping the

deviation, δdev(S, Sref), evaluates to zero. The integral limits ω0 and ω1 are defined in this

work by the frequency range of the presented spectra.

3.2 Systems

Because of the time-consuming nature of performing TD-DFT calculations, especially when

also taking averaging over multiple snapshots into account, this work is focused on the

effect of reducing the size of the QM region to a minimum whilst maintaining an accuracy

comparable to the use of larger QM regions.

3.2.1 Water

When using water as a solvent, a reference system (W) of either solute 1 or 2 is constructed

by including the 50 closest water molecules to either of the chromophores in the quantum

region with the remaining water molecules treated by the TIP3P water model. To study

the effect of demoting solvent molecules from the QM region to either one of the classical

potentials described above, several smaller systems based on W are constructed. Three

models, W1, W2 and W3 are constructed by replacing the 50 water molecules with TIP3P,

WAT and M2P2, respectively. Additional models based on W1, W2 and W3 were also con-

structed where the water molecules thath are hydrogen-bonding to the solutes are included

in the QM region. For all W1, W2 and W3 the remaining solvents surrounding the 50

specified solvents are still treated as TIP3P.
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3.2.2 Chloroform

For systems with CHCl3 as solvent a reference system (C) of either solute 1 or 2 was

constructed from the first snapshot extracted from the MD simulation with the chromophore

and the 12 closest CHCl3 molecules included in the QM region. The remaining CHCl3

molecules were treated with the CHL model. A single model was constructed where CHCl3

in the QM region was replaced with the CHL model (C1). Also, a model where only CHCl3

within 3.0 Å were included in the QM region was constructed (C2). For C1 and C2 the

remaining CHCl3 were still treated with the CHL model.

3.2.3 DMSO

For systems with DMSO as solvent, the reference system (D) was constructed from the first

snapshot extracted from the MD simulation, again with only the 16 closest DMSO molecules

included in the QM region. The remaining DMSO molecules were treated with the DMS

model. Similarly to the CHCl3 systems two models were subsequently generated (D1 and

D2) where, respectively, all DMSO solvents in the QM region are replaced with the DMS

model or only DMSO within 3.0 Å were included in the QM region and the remaining solvent

molecules were treated with the DMS model.

3.3 Exciton Absorption Spectra

One-photon absorption spectra were also computed using the exciton model presented in

Section 2 at the level of theory presented in Section 3.1. All calculations were performed

only on the W3, C2 and D2 systems, i.e. structures with only the solvent molecules closest

to the chromophore included in the QM region. The exciton approach is tested for accuracy

compared to the traditional cluster approach.
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4 Results and Discussion

It has previously been shown that using an appropriate embedding scheme to describe the

MM region can considerably reduce the size of the QM region and thus the computational

time without compromising accuracy.12,47 Any deficiencies in reproducing the spectra found

in this first part of the study will be attempted to be corrected for using a bottom-up

approach by including more solvent molecules in the QM region, or as shown in the last part

of the section, though the exciton approch .

4.1 Small QM Region Compared with Reference

4.1.1 Water

The reference one-photon absorption spectrum computed for solutes 1 and 2 in water (Fig-

ure 2, black lines) is compared with the three approximate models using only the first

snapshot from the MD simulations. This is done to compare the effect of replacing water

molecules described by QM and demoting them to classical models as explained in the com-

putational details section above. Focusing initially on solute 1 (Figure 2A), the effect of
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Figure 2: Absorption spectra computed with a minimal QM region for solutes 1 (left) and
2 (right) in water. The reference spectrum is shown in black.

replacing all 50 water molecules in the QM region with TIP3P water (W1) is observed to

reproduce the overall features of the absorption spectrum with three peaks at 5.2, 5.9 and
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6.8 eV, respectively. It is here noted that the spectrum is shifted 0.1–0.2 eV to the right for

all peaks and that using TIP3P water fails to reproduce the shoulder observed on the central

peak at around 6.2 eV. On the other hand, using either the polarizable WAT water model

(W2) or the polarizable M2P2 model (W3), this shoulder is reproduced. Additionally, it

is also observed that the peak positions are much better reproduced (0.0–0.1 eV), especially

for the first two peaks. This indicates that mutual polarization effects between solute and

solvents are the major contributor to reproduce these low-lying excitations. The improve-

ment of using WAT or M2P2 over TIP3P for solute 1 is also evident when evaluating eq 13

where the computed deviations to the reference are 0.72, 0.45 and 0.16 for W1, W2 and

W3, respectively. The absorption spectrum for solute 2 (Figure 2B) shows only one major

peak in the low energy area (3.3–3.4 eV) while several peaks of lower intensity are observed

at higher energies (4.3–6.2 eV). Here, it is observed that all models reproduce the placement

and height of the first peak. TIP3P (W1) shows several deficiencies with the peaks in the

rest of the spectrum, whereas the two other models (W2 and W3) reproduce the spectrum

to a better extent. There is, however, an indication that for M2P2 there might be over-

polarization effects because the major peak position is shifted 0.1 eV to a peak position of

3.5 eV. The latter is also evident when evaluating eq 13 where the observed deviations are

0.59, 0.52 and 0.63 for W1, W2 and W3, respectively, i.e., overall slightly worse than for

the neutral solute.

As expected the overall polarization effects are observed to be important when replacing

QM waters with MM waters. However, the difference observed between the WAT and

M2P2 water models is minor and for one-photon absorption properties not observed to

be significant. The M2P2 model is computed for each water molecule individually and this

adds both complexity and simulation time when performing simulations. As observed in

earlier work,40 hybrid models combing WAT with M2P2 have been observed to provide an

excellent compromise keeping M2P2 waters near the QM region with the rest either being

treated with WAT or TIP3P. Nonetheless, such hybrid models are not investigated in this
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work.

4.1.2 Chloroform

Solvating solutes 1 and 2 in CHCl3 gives the one-photon absorption spectra presented in

Figure 3 in black. Here, comparison with only the polarizable CHL model is done for the

first snapshot. As was observed for water in the previous section, the prediction of the first

4 5 6 7
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Figure 3: Absorption spectra using minimal QM region for solutes 1 (left) and 2 (right) in
CHCl3.

major peak, here observed at around 4.1 eV for solute 1 (Figure 3A) and 3.2 eV for solute

2 (Figure 3B), is reproduced with good accuracy using the CHL model with only the peak-

height being overestimated somewhat. The high-energy region of the spectra predictions of

peaks 2 (5.5 eV) and 4 (6.6 eV) are somewhat reproduced for solute 1 with the CHL model,

whereas the third peak (6.0 eV) deviates by 0.2 eV and is predicted to be more intense than

the reference calculation. A similar observation is made for solute 2 where all minor peaks

are shifted 0.2–0.4 eV and the last predicted peak (5.5 eV) is also predicted to be 5 times

more intense active than what the reference spectrum suggests. The deviations from the

reference spectrum computed from eq 13 is 0.45 for both solutes.
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4.1.3 Dimethyl Sulfoxide

In DMSO, the reference one-photon absorption spectra are presented in Figure 4 (black)

for solutes 1 (Figure 4A) and 2 (Figure 4B). Replacing the quantum mechanically treated

DMSO molecules with the polarizable DMS solvent model yields the blue spectra in Figure 4

For the neutral solute 1, the obtained results are very much like the results obtained for both
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Figure 4: Absorption spectra using minimal QM region for solutes 1 (left) and 2 (right) in
DMSO.

water and CHCl3. The major peak at around 4.2 eV is reproduced with good accuracy (<

0.1 eV for the position) and in the high-energy range, the peak positions are shifted around

0.1 eV to the right. The peak heights are, however, reproduced with good accuracy. For

the anionic solute 2, the major peak at 3.3 eV is reproduced with very good accuracy also

in terms of peak height. Here, it is seen that only the 5+ eV range fails to reproduce the

reference spectrum. The deviations from the reference spectrum computed from eq 13 is

0.27 and 0.24 for solutes 1 and 2.

In summary, polarization effects are observed to be important for water where the non-

polarizable TIP3P embedding potential is shown to have shortcomings in reproducing large

QM/MM calculations. However, when addressing the same question looking at all three

different solvents, using a polarizable model yields results which are more comparable to

the reference calculation, especially in the low-energy region. For higher lying states there

appears, however, still to be discrepancies which are most likely due to coupling between
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the electronic states of the solute and the solvent and will be investigated in the following

sections.

4.2 Large QM Region Compared with Reference

Based on the comparisons made above, the next step is to re-introduce solvent molecules

into the QM region in order to remedy the discrepancies, particularly in the high-energy

region of the computed spectra.

4.2.1 Water

For solutes 1 (Figure 5A) and 2 (Figure 5B), hydrogen bound water molecules were re-

introduced into the QM region. For the first snapshot for each solute, this means that there

are, respectively, 4 and 8 water molecules included in the QM region. For the negatively

charged solute 2 the increased number of water molecules is due to more favorable inter-

actions with the surrounding water molecules. Again, the remaining water molecules are

5 6 7
Excitation Energy [eV]

0.0

2.5

5.0

7.5

10.0

Ab
so

rp
tio

n

AW1
W2
W3

3 4 5 6
Excitation Energy [eV]

B

Figure 5: Absorption spectra computed with a large QM region for solutes 1 (left) and 2
(right) in water. The reference spectrum is shown in black.

treated with either TIP3P, WAT or M2P2 embedding potentials. Compared to the results

obtained for the small QM region (Figure 2) there are definite improvements for solute 1

also when using TIP3P as an embedding potential. Specifically, progress is observed around

the central peak at 5.9 eV where all three embedding potentials are now reproducing this
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part of the spectrum as opposed to only the polarizable models in the previous section. This

again confirms that the peak position and intensity are dominated by mutual polarization

of the solutes and the solvents. Considering that even the peak around 6.7 eV is observed

to improve for all three embedding potentials, it is suggested that the effect has character

of energy transfer instead of being influenced by polarization effects. It is noted that the

position of the peak around 5.0 eV is still poorly reproduced by the TIP3P potential. For

solute 2, similar conclusions can be made where an overall improvement across the entire

spectrum is observed. This is valid for both the peak position (3.3 eV) in the low-energy

regime and also for the higher energy excitations. However, at the peak around 5.3 eV a

shift of 0.1 eV is observed for the polarizable models. This discrepancy is most likely due

to over-polarization effects which could probably be ameliorated by including some form of

damping when solving for the induced moments.19

When computing the deviations of the spectra to the reference spectrum for solute 1

one obtains 0.38, 0.27 and 0.24 for W1, W2 and W3, respectively. This is, for W1 and

W2 almost an improvement by a factor of two. However, because the spectrum for model

W3 with the small QM region was very good (δdev = 0.16), an increase in deviation is

observed for the large QM region to 0.24. Similar results are obtained for solute 2 where the

improvements for all three water models are almost a factor of three for TIP3P (W1) down

to a more modest improvement for the M2P2 potential (W3) of a factor 1.4.

4.2.2 Chloroform

Spectra computed for solutes 1 and 2 with all CHCl3 molecules within 3.0 Å promoted to

the QM region are presented in Figure 6A and Figure 6B, respectively. The major peak

at 4.1 eV for solute 1 is reproduced with better accuracy than for the minimal QM region

(Figure 3) with especially the peak height showing an improvement. However, the peaks at

6.1 eV and 6.4 eV show little to no improvement. For the anionic solute 2, however, the

high-energy peak that was observed at 5.5 eV in Figure 3 is absent and the spectrum is all

18



4 5 6 7
Excitation Energy [eV]

0.0

2.5

5.0

7.5

10.0
Ab

so
rp

tio
n

AC2

3 4 5 6
Excitation Energy [eV]

B

Figure 6: Absorption spectra computed with a large QM region for solutes 1 (left) and 2
(right) in CHCl3. Reference spectrum shown in black.

over improved also at the major peak around 3.1 eV. When increasing the size of the QM

region the computed spectra reproduce the reference spectra more accurately than for the

small QM region. For solute 1 a modest improvement from 0.45 to 0.35 is observed, but

solute 2 improves significantly from 0.45 to 0.15.

4.2.3 Dimethyl Sulfoxide

Spectra computed for solutes 1 and 2 with all DMSO molecules within 3.0 Å promoted

to the QM region and the remaining DMSO molecules emloying the DMS solvent model

are presented in Figure 7A and Figure 7B, respectively. For both solute 1 and 2 clear
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Figure 7: Absorption spectra computed with a large QM region for solutes 1 (left) and 2
(right) in DMSO. Reference spectrum shown in black.
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improvements are observed when compared to the spectrum obtained for a minimal QM

region (Figure 4). All major peaks are reproduced both in terms of position and peak

height with the only minor disagreement observed around the peak at 5.6 eV for the neutral

solute 1. Compared to the reference spectrum this is considered to be negligible which is

confirmed with deviations computed using eq 13 that are 0.07 and 0.05 for solutes 1 and 2,

respectively which are clear improvements from the small QM regions which were 0.27 and

0.24, respectively.

4.3 Exciton Based Large QM Region Compared with Reference

Based on the exciton model presented in Section 2, absorption spectra were computed on the

same structures as was done in the previous section, but from the exciton transition energies

and the exciton oscillator strength (eq 11). The resulting spectra using the exciton model

for solutes 1 and 2 in water are presented in Figure 8. As was observed for the systems
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Figure 8: Absorption spectra of solutes 1 (left) and 2 (right) computed with the exciton
model in water.

with the large QM region (Figure 5 for water), the use of an exciton model also improves

the resulting spectra compared to only including the solute in the QM region (Figure 2).

Because the mid- to high-energy regions are close to the excitation energies of water this

is expected. The peak positions at 5.0 eV and 5.9 eV are well-reproduced for the neutral

solute (Figure 8A) with a 0.1 eV shift observed for the high-energy peak at 6.7 eV. For
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the anionic solute (Figure 8B) the low-lying peak at 3.3 eV is observed be to shifted by an

equal amount (+0.1 eV) as observed in Figure 2B when using the M2P2 potential. This
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Figure 9: Absorption spectra of solutes 1 (left) and 2 (right) computed with the exciton
model in CHCl3.

could indicate, as stated before, an over-polarization that cannot be ameliorated by using

an exciton model for this particular system. Computing the deviation from the reference

spectrum (see Table 1) also confirms that the behavior is more like the small QM region

with a deviation of 0.64. Either damping19 of the induced moments or the WAT potential

(as was observed in Figure 2B) could be employed for a better result. Similarly, both CHCl3

(Figure 9) and DMSO (Figure 10) systems are observed to display an accuracy that lies

between small and large QM regions presented above. Absorption spectra for solutes 1 and

2 in CHCl3 are presented in Figure 10. Here, it is observed that for solute 1 the accuracy

is more similar to the results obtained for the small QM region, emphasizing that other

inter-molecular interactions than the solute-solvent Coulomb interaction are responsible for

the considerable improvement observed for the large QM region (Figure 6). This is also

confirmed when computing the deviations in spectra from the reference where 0.44 and 0.29

are obtained using eq 13. A similar conclusion is obtained for solute 2 in CHCl3. For solute

1 in DMSO, there is an overall good agreement with the reference spectrum in both the

low- and high- region of the spectrum. As was observed for water, however, solute 2 shows

a minor shift (<0.1 eV) of the major peak at 3.2 eV which again must be contributed to
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Figure 10: Absorption spectra of solutes 1 (left) and 2 (right) computed with the exciton
model in DMSO.

a polarization effect. The remaining spectrum is represented with good accuracy both the

small peak around 4.0 eV and the slightly larger peak at 5.1 eV. The deviations for solute

1 and 2 are, respectively, 0.26 and 0.56. The latter result is about a factor of two worse

than purely using the small QM region (0.24) but the deviation stems mostly from the slight

shift in the major absorption peak and the increase in absorption from 5.3 eV to 6.0 eV. In

Table 1: Computed deviations between a reference absorption spectrum, Sref , of water and
spectra for small, Ssmall, or large, Slarge, QM regions or exciton based Sexciton.

W1 W2 W3 C2 D2
1 δdev(Ssmall, Sref) 0.72 0.45 0.16 0.45 0.27

δdev(Slarge, Sref) 0.38 0.27 0.24 0.35 0.07
δdev(Sexciton, Sref) 0.21 0.44 0.26

2 δdev(Ssmall, Sref) 0.59 0.52 0.63 0.45 0.24
δdev(Slarge, Sref) 0.22 0.22 0.45 0.15 0.05
δdev(Sexciton, Sref) 0.64 0.28 0.56

conclusion we find that the exciton based model is able to reproduce a reference spectrum

for all tested solvents with good accuracy by combining multiple chromophore calculations.

The accuracy of the exciton model is, however, not exceeding the corresponding results

based on the use of the large QM region. All computed deviations for the water spectra are

summarized in Table 1.

22



4.4 Averaged Spectra
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Figure 11: Averaged absorption spectra for solutes 1 (left) and 2 (right) in all tested solvents
computed using PE-TDDFT cluster calculations (solid lines) and the exciton (dashed lines)
model.

Based on the analysis above it is clear that adequate results, when compared to much

larger reference calculations, can be obtained both with the traditional PE-TDDFT ap-

proach using large QM regions (models W3, C2 and D2) or with the exciton approach.
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Traditionally, averages over multiple snapshots are carried to potentially make comparisons

with experimental results. In this section, averaged spectra computed with the PE-TDDFT

approach are compared directly with averaged spectra from the exciton model. These re-

sults are presented in Figure 11 with solid lines (PE-TDDFT) or with dashed lines (exciton

model) and it is noted that only polarizable embedding potentials are used: WAT for water,

CHL for CHCl3 and DMS for DMSO.

The major difference between the two solutes (1 and 2) in all three solvents is the very

definitive major peak at 3.5 eV for water (Figure 11B), 3.1 eV for CHCl3 (Figures 11D) and

3.5 eV for DMSO (Figure 11F) which is absent for the neutral solute shown in Figures 11A,

11C and 11E, respectively. For PE-TDDFT, the neutral solute shows no clear absorption

peaks for water and only minor definitive peaks in the 4.0–4.4 eV section of the spectrum for

DMSO and CHCl3. The averaged spectra computed using the exciton-based model (dashed

lines) are quite similar to the PE-TDDFT spectra where it is observed that the overall line

shapes of the exciton spectra reproduce the spectra obtained with PE-TDDFT. For water,

a high-energy peak at 6.8 eV is observed to be more pronounced with the exciton model in

Figure 11A, and this is likely due to an increased interaction with the surrounding water

molecules through the interaction presented in eq 8.

5 Conclusions

In this paper several approaches to compute the one-photon absorption spectrum of the

neutral and anionic thioester analogs of the PYP chromophore solvated in either water,

chloroform or dimethyl sulfoxide were investigated. All approaches made use of the Po-

larizable Embedding model potentially combined with the Frenkel exciton model to obtain

absorption spectra. First, it was investigated how the different embedding schemes per-

formed when only the chromophore was included in the QM region, i.e. a minimal QM

region, and the remaining system was treated with classical models. Here, it was found that
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representing the solvent using polarizable models in general resulted in spectra comparable

to the reference spectrum. It was clear that the low-energy region of the spectrum was more

accurately reproduced compared to the high-energy region. The non-polarizable TIP3P wa-

ter model was on the contrary found have some problems reproducing the reference spectrum

both in the low and high energy regions, which was clear when compared to the polarizable

water models. Thus, use of minimal quantum regions should in such cases as considered

here be performed in combination with the use of a polarizable model for description of the

solvent.

Next, the QM region was expanded to include solvent molecules closest to the chro-

mophore. For water, this meant that all hydrogen bonded water molecules were included,

whereas for chloroform and dimethyl sulfoxide it was all solvent molecules within a radius of 3

Å from the chromophore. Overall, this expansion of the QM region corrected a considerable

amount of the discrepancies observed for the minimal-sized QM regions, and particularly

improvements in the high-energy region of the computed spectra were observed. However,

some dissonance between the use of polarizable water models and the reference spectrum

were observed for the anionic solute. The concern was especially one peak in the high energy

region of the spectrum, which was ascribed to most likely be due to over-polarization effects.

Lastly, the Frenkel exciton Hamiltonian was constructed by considering the solvent molecules

from the large QM region. These results were compared to the result of the full QM cluster

calculations. In general the exciton model reproduced the reference spectra for all three

solvents with an accuracy comparable to be between the small and large QM calculations.

This was observed as minor peak shifts in both the chloroform and the dimethyl sulfoxide

(for the anionic chromophore) spectra, which most likely is due to over polarization effects.

Thus, this study confirms that the expensive QM cluster calculations can be replaced with

lower cost Polarizable Embedding exciton model calculations to a good approximation.

In the future, studies with full spectral overlap such as pure liquids will be investigated

where the exciton model surely is applicable.
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