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ABSTRACT With the increased level of penetration of distributed generators (DGs), renewable energy 

sources (RESs) in microgrids (μGs), the impact of damping, and low inertia effect on the grid stability 

increase in the situation of uncertainties. This leads to some important issues that happened in the power 

systems such as power fluctuaCVtions due to the variable nature of RESs, frequency regulation degradation, 

voltage rise, and excessive supply due to full DGs generation in the grid electricity. A solution to improve 

the stability is to provide inertia virtually by virtual synchronous generators (VSGs) that can be created using 

an appropriate control mechanism. Therefore, to overcome the aforementioned challenges, a robust control 

strategy should be applied. In this study, a new adaptive control technique for on-line tuning the integral 

controllers’ gains for power charging/discharging of plug-in electric vehicles (EVs) has been proposed using 

Harris hawks optimization (HHO) based Balloon Effect (BE) supported by a virtual inertia controller 

considering high-level penetration of RESs in islanded and interconnected μGs. The main target is to regulate 

the suggested μG frequency powered by a PV power source and a diesel generator in the presence of random 

load variations and flexible loads for enhancing system robustness and validity in face of parametric 

uncertainties and disturbances. The time delay caused by the communication process between the area and 

the control center is considered for the interconnected μGs dynamic model. The discussion and analysis of 

the results show that the suggested control strategy has a better performance on frequency regulation, and 

maintaining the stability of the μG system as compared to another powerful controller called coefficient 

diagram method (CDM) in presence/absence of the virtual inertia control loop. 

KEYWORDS Virtual inertia control, renewable energy sources (RESs), plug-in electric vehicle (PEV), 

adaptive control, Harris hawks optimization (HHO), micro-grid (μG). 

1.   INTRODUCTION 

 

In recent years, a huge amount of generation from RESs 

such as wind power and photovoltaic has being predicted to be 

established into the power systems according to the global 

warming countermeasures and energy security. 

Frequency stability was secured by the large rotational 

inertia of synchronous machines in power systems due to its 

relieve various disturbances. The excessive growth of 

dispersed generation on a small-scale will lead to the decrease 

of the power system inertia constant, leading to instability and 

massive blackout in the grid [1]. A promising solution towards 

stabilizing such grids is to emulate the behavior of 

synchronous generator virtually into μGs for improving the 

system inertia, stability, and resiliency. For this purpose, VSG 

imitates the prime movers activity (inertia characteristics) [2, 

3], moreover, provides a basis for maintaining the share of 

DGs in the μG without sacrificing its stability and flexibility.   

A virtual inertia for DGs/RESs was established by using 

a short-term energy storage with a power electronics 

inverter/converter and a suitable control mechanism. These 

mechanisms were known as a virtual synchronous generator 

(VSG) or virtual synchronous machine (VISMA) [2-4]. The 

concept of the VSG is initially relied on reproducing the 

dynamic characteristics of a real synchronous generator (SG) 

for DG/RES units based on the power electronics, in order to 

inherit the SG merits in enhancing stability. The principle of 

VSG can be applied either to a single DG, or to a group of 

DGs. The first application may be more suitable for DGs 

individual proprietors, while the second application is more 

economical and simpler to control from point of view of the 

network operator [2]. 
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Over the past few years, various control techniques were 

implemented based on the virtual inertia control to make 

strides in the μGs frequency stability [4–7]. A derivative 

controller-based virtual inertia is recommended to upgrade the 

frequency stability of the interconnected grid in [4]. A fuzzy 

logic control is proposed to implement a virtual inertial control 

to support island μGs frequency stability in [5, 6]. In [7], a 

robust H-infinity method based virtual inertia is proposed for 

analysis of islanded μG frequency stability considering high 

level of the RESs. In [8], a predictive model control (MPC) is 

proposed for a virtual inertial control application to counteract 

the high penetration level of RES in μG.  

In [9], the virtual inertia control is applied based on a 

method of estimating frequency response to improve the 

system stability by penetrating high wind power. The 

proportional–integral–derivative (PID) or proportional–

integral (PI) controller is considered one of the most common 

types of studying the frequency control issue because it has 

many benefits such as low cost and simplicity [10]. 

Additionally, it provides a trustworthy performance regardless 

of the disturbances and system parameters variation (i.e. 

system uncertainties) [11]. In [12], a coordinated control 

parameter set relies on a virtual inertia control for DFIG wind 

farms to guarantee both the stability of frequency and small-

signal in μGs.  

Based on the above control approaches, the uncertainty 

combinations were not designed and considered in either 

renewable power generators or load demand; however, a few 

research studies were undertaken on uncertainties in 

renewable resources for renewable power systems [13, 14]. 

The control strategy of virtual inertia is based on the rate of 

change of frequency (RoCoF) which calculates the deviation 

of system frequency to add an additional active power to the 

set-point, thus, this concept simulates the inertia properly, 

which contributes to the total inertia of the μG, enhancing 

transient frequency stability [15, 16].  

One powerful control strategy involving CDM was 

introduced in [17, 18]. Essentially, CDM is an algebraic 

approach applied to a polynomial loop in the parameter space, 

such a special schematic diagram called coefficient diagram, 

which is used as the vehicle to carry the necessary design 

information and as the criteria of good design [19]. 

The technological challenges of PEVs relevant to energy 

storage system are described in [20, 21]. There were a number 

of probabilistic charging models, which involved calculations 

of random variables associated with PV outputs, EV and grid 

loads to generate probability density functions [22, 23]. 

Recently, the increase of variable load demands and 

utilization of renewable sources is leading to system frequency 

fluctuations. This problem pushed the researchers to focus on 

the benefits of installing the EVs in μGs as flexible loads [24]. 

In [25, 26], EVs are installed in residential areas for frequency 

control in the smart μG system as a controllable load. 

Additionally, integrating an EV with a virtual power plant can 

help in solving the aforementioned issues [27].   

Some attempts have been made to implement 

optimization techniques to adjust control parameters due to 

their ability to address uncertainties and disturbances, and the 

participation of optimization techniques was appeared in 

many research papers as presented in [28-30]. Additionally, 

standard PI-LFCs that tuned off-line were used by 

optimization methods such as in [31, 32]. One solution to the 

complexity of the two-part adaptive load frequency control 

(LFC) is applying soft computing technique to optimize the 

LFC parameters directly [33-37]. 

On the other hand, a meta-heuristic optimization method 

called HHO [38] was used to determine the optimal value of 

the integral controller that controls the flexible loads according 

to system dynamics. HHO has more benefits, such as the ease 

of use, high speed convergence, less time calculation required, 

less depending on the set of initial values, does not need to 

tune its parameters unlike other heuristic algorithms during the 

computations, and solving the constrained/unconstrained 

optimization problems which makes it more powerful as 

shown in [26, 36, 37].  

One of the weakness point of the classic HHO application 

in the adaptive control problem can be expressed as follows: 

according to the nominal transfer function of the plant 

considering no load disturbance, the objective function was 

designed. Therefore, poor performance may occur at the 

moment of load disturbance, variations of system parameters. 

BE which is presented in [39, 40] was designed to make 

the optimizer more sensitive to the variations that affect the 

system, such as load variations and changes in the system 

parameters. It represents the effect of the system changes in 

the on-time system open loop transfer function, which is 

similar to the effect of air on balloon size. In addition, BE has 

designed to enable the HHO to work individually as an 

adaptive controller to tune the PID controller. 

For the aforementioned reasons, this paper proposes a 

new adaptive control strategy for plug-in EVs in an islanded 

single area and interconnected two area μGs for on-line tuning 

the integral controller’s gains of EVs by using the modified 

HHO based BE supported by virtual inertia controller. The 

suggested system is examined through the effect of frequency 

deviations and power fluctuations resulted from both random 

demand loads and RESs with the integration of the EVs. 

Digital simulation results have confirmed that the suggested 

strategy can be implemented effectively for LFC applications. 

The main contribution of this research is to design a new 

appropriate control mechanism for PEVs for the incorporation 

of frequency control in presence of RESs uncertainties and 

virtual inertia (as an auxiliary control loop) to guarantee an 

evasion of system instability, and diminish the impacts of 

system issues such as load disturbance and parameters 

variation. We also provide a novel solution to enhance the 

power and frequency deviations for islanded single area and 

interconnected multi-area μGs using adaptive control strategy 

(HHO based BE + virtual inertia) for on-line tuning the 

controller’s gains of PEVs. The concept of applied BE is to 

increase the interactivity and sensitivity of the optimizer 

(HHO) with the on-line system issues. 

About the possibility of a real world implementation of 

the proposed method: it has been applied for electrical system 
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applications in [40, 41] for tuning the gains of PID controller 

for LFC and the position control of a cart driven by an 

armature-controlled DC motor.   

 

2.  PROBLEM DESCRIPTION 
Since the power generation from RESs is variable, it leads 

to more fluctuations in power flow and frequency in the μG, 

which greatly affect the operation of the power system. 

Therefore, the high penetration of RESs makes the situation in 

μG worse due to low inertia; thus, creating a difficulty in 

stabilizing system frequency and voltage, which leads to 

weakening μG resiliency and stability. Moreover, random 

changes in the demand for load power caused a poor response 

to the common coupling voltage point and the transfer of 

active and reactive powers. As a result, sharp deviations that 

happened to system frequency have a negative impact on the 

control performance parameters in presence of high RESs 

power fluctuations and this will cause energizing of 

under/over-frequency relay and disconnect some loads. 

Therefore, a new coordination for stability issues has become 

a center of interest, especially for power system researchers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. SYSTEM CONFIGURATION 
3.1. Structure of single area μG 

The μG is a small power system, containing DG units, 

energy storage systems, and domestic loads. μG is distributed 

through low-voltage distribution systems and the electric 

power is generated mainly by DGs such as photovoltaic (PV), 

wind turbines (WT), hydro units, fuel cells etc. This research 

focuses on the isolated μG (base of 20 MW), which includes 

17 MW of random loads, 20 MW of non-reheated turbine 

power plant, 6 MW from the solar array, and 11.9 MW of 

electric vehicle units (2.38 for each unit) as shown in Fig. 1. 

In this study, the impacts of physical constraints such as 

the power plant generation rate constraints (GRC) and the 

speed governor’s dead band are considered when modelling 

the actual islanded μG. GRC limits the rate of the resulting 

power generation, which is given as 0.2 p.u. MW/min for the 

non-reheat μG. In this paper, the power variance of RESs such 

as PV solar power (∆𝑃𝑃𝑉), and load power (∆𝑃𝐿) are 

considered as disturbance signals. Figure 2 shows the studied 

μG dynamic model. The nominal parameters values for the μG 

are given in Table 1.   
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Fig. 1. Construction of single area μG. 

. 

 



 

4 
 

 

 

 

 

 

3.2 Virtual inertia control for μGs 
 

The RESs can have major effects on system inertia (H) 

when its penetration level increases. Whereas, RESs exchange 

the power to the μGs through power electronic devices (i.e. 

inverters/ converters). RESs based power converter interfaces 

are stationary devices without any rotating mass so that the 

associated inertia constant is roughly zero [42]. Hence, the 

system's total inertia will be reduced along with an increase in 

the RESs penetration level, which increases the system's 

frequency deviation. To work around this issue, virtual inertia 

control has been applied. The prime mover activity is 

mimicked to support the islanded μG frequency stability [8]. 

Therefore, the islanded μGs inertia response induced by RESs 

can be compensated by adding active power to the set point, 

which is simulated by the virtual inertia control block as 

shown in Fig. 3.  

 

 

 

 

 

 

The rate-of-change-of-frequency (RoCoF) function is 

used for many applications such as quick load shedding, to 

accelerate the operation time in over/under-frequency 

situations and to detect the grid loss. Therefore, the virtual 

inertia control strategy relies on RoCoF that calculates ∆𝑓 to 

add a compensation active power to set point of the islanded 

μG during high-level RESs penetration and emergencies [7]. 

 In addition, the prediction error of real-time using a 

relatively small timescale of minute will not affect frequency 

regulation [43]. Therefore, in the default virtual inertia model, 

the effect of frequency changes for output power limits is 

addressed as shown in Fig. 3. 

RoCoF is calculated using the derivative control, which is 

the main concept of the virtual inertia control as:  

 

𝑅𝑜𝐶𝑜𝐹 = [
𝑑(∆𝑓)

𝑑𝑡
]                                                                   (1) 
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Fig. 2. Block diagram of the studied μG. 
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Parameter 
D 

(pu/Hz) 

H 

(pu.sec)  

R 

(Hz/pu) 

Tg 

(sec) 

Tt 

(sec) 

Tinertia 

(sec) 

Kinertia 

 

KP 

 

TEV 

(sec) 

 KEV 

 

GRC 

(p.u.MW/min) 

 

Value 0.12 0.10 2.40 0.10 0.40 10.0 1.0 2.581 0.28 
 

1.0 20% 
 

 

. 

 

Table 1 Dynamic parameters of the islanded single area μG. 

. 
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Where the proposed control strategy supported by virtual 

inertia gives the desired power to the μG during the deviation 

of frequency when the RESs are penetrated highly as follows 

[7, 44]: 

  

∆𝑃𝑖𝑛𝑒𝑟𝑡𝑖𝑎 =
𝐾𝑖𝑛𝑒𝑟𝑡𝑖𝑎

𝑠𝑇𝑖𝑛𝑒𝑟𝑡𝑖𝑎  1
[
𝑑(∆𝑓)

𝑑𝑡
]                                        (2) 

 

Where, 𝑇𝑖𝑛𝑒𝑟𝑡𝑖𝑎 is the virtual inertia time constant to emulate 

the dynamic control of the energy storage system in the 

islanded μG, and 𝐾𝑖𝑛𝑒𝑟𝑡𝑖𝑎 is the gain of virtual inertia control 

in the islanded μG. The criteria for selecting these two 

parameters are related to the stability of the μG and the 

required response in dynamics. These parameters are indicated 

in Table 1.  

 

3.3 Electric vehicle aggregator EVA controllable 

capacity 

 
Due to transfers between charging and discharging state 

during the frequency regulation (FR) process, EVs’ battery 

will be deteriorated. Regarding to [45], the state controlling of 

charging-discharging EV individuals can be solved by 

dividing the EVs in the FR service group into charging-

discharging group. After completion of the switching process 

as described in [45] is over, the charging-discharging times 

TIMEi,j shall be increased by one time as follows: 

 

𝑇𝐼𝑀𝐸𝑖 𝑗 = {
𝑇𝐼𝑀𝐸𝑖 𝑗−1 

𝑇𝐼𝑀𝐸𝑖 𝑗−1  1

𝑃𝑖 𝑗−1𝑃𝑖 𝑗 ≥ 0

𝑃𝑖 𝑗−1𝑃𝑖 𝑗 < 0
                            (3) 

 

3.3.1 Real-time prediction of EVA controllable capacity 

 

At time j + 1, the EVA controllable capacity for up/down-

regulation is obtained from real-time prediction at time j. The 

FR plan was violated by EVs users due to their schism from 

the grid at the declared time period, resulting in an inaccurate 

forecast of controlled power. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The concept of credibility 𝜌𝑖 was introduced into the 

calculation of controllable capacity prediction to resolve the 

previous issue [46] and is defined as follows: 

 

𝜌𝑖 =
𝑇𝑖

𝑎

𝑇𝑖
𝑑⁄ =

{
 
 

 
 

1                        𝜌
𝑢𝑝 ≤ �̅�𝑖

𝑎 �̅�𝑖
𝑑⁄

�̅�𝑖
𝑎

�̅�𝑖
𝑑⁄           𝜌

𝑑𝑜𝑤𝑛≤ �̅�𝑖
𝑎 �̅�𝑖

𝑑 ⁄ <𝜌𝑢𝑝

0                       𝜌
𝑑𝑜𝑤𝑛> �̅�𝑖

𝑎 �̅�𝑖
𝑑⁄

               (4) 

 

When 𝜌𝑖 > 𝜌𝑢𝑝 , the EV is considered to be high reliable 

(high credibility), thus the value of 𝜌𝑖  is set to 1 (the predictive 

controllable capacity of EVA will be fully integrated); if the 

𝜌𝑖 < 𝜌𝑑𝑜𝑤𝑛 , the EV is considered to be non-reliable, thus the 

value of 𝜌𝑖 is set to 0. 

 

At time j, the predictive controllable capacity 𝑅𝑗+1at time  

j + 1 is shown as follows: 

 

𝑅𝑗+1
𝑢𝑝

= ∑(𝑚𝑖  

𝑁𝑖
𝑑𝑐

𝑖=1

𝜌𝑖)                                                                    (5) 

 

𝑅𝑗+1
𝑑𝑜𝑤𝑛 = ∑( 𝑚𝑖 

𝑁𝑖
𝑐

𝑖=1

𝜌𝑖)                                                             (6) 

 

𝑅𝑗+1 = {

𝑅𝑗+1
𝑢𝑝

                        ∆𝑓 < 0

𝑅𝑗+1
𝑑𝑜𝑤𝑛                    ∆𝑓 > 0

0                            ∆𝑓 = 0

                                       (7) 

 

In summary, as Eq. 7, the FR output power 𝑃𝑗+1of EVA 

at time j + 1 is shown as follows: 

 

𝑃𝑗+1 = {

𝑃𝑗+1
𝑑𝑐                        ∆𝑓 < 0

𝑃𝑗+1
𝑐                        ∆𝑓 > 0

0                            ∆𝑓 = 0

                                          (8) 

 

Fig. 3. Model of VSG. 
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4. MATHEMATICAL MODEL OF THE PROPOSED 

MICROGRID SYSTEM 
 

This section depicts the state-space equations from the 

proposed islanded μG at Fig. 2 considering high RESs 

penetrations. The islanded μG frequency deviation ∆𝑓 under 

the effect of RESs penetration, the primary and secondary 

control can be obtained as: 

 

∆�̇� = 

(
1

2𝐻
) ( ∆𝑃𝑑  ∆𝑃𝑔 ± ∆𝑃𝐼𝑛𝑒𝑟𝑡𝑖𝑎  ∆𝑃𝐸𝑉  ∆𝑃𝐿)  (

𝐷

2𝐻
) . ∆𝑓 

(9) 

∆𝑃𝑑
̇ =  (

1

𝑇𝑡

) . ∆𝑃𝑑  (
1

𝑇𝑡

) . ∆𝑃𝑔                                          (10) 

 

∆𝑃𝑔̇ =  (
1

𝑅𝑇𝑔

) . ∆𝑓  (
1

𝑇𝑔

) . ∆𝑃𝑔  (
1

𝑇𝑔

) . ∆𝑃𝑐                (11) 

 

∆𝑃𝑃𝑉
̇ =  (

1

𝑇𝑃𝑉

) . ∆𝑃𝑃𝑉  (
1

𝑇𝑃𝑉

) . ∆𝑃𝑆𝑜𝑙𝑎𝑟                          (12) 

 

∆𝑃𝐸𝑉
̇ =  (

1

𝑇𝐸𝑉

) . ∆𝑃𝐸𝑉  (
𝐾𝐸𝑉

𝑇𝐸𝑉

) . ∆�̇�                                 (13) 

 

∆𝑃𝐼𝑛𝑒𝑟𝑡𝑖𝑎
̇ =  (

1

𝑇𝐼𝑛𝑡

) . ∆𝑃𝐼𝑛𝑒𝑟𝑡𝑖𝑎  (
𝐾𝐼𝑛𝑡

𝑇𝐼𝑛𝑡

) . ∆�̇�                (14) 

 

The studied μG dynamic equations can be extracted in the 

state variable form as follows: 

 

�̇� = 𝐴𝑋  𝐵𝑈  𝐸𝑊                                                             (15)    

                                                                                            

𝑌 = 𝐶𝑋  𝐷𝑈  𝐹𝑊                                                             (16)                                                                                                                            
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2𝐻
0
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2𝐻
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1

2𝐻

1
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−1
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0
1
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(

𝐾𝐸𝑉

𝑇𝐸𝑉∗2𝐻
 

1

𝑇𝐸𝑉
)

𝐾𝐼𝑛𝑡∗𝐷

𝑇𝐼𝑛𝑡∗2𝐻
0

𝐾𝐼𝑛𝑡

𝑇𝐼𝑛𝑡∗2𝐻

𝐾𝐼𝑛𝑡

𝑇𝐼𝑛𝑡∗2𝐻

𝐾𝐼𝑛𝑡

𝑇𝐼𝑛𝑡∗2𝐻
(

𝐾𝐼𝑛𝑡

𝑇𝐼𝑛𝑡∗2𝐻
 

1

𝑇𝐼𝑛𝑡
)

  

|

|

|

 

Х 

|

|

∆𝑓
∆𝑃𝑔
∆𝑃𝑑

∆𝑃𝑃𝑉

∆𝑃𝐸𝑉

∆𝑃𝐼𝑛𝑒𝑟𝑡𝑖𝑎

|

|
 + 

|

|

  

0
1

𝑇𝑔

0
0
0
0

  

|

|

 Х | ∆𝑃𝑐  | +

|

|

  

0
0
0
1

𝑇𝑃𝑉

0
0

1

2𝐻

0
0
0

𝐾𝐸𝑉

𝑇𝐸𝑉∗2𝐻

𝐾𝐼𝑛𝑡

𝑇𝐼𝑛𝑡∗2𝐻

  

|

|

 Х 

|  
∆𝑃𝑆𝑜𝑙𝑎𝑟

∆𝑃𝐿
  |                                                                                 (17)                                                                                                                          

𝑌 = |   1 0 0 0 0 0  | x 

|

|

∆𝑓
∆𝑃𝑔
∆𝑃𝑑

∆𝑃𝑃𝑉

∆𝑃𝐸𝑉

∆𝑃𝐼𝑛𝑒𝑟𝑡𝑖𝑎

|

|
 +|  0 0  | x 

|  
∆𝑃𝑆𝑜𝑙𝑎𝑟

∆𝑃𝐿
  |+ |  0  | x | ∆𝑃𝑐  |                                                   (18) 

 

Where ∆𝑃𝑆𝑜𝑙𝑎𝑟 , and ∆𝑃𝐿 are the solar power, and load power 

variations, respectively. These variations are signs of μG 

disturbance signals. Whereas, the damping (D) and the inertia 

(H) are parameters of uncertainty.  

 

EVs are designed as a first order lag systems [24, 36] as 

shown in Fig. 4, while Appendix A presents a description of 

the simplified random loads and photovoltaic PV.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. EV Model. 

. 

 

0 P.u

Rated value

Charge/Discharge 

Power

+

-

Control delay

LFC signal

∆𝑃𝐸𝑉𝑃𝐸𝑉

𝑃𝐸𝑉−𝑟𝑎𝑡𝑒𝑑

𝐾𝐸𝑉 𝑖

𝑇𝐸𝑉 𝑖  𝑠  1

𝑈𝐸𝑉
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5. GENERAL OVERVIEW OF HARRIS HAWKS 

OPTIMIZATION AND BALLOON EFFECT 

METHODS 
 

5.1 Harris Hawks optimization technique 
  

HHO is suggested by Heidari et al. [38]. This algorithm 

mimics the cooperative behavior of Harris’ hawks to address 

various optimization issues. The prey is hunted by the hawks 

in some steps including tracing, encircling, closeness, and 

finally attacking. The main logic is to implement several 

consecutive phases to find the best (optimal) solution for a 

given problem. Figure 5 illustrates the main HHO phases. 

 

A. Phase of Exploration  

At this stage, the hawks perch randomly on some 

locations and wait to detect a prey based on the following rule:  

 

𝑋(𝑡  1)

=

{
 
 

 
 

𝑋𝑟𝑎𝑛𝑑(𝑡)  𝑟1|𝑋𝑟𝑎𝑛𝑑(𝑡)  2𝑟2𝑋(𝑡)|                                   
                                                                         𝑖𝑓 𝛼 ≥ 0.5

(𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝑋 (𝑡))  𝑟3(𝐿𝐵  𝑟4(𝑈𝐵  𝐿𝐵))        

                                                                       𝑖𝑓 𝛼 < 0.5
                                                                                             (19)

 

 

In addition, 𝑋 (𝑡) is the average position that determined by:  

 

𝑋 (𝑡) =
1

𝑁
∑𝑋𝑖(𝑡)

𝑁

𝑖=1

                                                            (20) 

 

Where Xi and N as the place of the hawks and their size, 

respectively. 

 

B. Phase of Transition from Exploration to Exploitation  

At this stage, the algorithm can transition from global to 

local search based on the fugitive energy of prey (E) that is 

modeled as:  

𝐸 = 2𝐸0 (1  
𝑡

𝑇
)    𝐸0 ∈ [ 1 1]                                        (21) 

   

 
Fig. 5. The main phases of the classic HHO [38]. 

Regarding to the value of |E|, it is decided to start the 

exploration phase (|E| ≥ 1) or exploiting the neighborhood of 

the solutions (|E| < 1).  

 

C. Phase of Exploitation  

In this phase, the Harris’ hawks perform a suddenly 

executed by attacking the intended prey that was discovered in 

the previous phase. Whatever the prey does, the hawks will 

cause a hard or soft besiege (trapping) to catch the prey.  

 

In soft besiege stage, the prey (i.e. rabbit) still has enough 

energy at r ≥ 0.5 and |E| ≥ 0.5, and try to escape by some 

random misleading hops. This manner was updated and 

modeled according to the following formula: 

 

𝑋(𝑡  1) = 𝛥𝑋(𝑡)  𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝑋(𝑡)|                    (22) 

  

𝛥𝑋(𝑡) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝑋(𝑡)                                                  (23) 

 

Where, 𝛥𝑋(𝑡) is the difference between the prey position 

vector and the current location in moment t, and 

 𝐽 =  2(1  𝑟) signifies the jump force of the prey. 

 

In the hard besiege stage, the prey is so exhausted and has 

a low power for escaping when r ≥ 0.5 and |E| < 0.5. 

Therefore, the solutions in this case are updated using the 

optimal solution as formulated in Eq. (24). A simple example 

of this step with one hawk is depicted in Fig. 6a. 

 

𝑋(𝑡  1) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝐸|𝛥𝑋(𝑡)|                                    (24) 

 

In the soft besiege with progressive rapid dives stage, the 

solution has the ability to pick out their next move at (r < 0.5 

and |E| ≥ 0.5), and this performed using Eq. (25).  

 

𝑌 = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝐸| 𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝑋(𝑡)|                          (25) 
 

To determine the rapid dives, Levi’s flight is used to 

update the motion as:  

 

𝑍 = 𝑌  𝑆 х 𝐿𝐹(𝐷)                                                                (26) 

 

In Eq. (26),  𝑆 ∈ 𝑅1х𝐷  represents a vector randomly selected 

at 1 x D size, and LF is the levy flight that denoted as: 

 

𝐿𝐹 = 0.01 х 
𝜇 × 𝜎

|𝑣|
1
𝛽

                                                               (27) 

𝜎 = 0.01 х 
𝜇 × 𝜎

|𝑣|
1
𝛽

(

 
Г(1  𝛽) х 𝑠𝑖𝑛 (

𝜋𝛽
2

)

Г (
1  𝛽

2
) х 𝛽 х 2

(
𝛽−1

2
)

)

 

1
𝛽

               (28) 

 

The tactics that shape the hawks’ position vector can be 

summarized in the next iteration as follows: 
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𝑋(𝑡  1) = {
𝑌                          𝑖𝑓 𝐹(𝑌) < 𝐹 (𝑋 (𝑡))

𝑍                          𝑖𝑓 𝐹(𝑍) < 𝐹 (𝑋 (𝑡))
    (29)      

 

A simple illustration for one hawk is demonstrated in Fig. 6b. 

 

At last stage called the hard besiege with progressive 

rapid dives, the intended prey has low energy to escape under 

the condition r < 0.5 and |E| < 0.5, the solutions shall be 

updated using the following rule: 

 

𝑌 = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝐸| 𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  𝑋 (𝑡)|                       (30) 

 

𝑍 = 𝑌  𝑆 х 𝐿𝐹(𝐷)                                                                (31) 

 

 

 

 

 

 

 

 

 

 

 

 

The position of hawks can be updated in such case as Eq. 29. 

                                                                        

A simple example of this last step is demonstrated in Fig. 6c.  

 

To facilitate understanding of the HHO algorithm,  

Table 2 presents a list of symbols used in this algorithm. 
 

Afterwards, the designed controller for emulating the 

inertia response has been achieved by using the HHO. Hence, 

the optimal P-controller parameter is 𝐾𝑝 = 2.581, which 

produce the optimal control signal to the virtual inertia control 

loop for emulating the inertia response into the μG and 

supporting the proposed control strategy for plug-in EVs. 

 

 

 

 

 

 

 

 

 

 

(c) 

(b) 
(a) 

Table 2 Meanings of HHO algorithm symbols. 

 

Description Symbol 

Hawks position vector in the next iteration. 𝑋(𝑡  1) 

Prey position (best agent). 𝑋𝑟𝑎𝑏𝑏𝑖𝑡  (𝑡) 

Current position vector of the hawks. 𝑋(𝑡) 

Random numbers within [0, 1]. 𝑟1 𝑟2 𝑟3 𝑟4 𝛼 

Lower, upper bounds of the variables, and dimension. 𝐿𝐵 𝑈𝐵 𝐷 

One existing hawks that selected randomly. 𝑋𝑟𝑎𝑛𝑑(𝑡) 

Hawks average position 𝑋 (𝑡) 

Swarm size, iteration counter, Max. iterations 𝑁 𝑡 𝑇 

Fugitive energy of prey, initial state of energy 𝐸 𝐸0 

 

Fig. 6. Example of overall vectors in the case of: a) Hard besiege, b) Soft besiege with progressive rapid dives. 

                                     c) Hard besiege with progressive rapid dives in 2D space. 

 

 

. 
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5.1 Idea of Balloon Effect and Its Principle Operation  

 

BE is firstly proposed for electrical systems applications 

in [39-41] for tuning the PID controller gains for LFC and the 

position of armature-controlled DC motor. At any iteration, 

the objective function depends only on the value of the 

controller’ gains [47]. This means that there is no direct effect 

of system changes on the objective function, and this leads to 

weak reaction of the optimizer in case of the issues that 

happened within the system. For the mentioned reasons, BE 

was designed to treat this point. The idea of BE is illustrated 

in Fig. 7.  

 
Fig. 7. The main Concept of Balloon Effect at any iteration (i). 

 

BE has been applied to increase the interactivity of HHO 

with the on-line system issues such as system disturbances and 

parameter variations, and enhance the algorithm process. The 

expression ‘BE” represents the effect of the system changes 

on the system’s open loop transfer function, which is similar 

to the effect of the air on the size of balloon. 

 

As shown in Fig. 7, for any iteration (i), the plant of open 

loop transfer function 𝐺𝑖(𝑆) can be determined by: 

 

𝐺𝑖 =
𝑌𝑖(𝑠)

𝑈𝑖(𝑠)
                                                                               (32) 

 

Additionally, 𝐺𝑖(𝑆) can be computed using its nominal value 

of the plant 𝐺0(𝑆) as: 

 

𝐺𝑖 = 𝐴𝐿𝑖 . 𝐺𝑖−1(𝑆)                                                                   (33) 
 

where, 𝐴𝐿𝑖  is a parameter coefficient such that: 

 

𝐺𝑖−1(𝑆) = 𝜌𝑖 . 𝐺0(𝑆)                                                               (34) 

where 𝜌𝑖 = ∏𝐴𝐿𝑛

𝑖−1

𝑛=1

                                                    (35) 

The simplified block diagram of the proposed system 

with modified HHO based BE supported by virtual inertia 

controller for adaptive EVs integral control system is shown 

in Fig. 8.  It can be noted that: at any iteration i, main output  

 

 

 

 

 

 

n=1, 2, 3, 4, 5. 

 
Fig. 8. Simplified microgrid model based adaptive control system 

supported by BE for EVs with helps of virtual inertia controller. 

 

𝑌𝑖(𝑠) and input 𝑈𝑖(𝑠) will be fed to the optimizer to calculate 

the actual process transfer function at this moment i and it used 

only to stop calculation if it lies within a small deviation  

(about 0.001 pu). 

 

6 ROBUSTNESS AND STABILITY OF PROPOSED 

HHO BASED BE SCHEME 
 

Figure 9 presents the block diagram of the proposed 

control system, and it can be expressed as [48]: 

 

�̇�𝑝 = 𝐴𝑝𝑋𝑝  𝑏𝑝𝑐0
∗𝑟

𝑦𝑝 = 𝐶𝑝
𝑇𝑋𝑝

}                                                             (36) 

 

Considering the nominal plant 𝐺0(𝑆) as the base of the 

proposed adaptive controller, in the case of nominal 

parameters, the system output will be defined as: 

 

𝑦∗ = 𝐺0(𝑆). 𝑢                (37)   

                                                                                           

Now, the actual output: 

 

𝑦(𝑡) = 𝑦∗  𝐻𝑎 . 𝑢(𝑡)                                                 (38)   

                                                                                                 

𝐻𝑎 = 𝐺𝑖(𝑆)  𝐺0(𝑆)       (39)   

                                                                                             

It is assumed that 𝐻𝑎 is a casual operator satisfying 

 

‖𝐻𝑎 . 𝑢(𝑡)‖∞ ≤ 𝛾𝑎‖𝑢(𝑡)‖∞  𝛽𝑎      (40)   

                                                                               

Where 𝛾𝑎 and 𝛽𝑎 are two constants with small values, and for 

all t ≥ 0, 𝛽𝑎 may include the possible presence of output 

bounded disturbance.  

HHO
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The theorem that ensures a guarantee for the stability of 

the adaptive system in the presence of parameter uncertainties 

has proven in [48] which it is assumed that the trajectories of 

the adaptive system are continuous with respect to time (t).  

 

 
 

Fig. 9. System’ block diagram for stability [48]. 

 

7. CONTROL STRATEGY AND PROBLEM 

FORMULATION  
 

7.1 Adaptive integral controller design based on HHO 

algorithm. 

 

The PID and P controllers cannot yield sufficient control 

performance with the consideration of nonlinearities and 

parameter variations [26, 36]. To overcome these problems, 

the integral I- controller has been used for system control. In 

this manner, the suggested coordinated control strategy relies 

on the integral controller considering RESs penetration [37]. 

It has validated to be remarkably effective in the regulating of 

a wide range of processes. However, the I-controller suffers 

from a complicated process of parameters tuning-based trial 

and error method. Considering the advantages of HHO 

algorithm and BE that mentioned before, this paper uses HHO 

algorithm based BE to find the optimum gain value of the 

integral controller for plug-in EVs to reduce the deviations in 

system frequency besides balancing the power generation and 

demand load power.  

In this work, the integral squared-error (ISE) has been 

selected as the main objective function (𝑂𝑏𝑗) to tune the 

controller parameters. This objective accounts for maintaining 

the frequency and power exchange at its predefined values as 

soon as possible under any kind of load change or system 

disturbances. It can be formulated as follows: 

 

𝑂𝑏𝑗 = 𝑚𝑖𝑛 ∑ 𝐾𝑖 𝑖 {∫ ((∆𝑓)2  (∆𝑃𝑑)2)) 𝑑𝑡
𝑡𝑠𝑖𝑚

0

}

𝑁

𝑖

 

 𝑚𝑎𝑥 ∑𝐾𝑖 𝑖 ∫ (∆𝑃𝐸𝑉 𝑖

𝑡𝑠𝑖𝑚

0

𝑁

𝑖

)2 𝑑𝑡      (41) 

Subject to constraints of the integral I-controller gain 

parameter as 

 

𝐾𝑖
 𝑖𝑛 ≤ 𝐾𝑖 ≤ 𝐾𝑖

 𝑎                                                                 (42) 

  

7.2 Frequency regulation based on HHO supported by BE 

for plug-in electric vehicles design  

 

The imbalance between the demand of real power and its 

generation at an agreeable nominal frequency causes a 

problem in LFC. Therefore, modified HHO based BE was 

introduced to know its effectiveness in resolving these issues 

within LFC. The suggested initial parameters of the classic 

HHO optimizer was listed in Table 3.   

 

7.2.1 HHO without Balloon Effect 

Figure 10 describes a general power system block 

diagram with prospective classic HHO technique for any area 

(n), where EVn output is considered as input to the μG. 

The purpose of system planning model is to minimize the 

overall cost in power generated 𝛥PM. For this reason, by 

considering (∆𝑃𝐿𝑜𝑎𝑑
" = 0)  it is better to convert the system 

into closed loop second order one for getting an objective 

function (𝑂𝑏𝑗) as in Eq. (37) with standard parameters for the 

controlled load. Therefore, we can calculate ISE as a function 

in {𝑀𝑝  𝑇𝑟   𝑇𝑠} that calculated by finding  𝜔𝑛 and 𝜂 parameters 

as: 

𝑇. 𝐹 =  
𝜔𝑛

2

𝑆2  2𝜂𝜔𝑛𝑆  𝜔𝑛
2

=   

=  
 
𝑘𝑖

𝑀𝑜
 

𝑆2  (
(𝐷𝑜  1)

𝑀𝑜
)  𝑆   

𝑘𝑖

𝑀𝑜

             (43) 

 

𝜔𝑛 = √𝑘𝑖
𝑀𝑜

⁄   𝑎𝑛𝑑   𝜂 =
1

2𝑇𝐸𝑉 . √
𝑘𝑖

𝑇𝐸𝑉
⁄  

=
(
(𝐷𝑜  1)

𝑀𝑜
)

2. 𝜔𝑛

                                         (44) 

 

𝑇𝑟 =

(

 
 
 𝜋  √(1  (2𝑇𝐸𝑉 . (

𝑘𝑖
𝑇𝐸𝑉

⁄ )
0.5

)
2

(
𝑘𝑖

𝑇𝐸𝑉
⁄ )

0.5

.  √(1  (2𝑇𝐸𝑉 . (
𝑘𝑖

𝑇𝐸𝑉
⁄ )

0.5

)
2

)

 
 
 

       

=

𝜋  

(

 1  ( 
(
(𝐷𝑜  1)

𝑀𝑜
)

2. 𝜔𝑛
 )

2

)

 

0.5

𝜔𝑛 .

(

 1  ( 
(
(𝐷𝑜  1)

𝑀𝑜
)

2. 𝜔𝑛
 )

2

)

 

0.5
                                    (45) 

-
  

  (s)
+  

  

  

  (s)

  

 

-
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𝑀𝑃 = 𝑒

(−𝜋 
𝑇𝐸𝑉

⁄ )

2(
𝑘𝑖

𝑇𝐸𝑉
⁄ )

0.5
√(1−((2𝑇𝐸𝑉.(

𝑘𝑖
𝑇𝐸𝑉

⁄ )
0.5

))

2

)

 

= 𝑒

   

(

 
 
 

 
−𝜋 (𝐷𝑜+1)

2𝑀𝑜𝜔𝑛∗√(1−(
((𝐷𝑜+1))
2. 𝑀𝑜𝜔𝑛

)

 2

)
)

 
 
 

                                           (46) 

𝑇𝑠 =

(

 
 
 
 

4

(
𝑘𝑖

𝑇𝐸𝑉
⁄ )

0.5

.  
1

2𝑇𝐸𝑉 . √
𝑘𝑖

𝑇𝐸𝑉
⁄  

)

 
 
 
 

=
8

(
(𝐷𝑜  1)

𝑀𝑜
)
   (47) 

 

The dynamic relationship of generator-load between the 

supply error ( ΔPM-ΔP"
L) and frequency deviation ∆𝑓 is 

expressed as follows:  

∆�̇� = (
1

2𝐻
) ( ∆𝑃𝑀  ∆𝑃"𝐿𝑜𝑎𝑑)  (

𝐷

2𝐻
) . ∆𝑓                     (48) 

 

∆�̇�

= (
 ∆𝑃𝐿  ∆𝑃𝐼𝑛𝑒𝑟𝑡𝑖𝑎  ∆𝑃𝑃𝑉  ∆𝑃𝐸𝑉                        

 (𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑡𝑖𝑜𝑛 𝑜𝑓𝑡ℎ𝑒 𝑟𝑒𝑚𝑛𝑎𝑛𝑡 𝐸𝑉𝑠 𝑢𝑛𝑖𝑡𝑠)
)      (49) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Table 3 Suggested initial HHO Parameters: 

 

Parameter Value 

No. of iterations (t) 50 

No. of design variables 1 

No. of search agents 5 

Initial (Ki) controller [0.10, 0.12, 0.25, 0.33, 0.40] 

Lower Bound (LB) -5 

Upper Bound (UB) +5 

 
 

7.2.2 HHO with Balloon Effect 

 

According to the simplified model of the proposed μG 

with HHO+BE shown in Fig. 11. It can be noted that at any 

iteration i, 

 

𝐺𝑖(𝑆) = 𝐴𝐿𝑖 . 𝜌𝑖 . 𝐺𝑜(𝑆)                                                           (50) 
 

where, 

𝐺𝑜(𝑆) =
1

𝑀𝑜𝑆  𝐷𝑜

                                                                (51) 

 

Fig. 10. Blok diagram of reduced area with controlled EVs only based on classic HHO supported by virtual inertia 

for any controlled loads (n). 
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Therefore, the closed loop transfer function at any iteration (i) 

can be calculated as: 

𝑇. 𝐹 =
(
𝑘𝑖.. 𝐴𝐿𝑖 . 𝜌𝑖

𝑀𝑜
)

𝑆2  (
(𝐷𝑜  𝐴𝐿𝑖 . 𝜌𝑖)

𝑀𝑜
) 𝑆  (

𝑘𝑖.. 𝐴𝐿𝑖 . 𝜌𝑖

𝑀𝑜
)
             (52) 

Then 

𝜔𝑛 = √(
𝑘𝑖 . 𝐴𝐿𝑖 . 𝜌𝑖

𝑀𝑜

)  𝑎𝑛𝑑   𝜂 =
(
(𝐷𝑜  𝐴𝐿𝑖 . 𝜌𝑖)

𝑀𝑜
)

2. 𝜔𝑛

         (53) 

𝑀𝑃 = 𝑒

   

(

 
 
 

 
−𝜋 (𝐷𝑜+.𝐴𝐿𝑖.𝜌𝑖)

2𝑀𝑜𝜔𝑛∗√(1−(
((𝐷𝑜+.𝐴𝐿𝑖.𝜌𝑖))

2. 𝑀𝑜𝜔𝑛
)

 2

)
)

 
 
 

                           (54) 

𝑇𝑟        =

𝜋  

(

 1  ( 
(
(𝐷𝑜  .𝐴𝐿𝑖 . 𝜌𝑖)

𝑀𝑜
)

2. 𝜔𝑛
 )

2

)

 

0.5

𝜔𝑛 .

(

 1  ( 
(
(𝐷𝑜  . 𝐴𝐿𝑖 . 𝜌𝑖)

𝑀𝑜
)

2. 𝜔𝑛
 )

2

)

 

0.5              (55) 

𝑇𝑠 =
8

(
(𝐷𝑜  . 𝐴𝐿𝑖 . 𝜌𝑖)

𝑀𝑜
)
                                                          (56) 

It is clear now that the objective function at any iteration 

(i) is a function in 𝑘𝑖,  𝐴𝐿𝑖  (𝑂𝑏𝑗 = 𝑓(𝑘𝑖    𝐴𝐿𝑖)). This means 

that any change in the system parameters or the load demand 

will appear immediately as a change in the value 𝐴𝐿𝑖, which 

leads to a change in the objective function at this iteration and 

will increase the ability of HHO to address the system 

difficulties. 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Using a "certainty equivalence controller" [49], the 

control input can be described as: 

 

𝑈(𝑠) = (
𝑘𝑖

𝑆  �̌�𝑘𝑖

)  𝑅(𝑠)                                                      (57) 

 

With considering a discrete time domain, it can be noted that: 

 

𝑈(𝑘) = 𝑓(�̌�(𝑘) 𝑅(𝑘  𝑑) )                                                (58) 

 

Where d ≥1 is the delay between the input and output. The 

effects of nonlinearity, load disturbance and uncertainty in the 

parameters are instantaneously included in the determined 

open loop transfer function 𝐺𝑖(𝑆) or �̌� detailed in Fig. 12. 

 

 
 

Fig. 12. Adaptive control model using balloon effect identifier. 

Fig. 11. Reduced microgrid model controlled based BE for EVs control system in presence of virtual inertia. 
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The stability of the system with the proposed control 

scheme can be tested using the reduced system model by 

adding a filter to reduce the effect of output noise as shown in 

Fig. 13. 

 

 
 
Fig. 13. Reduced MG model for testing the stability. 

 

 

Assuming 𝑐0 = 1 and at any iteration i, the effect of 

system parameter changes can appear in 𝐺𝑖(𝑆) value, as in Eq. 

(52), the transfer function between the output frequency 

deviation to the load power change  ∆𝑃𝐿 can be represented as: 

 
∆𝑓

∆𝑃𝐿

=
𝐺𝑖(𝑆)

1  𝑑0𝐺𝑖(𝑆)
=

𝐴𝐿𝑖 . 𝜌𝑖

𝑀𝑆  (𝐷𝑜  𝐴𝐿𝑖 . 𝜌𝑖)  𝑑0. 𝐴𝐿𝑖 . 𝜌𝑖

 

      (59) 

 

 

 

 

 

 

 

Therefore, to maintain system stability, the following 

condition should be satisfied. 

 

𝑑0 ≤ (
𝐷𝑜

𝐴𝐿𝑖 . 𝜌𝑖

 1)  where 𝑑0 = 𝑘𝑖   

 

8. PERFORMANCE ASSESSMENT OF HHO BASED 

BALLOON EFFECT  

 
In this section, a statistical results analysis for different 

benchmark test functions are presented in Table 4. These 

functions can be used to analyze the exploitation ability of the 

optimization algorithm, since there is only one global optimal 

solution and no other local optimal solution exists. 

A comparative performance analysis of modified HHO 

based BE with PSO, Jaya, and classic HHO was described in 

Table 5. The same number of populations and iterations have 

been used in each test function for resolving the optimization 

issues. A total of 20 independent running processes are 

performed for all algorithms, the best and worst values of these 

functions are noted by taking 50 population size and 50 

number of iterations. The proposed approach gives superior to 

the other algorithms in terms of the best and worst 

In general, the validation of the optimization algorithm 

depends on its speed convergence with optimum value. The 

optimal value of Obj. for 50 population size is plotted against 

the number of J-evaluation in Fig. 14. It noted that the 

proposed method converges relatively faster than other meta-

heuristics techniques.  

 

Finally, Fig. 15 shows the overall flowchart that included all 

previous procedures.  

 

-   
  (s)  

  

  

  (s)

  =1
-

  

 

 
 ⁄

 
 ⁄

-
   

  ∗= 0

  

 Filter

Fig. 14. Speed convergence characteristics of classic PSO, Jaya, HHO, and modified HHO based BE for: 

             a) Matyas test function       b) Rastrigin test function 
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Fig. 15. Overall flowchart of the main procedures of Harris Hawks with the proposed control strategy. 

 

Function 

name 
Formula D Search domain 𝑓 𝑖𝑛 

Sphere 𝑓(𝑥) = ∑(𝑥𝑖
2)

𝑑

𝑖=1

 d [-∞ ∞] 0 

Matyas 𝑓(𝑥) = 0.26(𝑥1
2  𝑥2

2)  0.48𝑥1𝑥2 2 [-100,100] 0 

Schaffer N. 

2 
𝑓(𝑥) = 0.5  

𝑠𝑖𝑛2(𝑥1
2  𝑥2

2)  0.5

[1  0.001(𝑥1
2  𝑥2

2)]2
 2 [-100,100] 0 

Rastrigin 𝑓(𝑥) =  10𝑑  ∑(𝑥𝑖
2  10 cos(2𝜋𝑥𝑖)

𝑑

𝑖=1

 d [-5.12,5.12] 0 

Ackley 
𝑓(𝑥) =  20exp

(

  0.2√
1

𝑑
∑𝑥𝑖

2

𝑑

𝑖=1
)

  𝑒𝑥𝑝(
1

𝑑
∑cos(2𝜋𝑥𝑖)

𝑑

𝑖=1

)  20

 exp (1) 

d [-5,5] 0 

 

Table 4 Description of benchmark test functions. 
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9. RESULTS AND DISCUSSIONS 

 

In this study, a coordination of control strategy between 

the inertia control, i.e., auxiliary LFC, and the control of 

secondary frequency loop with integration of EVs is 

suggested to improve the islanded μG frequency stability in 

case of high penetrations resulted by RESs and random 

loads. Where, the proposed coordinated control strategy 

relies on I-controller, which is optimally designed by the 

HHO based BE to obtain the minimum value of the 

frequency deviations for proposed system. Moreover, the 

performance of the suggested coordinated control strategy is 

compared with system using CDM as in [17] with/without 

virtual inertia controller under high RESs penetrations and 

integrations of EVs. 

Simulation results for the studied μG are implemented 

using the professional software MATLAB/Simulink to 

validate the efficacy of the coordinated proposed control 

strategy. The HHO code is linked as an m-file to the model 

for optimization process. Frequency stability is examined 

with the proposed strategy under different operating 

conditions through the following scenarios: 

Note; the colors that used in the following graphs as: Black 

indicates to CDM without virtual inertia, blue indicates to 

CDM + virtual inertia, green indicates to classic HHO + 

virtual inertia, and red indicates to HHO based BE + virtual 

inertia. 

 

Scenario A: Performance evaluation of the μG with 

nominal system parameters  
 

In this section, the performance of the islanded μG with 

the proposed adaptive control strategy (HHO based BE) for 

plug-in electric vehicles EVs supported by virtual inertia 

control and compared to another robust CDM controller is 

demonstrated in Table 6, and investigated using the nominal 

system parameters as given in Table 1. This studied case is 

divided into two scenarios that performed with/without the 

effect of RESs uncertainties and random loads. 

 

Scenario A.1: Without the effect of RESs uncertainties and 

random loads. 

 

In this scenario, the studied μG performance with the 

proposed control strategy is tested and assessed by 

subjecting different load patterns into five stages. First, 10% 

of the load is added at 25 sec, and then followed by 10% of 

the load at 50 sec. After that, the load is shed at 75 sec by 

25% and followed by a further 5% of the load connected at 

100 sec as shown in Fig. 16.  

Figure 17 illustrates the efforts of HHO based BE and 

classic HHO, it can be noted that BE exerted more efforts to 

improve the overall system response. 

Figure 18 displays the system response of the studied μG 

with different control strategies in case of the EVs control 

system based CDM controller in presence /absent of virtual 

inertia, modified HHO based BE supported by virtual inertia 

controller under the impact of the previous load variations.  

Figure 18(a) shows the frequency deviations of the μG 

in case of load injection and shedding operation conditions 

of 10%, 10%, 25% and 5% of load variations at 25 s, 50 s, 

75 s and 100 s respectively for PEVs as shown in Fig.16 by 

using the proposed control strategy (HHO based BE 

supported by virtual inertia) and compared with the classic 

HHO, and CDM without/with virtual inertia that described 

in Table 6.  

Thus, it is clear that the proposed control strategy with 

HHO based BE in presence of virtual inertia control gives 

superior performance and more reduction of the frequency 

excursions compared to other ones against the case of 

disturbance change. In addition, it can deal efficiently with 

these issues and offers more robustness and better 

performance with the smallest oscillation, a lower steady-

state error and settling time.  

Functions Da Search space 
Statistical  

values 
PSO Jaya HHO HHO+BE 

Sphere 5 [-5,5] 
Best 

Worst 

1.79e-08 

1.82e-08 

4.77e-14 

4.77e-14 

1.78e-19 

1.82e-18 

5.16e-31 

5.22e-30 

Ackley 5 [-5,5] 
Best 

Worst 

3.85e-05 

3.88e-05 

2.70e-16 

2.70e-16 

1.56e-27 

1.48e-26 

0.00e+0 

0.00e+0 

Matyas 5 [-5,5] 
Best 

Worst 

1.52e-11 

1.63e-11 

4.22e-11 

4.26e-11 

2.36e-15 

2.42e-15 

2.71e-27 

2.74e-27 

Schaffer N.2 5 [-5,5] 
Best 

Worst 

0.00e+0 

0.00e+0 

0.00e+0 

0.00e+0 

0.00e+0 

0.00e+0 

0.00e+0 

0.00e+0 

Rastrigin 5 [-5,5] 
Best 

Worst 

2.11e-09 

1.94e-09 

3.09e-09 

3.22e-09 

9.29e-18 

9.33e-18 

0.00e+0 

0.00e+0 

 

Table 5 Comparative performance indexes of different test functions, 
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Fig. 16. Variable load power change. 

  

Figure 18(b) describes that the needed diesel power 

∆𝑃𝑑  produced by the proposed control strategy has best time 

response comparing with those of other controllers in 

presence of electric vehicles in (discharging mode). Figure 

18(c) indicates that how large the discharging occurred in the 

power of PEVs by proposed control strategy scheme at the 

moment of the disturbance for a system with controller tuned 

by adaptive HHO based BE. It is clarified from Fig 18c. and 

Table 6 that the discharged power of PEVs in case of the 

suggested controller is higher than those of the other ones 

due to the larger amount of power participation into μG in 

less time period at the disturbance moment and return more 

fast than other controllers to steady state with less power due 

to the presence of the virtual inertia. In addition, the proposed 

control scheme using HHO can avoid the problem of steady 

state error that appeared with CDM controller. 

 Figure 19 illustrates the interaction between the power 

change of the virtual inertia ∆𝑃𝑖𝑛𝑒𝑟𝑡𝑖𝑎  for CDM, classic 

HHO, and modified HHO based BE. It is noted from Fig. 19 

and Table 6 that the system with adaptive HHO based BE 

can decrease the total variations in the power of the virtual 

inertia as compared to CDM controller and standard HHO. 

 
Fig. 17. Ki output control signal for HHO with /without BE. 

 
(a) System Frequency deviation 

 

 
               (b)    Power change in diesel generator. 

 
 (c)   PEVs discharging power. 

Fig. 18. System response for Scenario A.1 
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Fig. 19. Power variation of VSG for scenario A.1 

 

Scenario A.2: With the effect of the RESs uncertainties and 

random loads. 

 

In this scenario, the system has been examined to 

evaluate the performance of the studied μG with the 

proposed control strategy under the effect of the RESs 

uncertainties (fluctuations resulted from the PV source) and 

random loads connection with the same nominal parameters 

as mentioned in scenario A (nominal case) beside using EVs 

in charging mode (act as loads). Therefore, the studied μG 

system is tested into two subcases: 

Case1: Full time injection of the RESs uncertainties and 

Random loads. 

Figure 20 shows the variation patterns of random load 

and solar power. Figure 21(a) indicates that the deviation of 

frequency with suggested adaptive control strategy with 

HHO based BE is approximately equals to ± 0.0007 Hz, 

while this deviation arrives to ± 0.0019 Hz in case of classic 

HHO in presence of virtual inertia, for CDM controller, the 

deviation arrives to ± 0.0023 Hz in presence of virtual inertia, 

and approximately equals to ± 0.0031 Hz without virtual 

inertia controller. These results support the frequency 

enhancement using the proposed adaptive control strategy. 

 
Fig. 20. Solar power and random load. 

0 20 40 60 80 100 120
-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08


P

in
e

rt
ia

 (
p

u
)

Time (S)

 

 

Virtual inertia+CDM

Virtual inertia+classic HHO

Virtual inertia+ HHO based BE

0 50 100 150 200 250 300
-5

0

5
x 10

-3


P

P
V
 (

p
u

)

0 50 100 150 200 250 300
-0.02

-0.01

0

0.01

0.02

Time (s)


P

L
o

a
d
 (

p
u

)

Table 6 Measurements of the proposed control strategies related to scenario A. 1. 

 

 

 Parameter Index 
CDM  without 

virtual inertia 

CDM   

     +  

virtual inertia 

Classic HHO 

+  

virtual inertia 

HHO based BE   

+  

virtual inertia 

Δf 

Min. -0.07724 -0.05371 -0.1377 -0.04972 

Max. 0.15180 0.13330 0.16110 0.17560 

Mean 2.23e-06 -3.78e-06 -2.22e-06 -4.75e-06 

STD 0.02067 0.01719 0.02017 0.01153 

ΔPd 

Min. -0.15530 -0.12930 -0.02374 -0.06569 

Max. 0.22050 0.21010 0.25690 0.20511 

Mean 0.04578 0.04578 0.05208 0.05104 

STD 0.08225 0.08160 0.09359 0.09001 

ΔPEV 

Min. -0.09093 -0.08471 -0.10250 -0.09580 

Max. 0.17250 0.15720 0.10620 0.15090 

Mean -0.00630 -0.00630 1.24 e-06 -0.00109 

STD 0.02166 0.01853 0.01423 0.01469 

ΔPinertia 

Min. 

No virtual inertia is 

used in this case 

-0.01532 -0.05791 -0.01697 

Max. 0.03209 0.06391 0.05847 

Mean -2.40e-06 2.03 e-06 5.35e-05 

STD 0.00424 0.00817 0.00412 
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Figure 21(b) indicates that the diesel power∆𝑃𝑑  in case 

of adaptive HHO based BE for EVs supported by virtual 

inertia controller is changed around ± 0.0014 pu, while this 

arrives to ± 0.0048 pu in case of classic HHO. For CDM 

controller, it approximately equals to ± 0.0083 pu in presence 

of virtual inertia, and approximately equals to ± 0.0095 pu 

without virtual inertia controller. Therefore, the required 

 ∆𝑃𝑑  for proposed adaptive control strategy is smaller than 

that those of classic HHO, and CDM controller with/without 

virtual inertia controller under the effect of the fluctuations 

resulted from solar PV source and random loads. 

 
(a) Frequency deviation response. 

 
(b) Power change in diesel generator. 

Fig. 21. System response for case 1 for scenario A.2. 

Case2: Partial time injection of the RESs uncertainties and 

Random loads. 

 

By connecting PV power source from 50 sec to 300 sec. 

additionally, the random load power is connected at multiple 

operation time: plug in at 125 sec and plug out at 220 sec. 

Figure 22 indicates that the system response in case of 

the amount of discharging/charging power from electric 

vehicles, diesel power consumption (power losses) and the 

deviation in frequency with the proposed adaptive control 

strategy using HHO based BE beside supported by virtual 

inertia controller is less than the deviations in case of classic 

HHO algorithm and CDM with/without virtual inertia at the 

suggested partial disturbance injection of (PV + random 

loads). These results are supported by numerical evidence as 

shown in Table 7. Form Fig. 22 and Table 7, the frequency 

and power enhancement using the proposed adaptive control 

strategy have the superiority as compared with the classic 

HHO and CDM controller in presence of virtual inertia 

controller.  

       Figure 23 illustrates the power change of the virtual 

inertia in presence of modified HHO based BE, classic HHO, 

and CDM controllers. It is clear from Fig. 23 and Table 7 that 

the system with HHO based BE can decrease the overall 

variation in the power of the virtual inertia as compared to 

the other ones. 

Finally, simulation results from case 1 and case 2 show 

that the transient performance has been significantly 

enhanced in steady state error and over/undershoot for the 

proposed adaptive control strategy using HHO based BE for 

EVs control loop under the impact of RESs uncertainties and 

random loads in presence of virtual inertia. 

 
(a) Frequency deviation response. 
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(b)  Diesel power change. 

 

 
(c) Electric vehicles discharging power. 

Fig. 22. System response of case 2 for scenario A.2. 
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Parameter Index 
CDM  without 

virtual inertia 

CDM   

     +  

virtual inertia 

Classic HHO 

+  

virtual inertia 

HHO based BE   

+  

virtual inertia 

Δf 

Min. -0.002784  -0.002457  -0.002682  -0.001455  

Max. 0.002742  0.002329  0.001959  0.001154  

Mean -3.564e-06  -3.854e-06  -2.426e-06  -7.872e-07  

STD 0.000570  0.000484  0.000406  0.000193  

ΔPd 

Min. -0.001963  -0.001360  -0.000263  0  

Max. 0.008775  0.008464 0.004696  0.001975  

Mean 0.000986  0.000987  0.000523  0.000166  

STD 0.001974  0.001960  0.001061  0.000401  

ΔPEV 

Min. -0.003327  -0.002943  -0.005405  -0.00850  

Max. 0.001945  0.001691  0.001714  0.002218  

Mean -0.000164  -0.000163  -0.000627  -0.001083  

STD 0.000608  0.000526  0.00124  0.002075  

ΔPinertia 

Min. 

No virtual inertia is 

used in this case 

-0.000579  -0.000663  -0.000323  

Max. 0.000531  0.000471  0.000245  

Mean -8.262e-07  -4.006e-07  -1.990e-07  

STD 0.000116  0.000101  4.262e-05  

 

 

 

Table 7 Measurements of the adaptive controllers in case of Partial time injection of the RESs uncertainties and Random loads 

related to case 2 in scenario A. 
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Fig. 23. Power variation of VSG for scenario A.2 

 

Scenario B: Performance evaluation under plug-in/out 

of EVs. 
The system has been examined in multiple operating 

conditions, it is supposed that 𝑇𝐸𝑉1  𝑇𝐸𝑉2  𝑇𝐸𝑉3  𝑇𝐸𝑉4  𝑇𝐸𝑉5 as 

described in first scenario (nominal case), Tg  is increased by 

40%  to .014 sec, 𝑇𝑡 is increased to 7 sec. and 𝐷 is increased 

by 200% to  0.24 pu.MW/Hz at the moments (t = 950 s). The 

system is tested in presence of random power fluctuations 

shown in Fig. 20. In addition, electric vehicles EVs 

suggested to be plug-in and plug-out the proposed system 

under the supposed multiple operating conditions as listed in 

Table 8. 

Figure 24 describes the system response for the 

proposed control strategy for plug-in EVs using adaptive 

HHO based BE in presence of virtual controller and 

compared with classic HHO, and CDM controller with 

/without virtual inertia controller.  

Figure 24(a) indicates that the deviation in frequency for 

CDM without virtual inertia is approximately equals to ± 

0.0049 Hz, when added the virtual inertia, it arrives to ± 

0.0032 Hz. The deviation 𝛥𝑓 changes around ± 0.0024 Hz in 

case of classic HHO, and while the frequency deviation with 

suggested with modified HHO based BE supported by 

virtual inertia controller has been decreased to less than ± 

0.001 Hz. This result has supported by Table 9, and it 

indicates that the system using the proposed adaptive control 

strategy can gives a desirable performance response as 

compared to other ones. 

Figure 24(b) shows that the required diesel 

power ∆𝑃𝑑  for the proposed HHO based BE in presence of 

virtual inertia controller is smaller than those of other one 

under assumed various operating conditions.  

Figure 24(c) shows that how the discharging occurred in 

the power of EVs by the proposed control schemes, 

∆𝑃𝐸𝑉  vibrated by a range of 0.014 pu (for a system with 

virtual inertia + modified HHO based BE), it vibrated by a 

range of 0.008 pu (for a system with virtual inertia + classic 

HHO), with a range of 0.0044 pu (for a system with virtual 

inertia + CDM) and with a range of 0.0052 pu (only CDM 

without virtual inertia). It is clarified that the discharged 

power of EVs of the suggested adaptive HHO based BE 

controller is higher than those of the other ones. This is a 

great indication about how larger of power participated with 

less time at the moment of any abrupt disturbances that 

happened within the system. 

Figure 25 illustrates the interaction between the virtual 

inertia power change with integration of electric vehicles at 

the supposed multiple operating conditions. From Table 9, it 

is clear that the system with modified HHO based BE can 

decrease the total variation in the power of the virtual inertia 

as compared to classic HHO and CDM controllers. 

Finally, digital simulation results show that the transient 

performance in case of the proposed adaptive control 

strategy for plug-in EVs gives better efficiency in damping 

system oscillations as compared to other controllers in terms 

of frequency deviation and total power consumption besides 

using a virtual inertia control. The aforementioned analysis 

for scenario B has supported by a numerical evidence as 

shown in Table 8. 

 
Table 8 Multiple operating conditions of electric vehicle units. 

 

No. of units Start Stop Start Stop 

EV1 45 s 125 s - - 

EV2 45 s 125 s 210 s 275 s 

EV3 - - 251 s 300 s 

EV4 126 s 175 s - - 

EV5 150 s 175 s 210 s 275 s 

 

 
(a) Frequency deviation response. 
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(b) Diesel generator power change. 

 
(c)  Discharging power of EVs. 

Fig. 24. System response for scenario B. 
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Parameter Index 
CDM  without virtual 

inertia 

CDM   

     +  

virtual inertia 

Classic HHO 

+  

virtual inertia 

HHO based BE   

+  

virtual inertia 

Δf 

Min. -0.004900 -0.003030 -0.003262 -0.002541 

Max. 0.005209 0.003459 0.003620 0.002590 

Mean -4.112e-06 -2.935e-06 -2.563e-06 -1.832e-06 

STD 0.001374 0.000955 -0.005945  0.000499 

ΔPd 

Min. -0.010080 -0.008467 0.009020 -0.002067 

Max. 0.009841 0.007677 0.000500 0.005708 

Mean 0.000891 0.000852 0.002536 0.000442 

STD 0.003510 0.002949 0.001061 0.001210 

ΔPEV 

Min. -0.002628 -0.002157 -0.004098 -0.007610 

Max. 0.002676 0.002291 0.003803 0.006232 

Mean -8.341e-05 -8.218e-05 -0.000363 -0.001044 

STD 0.000787 0.000629 0.001491 0.002401 

ΔPinertia 

Min. 

No virtual inertia is used 

in this case 

-0.0007754 -0.0007185 -0.0005127 

Max. 0.0008636 0.0007804 0.0005715 

Mean 2.1760e-08 4.0720e-07 -1.597e-07 

STD 0.0002477 0.0002037 0.0001082 

 

 

 

Table 9 Measurements of the adaptive controllers in case of plug-in/out of electric vehicles (EVs).related to scenario B. 
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Fig. 25. Power of VSG for scenario B. 

 

10. INTERCONNECTED MULTI- AREA 

MICROGRID SYSTEM 
 

The suggested control strategy has been extended to 

interconnect identical two area μG. It is necessary to keep the 

power of tie-line ∆𝑃𝑡𝑖𝑒𝑙𝑖𝑛𝑒  at the scheduled values in addition 

to restore the system frequency to its desired value for a 

multi-area power system. 

Digital analyses were performed to validate the efficacy 

of the adaptive control strategy using HHO based BE 

supported by virtual inertia control loop for plug-in EVs. The 

nominal data of the suggested two-area μG are described in 

Table 10 (it is assumed as a single area parameter in section 

3.1). The general architecture of the communicated two-area 

μG is shown in Fig. 26.  

The system has been studied and examined along with a 

generation rate constraint (GRC) equal to 20% per minute 

under integrations of PVs with charging/discharging of 

PEVs in presence of virtual inertia control loop. In addition, 

the communication time delay is assumed to be 1 sec.  

 

10.1. Case study: Performance evaluation under the effect of 

RESs uncertainties with plug-in/out of EVs. 

 

In this study, a 3-units of EVs (2.38 MW per unit) and 6 

MW of PVs have been chosen. The change in tie–line 

power∆𝑃𝑡𝑖𝑒𝑙𝑖𝑛𝑒  and frequency in two areas ∆𝑓1𝑎𝑛𝑑∆𝑓2  have 

been tested under the effect of the RESs uncertainties after 

adding a 6 MW PV to area 1 from 9.00 AM to 15.00 PM 

as an  additional power source with the support of virtual 

inertia control loop.  

Figure 27 shows the change in PV power∆𝑃𝑃𝑉. In Fig. 

28, the deviation in the system frequency for classic HHO 

and CDM controller reaches an unacceptable value, which 

leads to system collapse and instability. In contrast, the 

proposed control strategy (HHO based BE + virtual inertia) 

provides superior performance when successfully treating 

this contingency. As a result, this provides strong evidence 

for the robustness of the proposed control strategy over the 

other comparative methods by improving the overall 

transient μG performance as described in Table 11. 

In addition, the power change in the tie-line ∆𝑃𝑡𝑖𝑒𝑙𝑖𝑛𝑒  is 

indicated in Fig. 29. The results support the superiority of the 

suggested on-line tuned (HHO+BE) controller as compared 

to standard HHO, CDM controller with/without virtual 

inertia control loop. 

 
Fig. 27. Change in PV power. 

 
(a) Frequency deviation response in area 1. 

 
(b)   Frequency deviation response in area 2. 

Fig. 28. System frequency response for two-area μG. 

0 50 100 150 200 250 300
-1.5

-1

-0.5

0

0.5

1

1.5
x 10

-3

Time (s)


P

in
e

r
ti

a
 (

p
u

)

 

 
virtual inertia+CDM

virtual inertia+classic HHO

virtual inertia+ HHO based BE

9.0 10.0 11.0 12.0 13.0 14.0 15.0
-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

Time (hrs)


P

p
v
(p

u
)

9 10 11 12 13 14 15
-3

-2

-1

0

1

2

3
x 10

-3


f 1

 (
H

z
)

 

 

Time (hrs)

CDM without Virtual Inertia

CDM with Virtual Inertia

Classic HHO+Virtual Inertia

HHO based BE+Virtual Inertia

9 10 11 12 13 14 15

-3

-2

-1

0

1

2

3
x 10

-3


f 2

(H
z
)

 

 

Time (hrs)

CDM without Virtual Inertia

CDM with Virtual Inertia

Classic HHO+Virtual Inertia

HHO based BE+Virtual Inertia



 

23 
 

 

  

 
 

 

Fig. 26. Architecture of interconnected two-area μG. 

. 

 

Parameter Index 
CDM  without virtual 

inertia 

CDM   

     +  

virtual inertia 

Classic HHO 

+  

virtual inertia 

HHO based BE   

+  

virtual inertia 

Δf1 

Min. -0.00182 -0.00171 -0.00102 -0.00103 

Max. 0.00171 0.00162 0.00135 0.00073 

Mean -0.00012 0.00014 2.98e-05 1.18e-05 

STD 0.00074 0.00072 0.00041 0.00025 

Δf2 

Min. -0.00191 -0.00181 -0.00091 -0.00038 

Max. 0.00197 0.00187 0.00099 0.00041 

Mean 0.00011 0.00011 2.73e-05 1.08e-05 

STD 0.00082  0.00080 0.00033 0.00013 

ΔPtie-line 

Min. -0.00066 -0.00064 -0.00041 -0.00018 

Max. 0.00063 0.00060 0.00050 0.00023 

Mean -2.84e-05 -2.28e-05 -3.99e-06 -1.65e-06 

STD 0.00022 0.00022 0.00016 6.58e-05 

 

Table 11 Measurements of the adaptive controllers in case of RESs perturbation related to scenario A for two area μG. 

 

 

 

Table 10 Dynamic Nominal Parameters Of identical interconnected two-area μG system.  

 

 

 
Parameter 

Di 

(pu/Hz) 

Mi 

(pu.sec)  

Ri 

(Hz/pu) 

Tgi 

(sec) 

Tti 

(sec) 

Tinertia,i 

(sec) 

TEVi 

(sec) 

Tij 

(MW/rad) 

𝛃i 

(p.u MW/Hz) 

GRC 

(p.u.MW/min) 

Area, i 0.12 0.20 2.40 0.10 0.40 10.0 0.28 0.2 0.345 20% 

 

. 
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Fig. 29. Change of tie-line Power in scenario A. 

 

 

CONCLUSION 
A new coordination control strategy for plug-in electric 

vehicle EVs using adaptive HHO based BE in presence of 

the virtual inertia for an islanded single area and 

interconnected two area μGs with integrations of RESs and 

EVs has been presented for enhancement of the frequency 

stability and preservation of the μG dynamic due to the high 

penetration level of RESs. LFC is a very important issue in 

μG system, especially in presence of power fluctuations 

resulted from RESs that lead to mimic the overall system 

inertia in the suggested μGs. 

 In this study, HHO based BE has been investigated for 

adaptive tuning the integral controller’s gains of EVs in μG. 

Multiple scenarios have introduced to examine the system 

with the proposed control method (including the case of 

random load variations, parametric uncertainties and power 

fluctuations of PV source). 

A comparative study of performance between proposed 

control strategy adjusted by HHO based BE, classic HHO, 

and CDM was carried out for plug-in EVs in presence of 

virtual inertia controller. A close results analysis clarified 

that the proposed strategy (HHO based BE for EVs 

supported by virtual inertia) can effectively be used to damp 

out the oscillations in the system, and guarantee robust 

performance as compared to classic HHO and CDM  

controller with/without the virtual inertia controller. Thus, 

the proposed coordination scheme has achieved effective 

performance to maintain the dynamic stability of μG.  

 

The future chances and challenges will focus on: 

 Balloon Effect control method will be re-design and 

proven in a discrete time system and expanded to 

stabilize the oscillations in frequency and power with 

the integration of RESs such as wind energy and PVs 

and flexible loads such as hybrid electric vehicle 

(EVs) and heat pumps (HPs ) in multi-area 

interconnected power systems. Additionally, it will be 

provided for on-line tuning the VSG controller’s 

parameters.  

 The proposed control strategy will be used in the 

design of the power system stabilizer (PSS) to 

present the suitable damping characteristics of a 

synchronous generator when offshore solar 

concentrated ocean thermal energy conversion 

system (SC-OTEC) connected to an onshore power 

grid. 
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APPENDIX A 

A.1 Solar Irradiation Power 

 

An equivalent (PV) generation plant can represent a 

solar power generation. Whereas, the power produced by the 

PV generation system is irregular due to dependence on 

weather conditions. Consequently, fluctuations of the solar 

power generation units can be estimated by looking at the 

deviation from non-uniform and uniform insolation as shown 

in Fig. A.1.  

An accurate output power profile for the solar PV 

irradiation model can be obtained by modelling the original 

random output fluctuation using the white noise block in 

Matlab that multiplied by the standard deviation [40]. The 

solar power deviation is simulated close to an actual solar 

power change by the following function: 

 

∆𝑃𝑠𝑜𝑙𝑎𝑟 = 0.6√𝑃𝑠𝑜𝑙𝑎𝑟                                                          (𝐴. 1) 

 

 

A.2 Random Load Model 

 

Figure A.2 shows a simplified model for a random load 

that used in this research. In this model, the load deviation is 

simulated close to an actual load change by the following 

function [11]: 
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∆𝑃𝑙𝑜𝑎𝑑 = 0.6√𝑃𝑙𝑜𝑎𝑑                                                              (𝐴. 2) 

 

The period of fluctuation is about (5 minutes) according 

to LFC. White noise block is used to generate the original 

random variation, to work only during the fluctuation period, 

a low pass and high filters are used respectively. The output 

fluctuation has been calculated by multiplying both of the 

capacity of base load and the standard deviation.  

 

 
 

Fig. A.1 PV solar power model using Matlab/Simulink. 

 

 
 

Fig. A.2 Random load model using Matlab/Simulink. 
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