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Power quality assessment using signal periodicity independent algorithms – 
A shipboard microgrid case study☆ 

Yacine Terriche a,*, Abderezak Lashab a, Halil Çimen a, Josep M. Guerrero a, Chun-Lien Su b, 
Juan C. Vasquez a 

a The Department of Energy Technology, Aalborg University, Aalborg 9220, Denmark 
b The Department of Electrical Engineering, National Kaohsiung University of Science and Technology, Kaohsiung, Taiwan   

H I G H L I G H T S  

• Investigating and revealing potential risks of poor energy quality for shipboard microgrids. 
• Providing a clear view of the importance of selecting the accurate algorithms for analyzing the quality of energy and delivering a comparative study. 
• Proposing a developed algorithm, which is an offline-based energy quality analyzing technique developed for the short-term protective action stage to assess the 

energy quality of shipboard microgrids. 
• Proposing an enhanced algorithm, which is an online-based energy quality assessing technique, Which is very suitable for the long-term preventive action stage.  
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A B S T R A C T   

Retrofitting of shipboard microgrids is receiving much attention nowadays due to the flexibility it offers to adapt 
existing ships with rapid market variations to move towards all-electric ships (A-ESs). This modernity mainly 
relies on incorporating the power electronics converters that unfortunately draw a large number of harmonics, 
which affect the energy quality and threaten the system stability and crew/passengers safety. The contribution of 
this paper lies in proposing two developed open-loop algorithms to assess the harmonics distortion of A-ESs 
without relying on signal periodicity. The first algorithm is an offline-based analyzing technique developed for 
the short-term protective action stage, which incorporates the eigenvalue solution inside the short-time fast 
Fourier transform (ST-FFT) to adapt its window size. Consequently, this algorithm can provide a comprehensive 
harmonics analysis with a fast transient response even under large system frequency drifts. The second algorithm 
is an online-based assessing technique, which is very suitable for the long-term preventive action stage to provide 
accurate harmonics distortion assessment with the fast transient response and efficient computation burden. This 
approach relies on cascading three moving average filters (MAFs) with particular window sizes to filter and 
estimate the mean value inside the discrete Fourier transform and the true RMS blocks without the need of 
frequency information. Hence, it results in enhancing the harmonics rejection capability of the algorithm even 
under the existence of non-characteristic harmonics and frequency drifts. Simulation and experimental results 
are provided to validate the efficacy of the proposed algorithms and the results are compared with traditional 
methods.   

1. Introduction 

Over recent years, the widespread utilization of power electronics 

converters (PECs) has caused considerable energy quality issues, 
particularly harmonic pollution in electrical power systems (EPSs). In 
particular, the tremendous evolution of retrofitted ships in moving 
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towards all-electric ships (A-ESs) requires the applications of the PECs to 
provide enhanced maneuverability, controllability, and efficiency [1,2]. 
This advancement, however, results in affecting the energy quality of the 
EPS. The existence of harmonics onboard A-ESs not only affects their 
EPS efficiency but also threatens the lives of the ship crew/passengers, 
as well as increases some specific emissions [3–5]. 

Acquiring accurate information of the existing harmonics under 
different operating modes of A-ESs is crucial for engineers to assess the 
level of the total harmonic distortion (THD) and verify if the quality of 
energy complies with the norms. Precise analysis of the energy quality 
helps also to design suitable compensators, taking into consideration 
some important criteria such as the type of harmonics (odd/even har
monics, integer/non-integer multiple of the fundamental frequency), 
and the level of distortion [1]. Furthermore, energy quality analysis can 
provide a comprehension diagnosis for fault detection, and fault location 
of the synchronous generators and motors [6,7]. RMS Queen Marry II 
(QM II) transatlantic ocean liner is a high-profile example of the disas
trous accident of harmonics [8], therefore, harmonics analysis onboard 
ships is very essential from the safety and efficiency point of view. Fig. 1 
presents a generic EPS of an AC ship, which constitutes diesel genera
tors, propulsion motors, thrusters, energy storage systems, hotel loads, 
and cold ironing. In most AC ships, the propulsion motors and thrusters 
consume about 80% to 90% of the total power. The integration of the 
voltage frequency drives (VFDs) to control these motors draws a large 
number of harmonics as shown in the experimental data of a bulk carrier 
ship in Fig. 1. 

In order to elaborate the harmonics assessment process onboard 
shipboard power system, Fig. 2 is presented. The procedure is divided 
into two main stages. The first stage is a consulting action, which is 
taken by recording the data of the voltage/current sources, the main 
switchboard, and each outbreak busbar to provide a comprehensive 
harmonics assessment under different operation modes of the ship. If the 
harmonics distortion respects the norms, then it is not necessary to 
proceed to take any prevention action. However, if the harmonics 
distortion level exceeds the norms, taking the prevention long-term 
action becomes a mandatory task. The prevention action requires the 
installation of permanent measurement devices for each outbreak bus
bar connected to the main switchboard. Under certain operating modes, 

if the harmonics contamination becomes severe due to certain expected/ 
unexpected reasons, particularly for the supplied voltage, the permanent 
measurement devices send information to the power management sys
tem to connect the filters if they are available or disconnect the affected 
busbar to avoid the disastrous consequences that can lead to the 
blackout of the ship. Hence, from the application point of view, the 
techniques of evaluating the harmonics for the consulting action might 
differ from those that are applied for the preventing action in terms of 
accuracy, computation burden, and the number of aiding parameters. 

Fig. 1. A generic scheme of a smart AC shipboard microgrids.  

Fig. 2. A systematic approach to assess the harmonics and take corrective ac
tions onboard A-ESs. 
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For example, the long-term preventive action stage (L-TPAS) requires 
online techniques that prioritize low computation methods and some 
aiding parameters (voltage frequency and/or phase angle information) 
so that they can be executed under digital signal processing cards or any 
real-time hardware type. On the other hand, the short-term corrective 
action stage (S-TPAS) prioritizes the accuracy and fast dynamic response 
than the computation burden and the aiding parameters as this process 
can be performed offline to provide a detailed analysis of the voltage/ 
current under different operating modes. Unfortunately, the ship clas
sifications standards and rules that deal with power quality issues [9] 
did not distinguish between the (S-TPAS) stage and (L-TPAS) in pro
posing the appropriate harmonic assessment method that fits each 
action. 

The most utilized method in data analysis and signal processing is the 
fast Fourier transform (FFT) due to its simplicity, and capability of 
performing harmonic spectral analysis for both offline and online ap
plications. Therefore, most industrial power quality analyzers and data 
recorders depend on FFT to perform harmonics estimation. Besides, the 
dominant IEC standards 61000-4-7/30 and the under-revised IEEE 519 
always recommend this method. Unfortunately, the FFT is a frequency- 
dependent technique, which implies that it can neither estimate the 
frequency nor perform appropriately under system frequency drifts. 
Hence, the application of the FFT on its form to A-ESs is not efficient due 
to the large frequency variation that results in the spectral leakage and 
picket-fence effect. For offline applications, the use of frequency esti
mation techniques such as phase/frequency locked-loop (PLL/FLL) 
cannot be efficient as the PLL/FLL can only be applied in online appli
cations due to their closed-loop feedback system characteristics. 
Furthermore, designing the PLL/FLL controller requires complex system 
stability analysis that needs professionals to be performed. To avoid this 
predicament, this paper proposes two optimized open-loop algorithms, 
which overcome the weaknesses of the frequency dependency of the FFT 
to assess the energy quality of shipboard microgrids. The contributions 
of this paper are summarized below:  

• Proposing an optimized signal periodicity independent algorithm, 
which is an offline-based energy quality analyzing technique for S- 
TPAS of shipboard microgrids. This technique incorporates the 
eigenvalue solution inside the short-time fast Fourier transform (ST- 
FFT), which can effectively estimate the system frequency in an 
open-loop pattern without relying on the signal periodicity to adapt 
the FFT sliding window size. Consequently, this algorithm can pro
vide a comprehensive harmonics analysis with a fast transient 
response even under large system frequency drifts without causing 
spectral leakage or picket fence effect.  

• Proposing an enhanced algorithm, which is an online-based energy 
quality assessing technique dedicated to L-TPAS. This algorithm is 
based on cascading three moving average filters (MAFs) with 
different short window sizes inside the discrete Fourier transform 
and true RMS blocks. Consequently, as it will be demonstrated in the 
analysis, this structure enhances the harmonics rejection capability 
of the algorithm to estimate the THD accurately even under the ex
istence of non-characteristic harmonics and frequency drifts with a 
short transient response and efficient computation burden.  

• Delivering a comparative study of the most popular methods for 
energy quality assessment in terms of resolution, accuracy, and dy
namic response under adverse grid conditions. 

Simulation and experimental results are carried out to demonstrate 
the efficacy of the proposed methods. 

2. Short-term corrective action based harmonics distortion 
assessment 

The S-TPAS needs a very accurate method not to only assess the THD 
of the distorted data, but to provide also accurate information about the 

type of the harmonics (e.g., odd harmonics, even harmonics, inter
harmonics, subharmonics, etc.) and their order. There are many tech
niques applied for harmonics estimation such as synchronous reference 
frame (SRF) [10], PQ-theory [11], cascaded delayed signal cancelation 
technique [12,13], real and complex coefficient filters [14,15],artificial 
neural networks [16,17], wavelet packet decomposition [18], least- 
squares technique [19,20], Kalman filter [21], discrete Fourier trans
form (DFT) [22,23]. However, these methods are generally applied to 
selectively estimate the dominant harmonics or only the fundamental 
component. Hence, their application is very suitable for active power 
filters, fixed panel instrumentation, and electronic trip units of circuit- 
breakers. Moreover, some of these techniques have a closed-loop sys
tem, which means that they are not suitable for offline applications. 
Furthermore, most of the techniques used in the literature are not 
applied in industrial applications as most of these industrial power 
quality analyzers and measurement instruments depend on the ST-FFT 
due to its simplicity and ability to estimate a large range of harmonics 
that goes up to the aliasing point [24,25]. 

The ST-FFT is, however, a frequency-dependent technique, which 
implies that its accuracy degrades under frequency drifts due to the 
spectral leakage phenomenon. This issue can be avoided by adapting the 
window size of the ST-FFT with the instantaneous frequency of each 
cycle. Unfortunately, the most used frequency estimation techniques 
such PLL/FLL are closed-loop systems that work only online [26]. 
Hence, their application to estimate the frequency offline to adapt the 
FFT under frequency drifts is not possible [27]. Zero cross techniques 
can work effectively offline. However, under harmonically contami
nated data, their performance tends to worsen. In order to overcome this 
issue, ship classifications standards and rules that are set following the 
dominant IEC standards 61000-4-7/30 [28,29] and the under-revised 
IEEE 519 [30] recommend the extension of the window width of FFT 
to 10/12 cycles of the fundamental to attenuate the spectral leakage 
caused by the frequency drifts and the interharmonics. However, as the 
A-ESs are distinguished by the large dynamics, following the standard 
recommendation will not be practical due to the large transient 
response. Several windowed interpolated-based FFT techniques are 
proposed in the literature to reduce the effect of the spectral leakage 
such as Hanning window [31], Hamming window [32], Blackman- 
Harris window [32]. These techniques are applied to smoothly truncate 
the side lobes caused by the triangular window to enhance the data 
synchronization with the FFT width. However, these methods enlarge 
the width of the main lobe, which consequently affects the resolution. 
Furthermore, using these windows separate the fundamental component 
into one main component and two adjacent components, then the real 
value is estimated by subgrouping the three components. Hence, the 
existence of the interharmonics that are adjacent to the fundamental 
perturbs their accuracy. Other methods apply the fundamental identi
fication and replacement technique [33]. However, the authors did not 
validate its performance in terms of the dynamic response. 

The matrix pencil method (MPM) can be a very effective tool to es
timate the frequencies of each harmonic in an offline pattern using the 
singular value decomposition (SVD) and eigenvalue solution, then adapt 
the least square solution for each cycle to estimate accurately the am
plitudes of the harmonics under frequency drifts [34,35]. Hence, its 
application to A-ESs is very effective [36]. However, as will be 
demonstrated in the following analysis, the MPM resolution tends to 
worsen if the sampling time of the data increases. Consequently, the 
number of harmonics estimated by the ST-FFT will be much higher than 
the one estimated by the MPM. Therefore, the proposed method is a very 
effective approach compared to the MPM when the sampling frequency 
of the data is low. The proposed method applies the eigenvalue solution 
to estimate only the fundamental frequency, and then adapt the sliding 
window width of the FFT to estimate accurately the harmonics up to the 
aliasing point. The DFT may be expressed as: 
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X(k) =
∑N− 1

n=0
x(n)Wkn

N k = 0, ...,N − 1 (1)  

where x(n) is input data, WN = e− j2π/N, k is the step time, N is the 
number of samples. The development of the FFT can be related to C. F. 
Gauss’s work in 1805 when he wanted to incorporate the orbit of as
teroids Pallas and Juno from sample observations. In 1965, Cooley- 
Tukey has optimized the structure of the FFT to be executed on a com
puter platform [24]. The FFT is a method that operates the DFT in an 
effective way to achieve the same results with a calculation burden that 
is decreased from O(N2) to O(NlogN) [37]. The easier and common 
method of Cooley-Tukey is the radix-2 decimation-in-time and 
decimation-in-frequency. The main idea of this technique is to factorize 
the input sequence x(n), which contains the number of samples N into 
two sizes of N/2 that are categorized as even-indexed size (x2m = x0,x2,

...,xN− 2) and odd-indexed size (x2m+1 = x1,x3,...,xN− 1) and expressed as: 

X(k) =
∑N/2− 1

m=0
x(2m)Wk(2m)

N +
∑N/2− 1

m=0
x(2m + 1)Wk(2m+1)

N (2)  

X(k) =
∑N/2− 1

m=0
x(2m)Wk(2m)

N

even− indexed vectors of x(n)

+Wk
N

∑N/2− 1

m=0
x(2m + 1)Wk(2m)

N

odd− indexed vectors of x(n)

(3)  

where WN = e− j2π/N, and k = 0, ...,N − 1. From (3), the formulation of 
X(k+N

2) can be easily achieved as: 

X(k +
N
2
) =

∑N/2− 1

m=0
x(2m)W(k+N

2)m
N +W(k+N

2)
N

∑N/2− 1

m=0
x(2m + 1)W(k+N

2)m
N (4)  

X(k +
N
2
) =

∑N/2− 1

m=0
x(2m)Wmk2

N − Wk
N

∑N/2− 1

m=0
x(2m + 1)Wmk2

N (5) 

The equations of X(k) and X(k+N
2) contain the N/2 size of radix-2, 

which lessen the DFT size from N to N/2. Note that (3) and (5) are 
similar except the second term of (3) is negative, which delineates a size- 
2 DFT that is sometimes known as butterfly operations. In case the 
number of radices is high, then the application of the size-N DFT is more 
feasible, where its decomposition into size-N/2 DFTs is known in some 
cases as Danielson–Lanczos lemma. 

The spectral leakage effect occurs usually when the frequency of the 
input data x(n) does not match the signal periodicity of the FFT. This 
issue is very common in A-ESs due to the pulsed loads that absorb a large 
amount of power in a short time. According to (1), The DFT window size 
in terms of frequency is expressed as: 

f=∧ k/N (6)  

where f is the fundamental frequency of x(n). The proposed method 
estimates f using the eigenvalue solution in an open-loop pattern to 
adapt the window size of the DFT/FFT as: 

f =
fs

2πIm
(
log(λ 1,2)

)
(7)  

where fs is the sampling frequency, log is the logarithm function, Im 
denotes the imaginary part of the equation, and λ 1,2 are the eigenvalues 
that correspond to the fundamental frequency and calculated using the 
eigenvalue solution formulas as presented in (8), which can be simpli
fied to (9): 

[G2] − λ[G1] = 0 (8)  

[G1]
+
[G2] − λ[I] = 0 (9)  

where λ are the eigenvalues of all frequencies in the signal, [I] denotes 
the identity matrix, and + refers to the Moore-Penrose pseudoinverse 

[35]. The matrices [G1] and [G2] are the inverse SVDs with different 
right singular vectors that are expressed as: 

[G1] = [U][
∑

][Va]
* (10)  

[G2] = [U][
∑

][Vb]
* (11)  

where * denotes the transpose of the matrix. In (10), [U] and [Va] are the 
matrices that contain the left and right singular vectors of [G1] that 
contain respectively the orthonormal eigenvectors of [G1]⋅ [G1]* and 
[G1] *⋅ [G1]. The definition of the matrices of (11) is similar to those of 
(10). The matrix [

∑
] contains the square roots of the non-negative ei

genvalues or sometimes referred to as the singular values σi of the 
products [G1]⋅ [G1]* and [G1] *⋅ [G1] for (10), and [G2]⋅[G2]* and [G2] 
*⋅ [G2] for (11). Each two of σi usually correspond to one frequency. The 
matrices [Va] and [Vb] are calculated by removing the last and first rows 
of the matrix [V], respectively as: 

[Va] = [V(1 : N − L − 1 , 1 : M)] (12)  

[Vb] = [V(2 : N − L , 1 : M)] (13)  

where L is referred to as the pencil parameter [38], and it is usually 
selected as N

3⩽L⩽N
2 to improve the noise immunity of the algorithm 

[39,40]. M is the tolerance, which is selected to the higher existent 
harmonic for noiseless signals. However, for noisy signals, according to 
the best authors’ knowledge, there is no straightforward method to 
calculate it. Therefore, some papers use approximated calculations by 
selecting M to a certain singular value σA that ensures σA/σmax = 10p 

[34,35], where P refers to the significant decimal digits of the distorted 
signal. In case the ratio of the singular values of this division exceeds p, 
they appear as essential noise. Hence, choosing M less than that value of 
the division results in canceling the noise. 

The matrix [V] contains the right singular vectors of the Hankel 
matrix [x] that is obtained using the SVD as: 

[x] = [U][
∑

][V]* (14) 

The Hankel matrix [x] is built based on the input data x(n) as: 

[x] =

⎡

⎢
⎢
⎣

n(1) n(2) … n(L + 1)
n(2) n(3) … n(L + 2)

⋮ ⋮ ⋱ ⋮
n(N − L) n(N − L + 1) … n(N)

⎤

⎥
⎥
⎦

(N− L)(L+1)

(15) 

The first advantage of the FFT compared to the MPM is the higher 
number of harmonics that can be estimated at certain sampling time Ts. 
Inside the matrix [

∑
] in (14), the singular values σi appear as pair 

numbers, where each pair represent one harmonic frequency. Further
more, the size of the Hankel matrix in (15) is limited by the parameter L 
that is constrained between N

3⩽L⩽N
2. Hence, the maximum number of 

harmonics estimated by the MPM is equivalent to (L + 1)/2. However, 
the proposed method estimates the frequency using (6)-(15) then adapts 
the window width of the FFT with a maximum number of harmonics fs / 
2. Fig. 3 presents the maximum number of harmonics that is estimated 
by the MPM and the proposed method in terms of sampling frequency 
and window width (frequency). It is clear that the MPM maximum 
number of harmonics is half of that of the proposed method when L = N/ 
2. Decreasing L towards N/3 to enhance the noise resilience results in 
decreasing the maximum number of harmonics estimated by the MPM. 

Another major difference between the proposed method and the 
MPM is the spectral resolution. The resolution of the FFT is defined as: 

Sr FFT = fs/N (16) 

Though the MPM can estimate both harmonics and interharmonics, 
its maximum number of the exponentials that can be extracted is 
restrained in the interval N/6⩽fmax⩽N/4. Thus, there is, unfortunately, 
no linear equation that can represent the MPM spectral resolution. 
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However, an efficient way to visualize the resolution of the MPM is 
by calculating the average difference of the exponentials in terms of the 
sampling time Ts and algorithm window size as: 

SrMPM = 1/(Ts L) (17) 

Fig. 4 is presented to portrait the difference between the proposed 
method based on the ST-FFT and the MPM in terms of sampling time and 
algorithm window size (frequency). It is obvious that the variation of the 
sampling time does not influence the proposed method resolution. 
However, the MPM average resolution is proportional to the sampling 
time. Hence, for certain window sizes, there is a point where the pro
posed method and the MPM have the same resolution, increasing the 
sampling time to less than these points enables the proposed method to 
offer better resolution than the MPM and vice versa for decreasing it. 
Therefore, the proposed method’s performance is superior when the 
entered data have a higher sampling time than the points shown in 
Fig. 4. Creating interpolating points in the Hankel matrix can enhance 
the MPM resolution [36]. However, this method cannot solve the reso
lution issue when the sampling time is high. Besides, the computation 
burden of this method is very high as the SVD will compute double size 
matrices and the accuracy of extracting high-order harmonics tends to 
worsen when the distortion of the signal is high. 

3. Long-term preventive action based harmonics distortion 
assessment 

Long-term preventive action techniques are usually employed online 
using some smart measurement instruments such as smart meters and 
power quality analyzers to measure the signal distortion and update the 
power management system to take action in case the distortion becomes 
severe. The FFT/DFT are the widely applied methods in these industrial 
measurement instruments due to their simplicity [41,42] and are often 
recommended by the power quality standards [9]. As mentioned in 

previous sections, the main deficiency of the DFT/FFT is the frequency 
dependency, which means that if the supply frequency varies, the ac
curacy of the DFT/FFT tends to worsen. In order to avoid this issue, the 
most often used power quality classification standards such as IEC 
standards 61000-4-7/30 [28,29] and the under-revised IEEE 519 stan
dards [30] recommend the extension of the window size of the DFT to 
10/12 cycles of the fundamental one. Unfortunately, this method has a 
very slow dynamic response, which makes its application to A-ESs not 
effective due to the large transients. 

There are several ways of calculating the THD or the signal distortion 
[43,44]. One of the effective and fast methods is presented in Fig. 5. This 
method starts by computing the fundamental component of the signal 
using the ST-DFT. In the domain n ∈ [0,N − 1], the ST-DFT expression is: 

x(n) =
1
N
∑N− 1

k=0
X(k) ej2πkn/N , n ∈ Z (18)  

where X(K) is the input data, ej2πkn/N =cos(2π
N kn) + j⋅sin(2π

N kn), 
substituting this expression in (18) results in: 

x(n) =
1
N

∑N− 1

k=0

(

X(k)
(

cos(
2π
N

kn) + j⋅sin(
2π
N

kn)
))

, n ∈ Z (19) 

The term 1
N
∑N− 1

k=0 X(k) inside (19) represents the same equation as the 
MAF [20]. The role of the MAF inside the DFT is to estimate the DC 
component that represents the aimed frequency, which is the funda
mental component in this case. According to the Bode plot of the MAF 
depicted in Fig. 6, the ideal selection of the window size TW of the MAF is 
1 cycle to enable it to create notches at the harmonics of the order 6 h ±
1, harmonics caused by the unbalance (3rd harmonic and its multiple), 
even harmonics (2nd, 4th,6th, etc.), and the DC offset. Hence, these 
notches result in canceling all these harmonics and extracting only the 
fundamental component. However, under frequency variations, the 
tuning of these notches deviates from the aimed harmonics, which re
sults in decreasing the accuracy of the MAF. The application of the PLL/ 
FLL can adapt the MAF under frequency drifts. However, the PLL/FLL is 
a closed-loop feedback system, which requires careful stability analysis 
to avoid the instability and often distinguished my larger dynamic 
response (more than 2 cycles) [20]. Furthermore, the existence of the 
interharmonics, between every two harmonics tends the MAF perfor
mance to worsen. Using the IEC standards 61000-4-7/30 DFT (standard 
DFT) [28,29], which recommend a window size of 12 cycles results in 
creating several notches between every two harmonics as presented in 
Fig. 6. Hence, it can reject a large number of inerharmonics. However, 
this solution suffers from a long dynamic response, which implies that its 
application to A-ESs is not practical due to the large pulsed load varia
tions in a short time. Generally speaking, in electrical power systems the 
interharmonics and even harmonics usually appear with low values 
compared to other harmonics due to the nonlinear load characteristics 
[1]. Hence, it will be demonstrated in this paper that the performance of 
the MAF can be improved when cascading three MAFs in series with 
different window sizes (TW = 0.02/2 s, TW = 0.02/4 s, TW = 0.02/2 s) as 
presented in Fig. 5 as: 

x(n) =
1

N2

∑(N2 − 1)

k=0

(
1

N4

∑(N4 − 1)

k=0

(
1

N2

∑(N2 − 1)

k=0
X(k)cos(

2π
N

kn)

))

(20)  

y(n) =
1

N2

∑(N2 − 1)

k=0

(
1

N4

∑(N4 − 1)

k=0

(
1

N2

∑(N2 − 1)

k=0
X(k)sin(

2π
N

kn)

))

(21)  

where N2 = N/2 and N4 = N/4. Consequently, the MAF creates deep 
notches at several harmonics orders (odd harmonics, and the harmonics 
of the order 6 h ± 1) and their adjacent interharmonics as shown in the 
Bode plot of Fig. 6 that lead to reject these harmonics and diminish the 
adjacent interharmonics with the dynamic response of only one cycle. 

Hence, the filtering performance will be improved by maintaining 

Fig. 3. Maximum number of harmonics estimated by the MPM and the pro
posed method. 

Fig. 4. Resolution of the MPM and the proposed method in terms of the sam
pling time and window size. 
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the same dynamic response of TW = 0.02 s. It is noteworthy that when 
multiplying the distorted signal in cosines and sines (see (19)), the 
fundamental frequency order shifts to h + 1, and other harmonics orders 
get separated between the order h + 1 and h-1 as presented in Fig. 6. The 
key factor behind this characteristic is the structure of cascading three 
MAFs at the even harmonics, which results in enlarging their notches 

sizes and depths. Fig. 7 is added to further simplify the principle of the 
proposed method. It is clear that when setting the MAF window size to a 
half cycle (TW = 0.02/1s), it results in creating notches at the even 
harmonics. Cascading another MAF with TW = 0.02/4s further en
hances the size and the depth of these notches at the dominant even 
harmonics frequencies (200 Hz, 400 HZ, 600 Hz …etc.) and enhances 
the attenuation of the bode magnitude at all harmonics with the increase 
of frequency order. Finally, adding the last MAF with half-cycle window 
size (TW = 0.02/1s) results in enlarging the notches of all these even 
harmonics and their depth. The advantage of enlarging the size of these 
notches is to create higher harmonics rejection capability at the adjacent 
interharmonics. Consequently, if an interharmonic appears or the sys
tem frequency variation occurs, the proposed method’s efficacy remains 
high. 

In addition, the application of the low-pass filter is not efficient due 
to low performance at lower-order harmonics. Fig. 8 presents the bode 
plot of a low-pass filter and the proposed MAF with the same total 
window size. It is clear that the magnitude of the low-pass filter is not 
low enough at lower order harmonics, which decreases its harmonics 
rejection capability. However, the proposed method acts as an ideal low- 
pass filter with very sharp notches at the aimed even harmonics, which 
can completely filter them. Seeking to decrease the magnitude of the 
low-pass filter at lower order harmonics results in increasing the tran
sient response, which affects the efficacy of estimating the THD. Next, 

Fig. 5. Estimation of the THD using the proposed method.  

Fig. 6. Bode plot of the MAF with the proposed window size, window size 
recommended by the IEC standards, and window size of 1 cycle. 

Fig. 7. Bode plot of the transfer function of the MAF with three 
cascaded blocks. Fig. 8. Bode plot of a low-pass filter and the proposed MAFs.  
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the magnitude of the fundamental frequency is simply estimated as: 

Axy =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

x(n)2
+ y(n)2

√

(22) 

The next step is to calculate the true RMS of the contaminated data as 
presented in (23). Similar to the previous procedure in (20)/(21), by 
cascading 3 of the MAF block inside the true RMS block (see (23) and 
Fig. 5) with window sizes set to TW = 0.02/2s, TW = 0.02/4s, and TW =

0.02/2s, the harmonics rejection capability of this technique will be 
effectively improved. 

xTRMS(n) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N2

∑(N2 − 1)

k=0

(
1

N4

∑(N4 − 1)

k=0

(
1

N2

∑(N2 − 1)

k=0
(X2(k))

))√
√
√
√ (23) 

It is noteworthy that the terms 1
N2

∑(N2 − 1)
k=0 (X2(k)), 1

N4

∑(N4 − 1)
k=0 (A), and 

1
N2

∑(N2 − 1)
k=0 (B) (where A= 1

N2

∑(N2 − 1)
k=0 (X2(k)), and B = 1

N4

∑(N4 − 1)
k=0 (A)) that 

represent a series combination of the MAFs equations are a particular 
calculation inside the true RMS equation in (23), which computes the 
mean value of each window size (N2, N4, and N2). After the calculation of 
the true RMS and the fundamental component of the input data, the THD 
will be computed as: 

THD =

⃒̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
⃒
⃒(xTRMS)

2
−
(
Axy/

̅̅̅
2

√ )2
⃒
⃒
⃒

√

Axy/
̅̅̅
2

√ 100 % (24) 

It is noteworthy for L-TPAS, the proposed method is sufficient to 
estimate the THD. However, for other applications that require infor
mation about each existing harmonic online, a similar model that is 
presented in Fig. 5 tuned at each aimed harmonic is necessary, which 
can increase the computation burden if the number of the aimed har
monics is high. 

4. Numerical results and discussions 

4.1. Numerical results of the short-term corrective action stage based 
harmonics distortion assessment 

The numerical results are carried out under MATLAB/ Programming 
software. Fig. 9 depicts the performance of the proposed ST-FFT adapted 
with the eigenvalue solution method. The traditional ST-FFT and stan
dard FFT are selected to be compared with the proposed method due to 
their large applications in industrial signal processing instruments and 

power quality analyzers. Besides, the MPM is selected as well to be 
compared with due to its efficient signal periodicity independent char
acteristic and popularity [34,36,38]. The first subplot of Fig. 9 presents 
the input data, which is harmonically contaminated with a THD of 
around 40% and a sampling time of 0.2 ms. The second subplot dem
onstrates the effectiveness of the proposed method in estimating the 
fundamental frequency of the input data in an open-loop pattern 
(without feedback closed-loop system). Hence, this method does not 
require any stability analysis or controller design. The last subplot pre
sents the THD of the contaminated data estimated by the aforemen
tioned methods. It is clear that the traditional MPM accuracy is 
acceptable before and after frequency variation. However, as the num
ber of harmonics is high and the sampling frequency is a bit low (5 kHz), 
it results in a very high overshoot during the transients, and its accuracy 
under amplitude variation tends to worsen. This is clear in the harmonic 
spectrum of Fig. 10 (a), where there are many intruder frequency bins 
due to the poor resolution that causes erroneous information. The ST- 
FFT can accurately estimate the THD of the data under nominal fre
quency. However, when the frequency of the data drifts by 2%, its 
performance decreases resulting in some fluctuations. This can be 
visualized in the harmonic spectrum of Fig. 10 (b), which demonstrates 
the existence of the spectral leakage caused by the frequency variation. 
Though the standard FFT can provide good accuracy under frequency 
drifts, its transient response is very slow, which leads to erroneous in
formation. This deficiency is obvious in Fig. 10 (c) where the spectral 
leakage and picket-fence effect appears to disturb the estimation accu
racy. On the other hand, based on the eigenvalue solution, the accurate 
frequency of the proposed method that is estimated in an open-loop 
pattern (see Fig. 9, subplot. 2) enables the adoption of the ST-FFT 
under frequency drifts. Hence, the estimated THD of the proposed 
method follows the reference signal accurately. This evidence is clear in 
Fig. 10 (d), where the harmonic spectrum has neither the spectral effect 
nor the picket-fence effect under frequency drifts and offers a very fast 
transient response under magnitude variation. 

4.2. Numerical results of the long-term preventive action based harmonics 
distortion assessment method 

The numerical results are carried out under MATLAB/Simulink 
software. Fig. 11 presents the performance of the proposed ST-DFT, 
which is based on cascading 3 MAFs with different window sizes as 
explained in section III. The first subplot portrays the input data, which 
is distorted with harmonics and interharmonics. The remaining subplots 
present the true RMS, fundamental component, and the THD, respec
tively. It is clear that the traditional ST-DFT accuracy is not satisfactory 
due to the fluctuations caused by the interharmonics. Besides, the 
variation of the frequency at the instance 0.3 s tends the performance of 
the traditional ST-DFT to worsen. The standard DFT can overcome the 
weakness of the interharmonics. However, its dynamic response is very 
long, which results in erroneous information, particularly when esti
mating the fundamental components, in which the results demonstrated 
that the estimated signal does not follow the reference one, which results 
in a wrong THD estimation. On the other hand, the proposed method 
provides satisfactory accuracy even under magnitude and frequency 
variations, which validates the analysis performed in the section. III. 

5. Experimental results and discussions 

5.1. Experimental results of the short-term corrective action stage based 
harmonics distortion assessment 

The experimental analysis to verify the performance of the proposed 
FFT adapted by the eigenvalue solution is attained by analyzing the data 
of a bulk carrier ship presented in Fig. 12 (a). The operation mode in 
which the data was recorded is during the use of the windlass, and the 
mooring winches that are depicted in Fig. 12 (b). The measurement 

Fig. 9. Simulation results. Performance of the traditional MPM, ST-FFT, stan
dard FFT, and the proposed method in estimating the harmonics distortion. 
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device type Fluke presented in Fig. 12 (c) is selected to record the data 
from the main switchboard shown in Fig. 12 (d). 

Fig. 13 presents the performance of the proposed method in 
analyzing the current THD of a bulk carrier ship, and the results are 
compared with traditional ST-FFT and standard FFT. The first subplot 
presents the experimental data, which is affected by the harmonics. The 
second subplot presents the measured THD of the input data, and the last 
subplot presents the system frequency that is estimated by the proposed 
method in an open-loop pattern. Due to the large dynamic response of 
the loads, and low switching frequency of the analyzed data (5 kHz), the 

traditional MPM fails to extract the THD resulting in a large disturbance. 
This disturbance is clear in the harmonics spectrum of Fig. 14 (a), which 
contains many intruder frequency bins due to the poor resolution that 
leads to erroneous information. It is noteworthy that the estimated 
frequency of the system has many variations due to the large dynamics. 
Hence, the traditional ST-FFT cannot be a good choice due to the large 
oscillations. These oscillations have resulted from the spectral leakage 
depicted in the harmonic spectrum of Fig. 14 (b). The standard FFT 

Fig. 10. Simulation results. Harmonic spectrums of the input data extracted by: 
(a) the traditional MPM, (b) ST-FFT, (c) standard FFT, and (d) the pro
posed method. 

Fig. 11. Simulation results. Performance of the proposed ST-DFT based on 
three cascaded MAFs, traditional ST-DFT, and standard DFT in estimating 
the THD. 

Fig. 12. Experimental analysis. (a) Picture of the chosen bulk carrier ship. (b) 
Windlass and mooring winch. (c) Measurement device (Fluke). (d) Main 
switchboard of the Windlass and mooring winches. 
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overcomes the oscillations caused by the traditional ST-FFT. However, 
due to its large window size, it makes a large delay and cannot follow the 
fast transients of the signal, which relatively causes erroneous infor
mation in short-term variations. This weakness will consequently result 
in the spectral leakage and picket-fence effect as presented in the har
monic spectrum of Fig. 14 (c). On the other hand, based on the frequency 
estimated by the eigenvalue solution, the proposed adapted ST-FFT does 
not struggle from any oscillations or overshoots and can follow the 
magnitude variations of the input data accurately with a fast response. 
This accuracy is demonstrated in Fig. 14 (d), where the harmonic 
spectrum is free of spectral leakage and picket-fence effect. Furthermore, 
the resolution of the spectrum of the proposed method is much better 
than that of the MPM, which validates the analysis provided in Section 
II. 

5.2. Experimental results of the long-term preventive action based 
harmonics distortion assessment 

Fig. 15 presents the experimental setup, which is developed to 
validate the efficacy of the proposed ST-DFT based on cascaded MAFs to 
work in real-time applications under a digital signal processor (dSPACE- 
1006). The right side of Fig. 15 is a programmable source (Chroma, 
model 61845), which can generate the desired signal. The sampling 
frequency is set to 100 kHz. 

Fig. 16 presents the performance of the proposed ST-DFT based on 
the cascaded MAFs, which is compared with traditional ST-DFT, and 
standard DFT. It is evident that the ST-FFT fails to provide an accurate 
assessment of the fundamental frequency and the true RMS due to the 
existence of the interharmonics. Though this technique provides a fast 
transient response under frequency variation (it takes one cycle to reach 
the steady state), its performance tends to worsen when the frequency 
changes from 60 Hz to 64 Hz in the instant 0.18 s. The standard DFT can 
overcome the weakness of the ST-FFT under the existence of inter
harmonics. However, when the frequency drifts from 60 Hz to 64 Hz it 
results in erroneous information of the fundamental component due to 
the very long transient response (12 cycles), and thus tends the accuracy 
of the estimated THDs to worsen. On the other hand, the proposed 
method can provide very accurate estimation even under the existence 
of interharmonics and frequency variation with a very fast transient 
response (0.025 s), which validates the simulation results. 

Fig. 13. Experimental results. Performance of the traditional MPM, ST-FFT, 
standard FFT, and the proposed method in estimating the harmonics distortion. 

Fig. 14. Experimental results. Harmonic spectrums of the input data extracted 
by: (a) the traditional MPM, (b) ST-FFT, (c) standard FFT, and (d) the pro
posed method. 
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6. Conclusion 

This paper proposed two effective open-loop algorithms to assess the 
harmonics distortion for S-TPAS and L-TPAS of A-ESs. The first algo
rithm is dedicated to S-TPAS and its contribution is based on adapting 
the ST-FFT window size using the eigenvalue solution to become more 
accurate with a very fast dynamic response under large frequency drifts. 
It was demonstrated in the simulation and experimental results that the 
eigenvalue solution can estimate the frequency of the input data accu
rately in an open-loop manner. Hence, the proposed method does not 
require any complicated stability analysis or controller design. More
over, it was demonstrated in the analysis and results that this proposed 
method can provide better resolution than the traditional MPM when 
the sampling frequency is low. Besides, in contradiction to traditional 
ST-FFT and standard FFT that struggle from spectral leakage and picket- 

fence effect, the harmonic spectrum of the proposed method is free from 
these effects even when the frequency drifts. 

The second algorithm is dedicated for L-TPAS and it is based on 
cascading three MAFs with different short window size tuned at TW =

0.02/4 s, TW = 0.02/2 s, TW = 0.02/4 s inside the DFT and true RMS 
blocks. Consequently, based on the simulation and experimental results, 
it was proved that the cascaded MAFs create very deep notches at the 
characteristic and non-characteristic harmonics. Consequently, this 
feature leads to enhances the harmonics rejection capability of the al
gorithm and provides a fast dynamic response under the existence of 
interharmonics and large frequency drifts without adding any syn
chronization techniques (PLL/FLL). 
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