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Abstract—Next-generation wireless networks are expected to enable new applications with strict latency constraints. However, existing transport layer protocols are unable to meet the stringent Quality of Service (QoS) requirements on throughput and maximum latency: excessive queuing due to capacity-oriented congestion control inflates end-to-end latency well beyond interactivity deadlines. In this work, we propose a novel framework that evolves best-effort communications into reliability- and latency-aware communications for QoS-sensitive applications. The new protocol, named High-reliability latency-bounded Overlay Protocol (HOP), provides a novel combination of packet-level Forward Error Correction (FEC) and multipath scheduling to compensate for capacity drops and meet pre-defined QoS requirements. More specifically, the sender splits the data and the associated redundancy between the paths by using a stochastic forecast of their future capacity and decides the amount of redundancy necessary to meet the application’s requirements without clogging the connections. We compare HOP’s performance with state-of-the-art multipath protocols in ns-3 simulations using both synthetic and live network traces, and confirm that our scheme can reliably deliver high-throughput data, reducing the number of late blocks by 2 to 5 times with respect to optimized Multipath TCP (MPTCP).

I. INTRODUCTION

Over the next few years, several new applications are going to be enabled by the novel capabilities of the fifth generation of cellular networks (5G) [1] and gigabit WiFi (WiGig) [2]. High-definition video conferencing over mobile networks, remote robotic operations on the factory floor, and Augmented Reality (AR) are just a few well-known examples: all these applications have a high throughput and strict reliability and latency constraints, which are expected to be met by the new generations of network services, which shall provide smooth, high-quality operation and not just a best-effort service.

However, current transport layer protocols were not designed to meet these demanding requirements, and indeed do not provide any built-in latency guarantees. In fact, the current versions of the Transmission Control Protocol (TCP) cause high delay in order to efficiently probe the path capacity, and the Multipath TCP (MPTCP) standard is not able to effectively support near real-time services [3] because, as for most of the available TCP variants, congestion control has been designed to provide high throughput rather than controlled latency. The unavoidable trade-off is then between reliability, latency and throughput: an increase of the minimum delivery rate is usually achieved at the cost of a lower reliability or higher latency bound. It is then necessary to design a multipath protocol that can explicitly consider Quality of Service (QoS), limiting latency and achieving the required reliability.

The ongoing virtualization of cellular networks makes the deployment of new protocols technically possible, as network operators can place server-side and user-side proxies that will implement new functionalities in a backward-compatible manner. For example, in [4], the authors show how a user-side proxy can be deployed in a user handset without any changes to the operating system kernel. A flexible, application-specific control of the trade-off between reliability, throughput and latency can then become an achievable goal.

In this context, we propose a novel transport protocol that can exploit path redundancy to guarantee the reliable transmission of application data with bounded latency, i.e., meet an application-specified latency target. In order to avoid the pitfalls inherent to MPTCP, we design a protocol called High-reliability latency-bounded Overlay Protocol (HOP) that runs in user space over multiple User Datagram Protocol (UDP) sockets, like the recently standardized QUIC protocol [5]. The first component of HOP is the multipath scheduler, which exploits Forward Error Correction (FEC) to guarantee the timely reception of the data. Redundancy is added to the application data in order to protect them from fluctuations in the capacity of the available paths: lost or late packets on any of the paths can be recovered using the redundant packets sent on the other paths. The scheduler’s decisions are based on the capacity estimation mechanism, which tracks the capacity probability distribution of each path and allows the scheduler to make foresighted decisions.

HOP provides applications with the flexibility to choose the operating point in the trade-off between maximum latency, reliability and throughput. While the use of multipath FEC is not in itself a new idea, its optimization is crucial: too much redundancy will clog the buffers and cause additional delays, while too little will be ineffective at protecting the transmission. To the best of our knowledge, HOP is the first scheme to dynamically optimize the amount of redundancy to meet strict latency requirements. Furthermore, no existing protocol can optimize transmission over multiple paths: MPTCP is the only term of comparison, and HOP was able to reduce the frequency of late blocks by 2 to 5 times even working at a 50-70% higher goodput than MPTCP in all the scenarios considered in this work. On the other hand, real-time oriented protocols such as the Real-time Transport Protocol (RTP), have limited multipath extensions that cannot deal with and optimize FEC.

The paper is organized as follows: the relevant literature on the topic is presented in Sec. II, focusing on multipath congestion control and scheduling issues. The HOP protocol...
is described in detail in Sec. III, while by its two main components, i.e., the scheduler and the capacity estimator, are presented in Sec. IV and Sec. V, respectively. The results of our simulations are described in Sec. VI, and Sec. VIII concludes the paper.

II. RELATED WORK

MPTCP is a fully backward-compatible extension of TCP, published as an experimental standard in 2011 [6]. It is transparent to applications, which can use the standard socket interface. An MPTCP flow is composed of multiple TCP subflows on different paths [7], each of which is a full TCP socket following the protocol: this is necessary to avoid packet dropping in middleboxes, which often discard or block traffic with non-standard behavior [8].

In order to work, MPTCP needs a scheduler to decide which path to send the data on and a congestion control mechanism to adjust the overall traffic flow across the different paths. Most existing congestion control schemes consider all paths when adapting the congestion window. Packets also have an additional sequence number to allow the receiver to reassemble the split streams of the various subflows [9] and deliver the data in the correct order. Retransmissions need to be performed on the same subflow, since each subflow needs to be fully TCP-compliant, but data can be duplicated and retransmitted on other subflows to speed up loss recovery, since there is a connection-level sequence number, which allows the receiver to identify and discard duplicate packets.

MPTCP has multiple theoretical advantages over single-path TCP: using multiple flows can reduce delay, increase throughput and reliability, provide robustness to link failures, and relieve congested paths [10]. However, the design of the scheduling and congestion control mechanisms is critical, and the protocol often performs worse than the single-path version in wireless networks [11], [12].

Since data on each subflow are released in order, MPTCP suffers from the head-of-line blocking phenomenon [3]: when a packet on one path is missing, packets on other paths with higher connection-level sequence numbers are kept in the receiver buffer to avoid out-of-order delivery. Since the retransmission process might take long, particularly if the loss is on a path with a high Round Trip Time (RTT), the receiver buffer might get completely full, blocking any further transmission on the other paths until the missing packet is finally delivered [13]. In this way, any outage or retransmission on any of the paths can negatively affect all the other paths, and in some cases, MPTCP is clearly outperformed by a single-path TCP flow on the best path [14].

In order to avoid these issues and fully exploit the potential of multipath transmission, we have to jointly design both components of the protocol, optimizing the congestion control and scheduler for latency-bounded delivery of data.

A. Congestion control

The TCP Cubic [15] congestion avoidance mechanism uses packet losses to infer congestion and back off from its probing of the channel, exploiting most of the available capacity. However, this causes the protocol to respond sluggishly to changes in the network and suffer from high self-inflicted queuing delays and instability [16], as the only signal of congestion is a buffer overflow. This problem has only been exacerbated by the progressive increase in the size of buffers in cellular networks, which has led to the bufferbloat issue [17], i.e., the experiencing of very long delays, which can often be longer than a second, in some TCP flows because of long queues in some intermediate nodes. Modern congestion control mechanisms such as Bottleneck Bandwidth and Round-trip propagation time (BBR) [18] can achieve a similar throughput with much lower self-inflicted queuing delays, providing a more interesting solution for QoS-aware applications.

MPTCP adds a dimension of complexity to the problem, since the multiple congestion windows for the subflows can be updated jointly. The first design of MPTCP used fully uncoupled congestion control: each path had an independent congestion control mechanism, and no information was shared between the subflows. However, this solution is unfair to single-path TCP flows sharing one of the bottlenecks [19], and can often lead to higher inefficiency in the capacity utilization [20]. Linked Increases Algorithm (LIA) [21] improves fairness towards legacy TCP by adopting a semi-coupled approach to manage the growth of the subflows congestion windows in the congestion avoidance phase. Fully coupled schemes [22] were considered too conservative, as they often completely give up on low-bandwidth paths and never discover subsequent changes in their capacity. Opportunistic LIA (OLIA) [20] is a variant on the LIA scheme that can improve the resource pooling fairness. As of today, the most commonly used scheme is Balanced Linked Adaptation (BALIA) [23], which combines the strengths of LIA and OLIA.

However, these algorithms are often inefficient in wireless networks, as the head-of-line blocking problem is aggravated by the volatility of wireless links. Losses caused by the physical layer can further decrease their performance and stability [24]. There are some proposals for latency-aware congestion control [25], which would mitigate some of the issues of loss-based algorithms, but these proposals are still untested.

The use of BBR, which is rapidly gaining traction in single-path TCP [26], is beginning to get traction in the multipath literature [27], as it promises to solve its predecessors’ issues. However, our simulations show that even BBR has significant problems, which we will discuss in Sec. VI.

B. Scheduling

In order for MPTCP to work efficiently, designing an appropriate congestion control is not enough: the protocol needs a scheduler to decide which path to send the data on, a decision which is often critical to avoid latency and head-of-line blocking issues. The most basic scheduler, which is currently implemented in the Linux kernel, is the Lowest RTT First (LowRTT) policy: the first packet in the send buffer will be sent on the path with the lowest measured RTT among those with enough congestion window space. However, this heuristic is often inefficient [28], as waiting for a faster path to be free can be better than sending immediately on a slow one.
if the difference in their RTTs is large enough. This can lead to significant performance losses [29] even when comparing it to other simple heuristics [30].

Round robin-based [31] and loss-based [32] scheduling schemes have also been proposed, but fail when there is a strong imbalance between the subflows. The most effective schedulers, such as the Slide Together Multipath Scheduler (STMS) [33] and Delay Aware Packet Scheduling (DAPS) [34], try to explicitly model the connection to send packets out-of-order on unbalanced paths so that they will arrive in-order at the receiver. In order to design the packet interleaving mechanisms, the schedulers need to have a model of each subflow and the expected delivery time. The FEC-based scheme in [35] also uses a similar scheduling strategy with good results. The Blocking Estimation (BLEST) [36] scheduler adds the awareness of the possibility of head-of-line blocking to this mechanism, explicitly trying to prevent it. The Shortest Transmission Time First (STTF), scheduler, presented in the same paper, is another scheduler that tries to estimate delivery time and schedule segments on the path that would deliver them earliest. It is important to note that the application features might affect the scheduler, which needs to be tuned to the specific application.

C. Using redundancy in multipath connections

In general, MPTCP only offers best-effort services, as the unpredictability of the end-to-end paths makes it difficult to explicitly support QoS. Wireless channels only exacerbate the issue [24], but there are some FEC-based techniques that can mitigate the head-of-line blocking problem and increase QoS.

FEC is a natural candidate to solve the head-of-line blocking problem: instead of waiting for a potentially lengthy retransmission, receivers can use redundant packets to reconstruct the missing packets. Several solutions [13], [35], [37] with different coding schemes have been proposed, using standard congestion control and different scheduling schemes. However, congestion control is a major part of the problem: self-inflicted buffer overflows and queuing delay still increase latency, and there is no way to measure and guarantee QoS.

The Decoupled Multipath Scheduler (DEMS) [38] is a first attempt to exploit the block-based nature of most applications: DEMS transmits data on one path starting from the beginning of the block, and on the other starting from the end. The delivery is complete when the two flows meet in the middle, and the scheduler foresees an adaptive redundancy mechanism to improve delivery times in variable network conditions.

The Latency-controlled End-to-End Aggregation Protocol (LEAP) [39], which is not compatible with MPTCP but provides the same interface to applications, was the first to consider explicit QoS guarantees, but it has some significant limits: namely, it requires applications to be fully flexible, adapting the size of the data blocks to the possibilities of the multipath connection. This assumption is limiting in modern networks, and our protocol overcomes it, achieving similar results even when applications are uncooperative. An older scheme that runs on Stream Control Transmission Protocol (SCTP) also used cross-path FEC for low-latency applications [40], but it did not provide any adaptation of the coding rate and just used it to recover from packet losses. Redundancy and multipath transport can also be used to improve reliability in other contexts, such as the Internet of Things (IoT) [41].

For a more thorough survey of the research on multipath transport protocols, we refer the reader to [42]. The use of coding at the transport layer is also being investigated by the IETF, which is drafting a standard that enumerates the different possibilities and required signaling in TCP and QUIC [43]. The interaction between coding and congestion control is interesting, as coding can hide losses, improving throughput, if recovered packets are considered as not lost. Existing FEC-based schemes promise to improve QoS as well, but to the best of our knowledge, HOP is the only scheme that dynamically optimizes the amount of redundancy to send and schedules it over the available paths.

III. THE HOP PROTOCOL

The HOP protocol is designed to meet demanding QoS targets by sending redundant information on multiple volatile paths. If the application writes a batch of $B$ bytes to the send buffer, the objective is to guarantee that the probability that such data are delivered to the destination within the maximum allowed time $T$ is at least $P_{thr}$. The use of delivery deadlines, both hard (as in our case) and soft, has been studied in the literature as a way to express end-to-end latency requirements [40]. In order to reliably deliver the data with bounded latency, the transport layer protocol must be able to exploit path diversity and compensate for the failures on any of the paths by relying on the others. This calls for cross-path FEC, since retransmission is a slow mechanism that may not ensure a timely delivery in difficult conditions: if redundant packets are added to the transmission, the receiver may be able to retrieve any late or missing packets before the deadline expires. In other words, HOP can deliver the whole data block within the planned deadline even if some packets are lost or late, provided that enough packets are received on time on any combination of the paths and in any order.

As we discussed in the Sec. II-C, FEC is also used by other protocols to reduce packets latency. However, HOP can achieve much better performance by exploiting paths capacity estimates and block deadline information to tune the amount of redundancy to be sent over the available paths, so as to maximize the in-time delivery probability of the blocks without clogging the connections. The dynamic adaptation of FEC is critical, as adding too little redundancy can limit its usefulness, while adding too much will congest the network. As HOP is aimed at guaranteeing QoS for high-priority applications, fairness to flows with a lower priority is a secondary consideration, and the protocol will operate best over connections with no direct cross-traffic: this fits with the 5G network slicing paradigm [44], which separates different types of traffic so that they do not need to compete with flows with different characteristics and requirements [45]. In this context, the optimization performed by HOP can outperform other schemes significantly.

We define the following aims of our QoS-oriented protocol:

1) Exploit multiple paths in such a way that a path failure can be compensated by other paths without retransmis-
sions. This can be accomplished by using systematic packet-level codes, which are equivalent to other linear codes, but simplify the receiver-side decoding process.

2) Dynamically allocate the amount of redundancy and schedule packets on the various paths to maintain the latency below the application-specified maximum $T$.

3) Estimate the future capacity of the paths in order to make intelligent scheduling decisions.

These requirements are critical to support applications such as AR and teleoperation over mobile networks, with strict latency requirements and high throughput. The advanced network access services provided by 5G and beyond networks alone may not be sufficient to meet the stringent constraints, as a delay-agnostic transport layer may disrupt the performance objectives. HOP can avoid this issue by running in user space over standard UDP sockets. Like the recent QUIC protocol, it creates a reliable, connection-oriented flow over the connectionless UDP sockets by implementing its own acknowledgment and sequencing mechanisms. HOP has three components. The first is a systematic packet-level encoder and decoder with tunable coding rate. In the experiments, we used the implementation of shortened-and-punctured Reed-Solomon codes described in [46]. It also has a scheduler that optimizes the level of FEC and sends packets over the different paths, as well as a capacity estimation mechanism named Sender-side Kalman Inference Procedure (SKIP), which can predict the distribution of the future capacity of each path, giving the scheduler the full picture of the state of the connection.

If the estimate of the future capacity distributions provided by SKIP is correct, the scheduler can calculate the probability that a packet sent on any path will be late and set the amount of FEC to guarantee that the data block will be received within the planned deadline with a given probability. We define three schedulers with different objectives:

- **The Just Use Multipath Protection (JUMP) scheduler** deals with inelastic applications: it considers a fixed block size $B$, a fixed reliability $P_{th}$ and a fixed latency bound $T$. If adding FEC is enough to meet the reliability constraint, JUMP minimizes the redundancy. Otherwise, it signals a failure to the application.

- **The Latency-controlled End-to-End Aggregation Protocol (LEAP) scheduler**, named after the multipath protocol from [39], considers a fixed reliability $P_{th}$ and a fixed latency bound $T$. Like its namesake, it requires an adaptive application, which can change the amount of data in a block by compressing it, and it creates a schedule that maximizes the deliverable block size $B$ while respecting the other constraints.

- **The Flexible Latency Improvement Procedure (FLIP) scheduler** considers a fixed block size $B$ and a minimum reliability $P_{th}$. It schedules the packets in the way that minimizes the latency bound $T$. It can be used for applications that can tolerate some latency fluctuations, but need reliability and are not throughput-adaptive.

These schedulers aim at maintaining the latency below the application-specified maximum $T$, and they will never schedule packets that are expected to cause unacceptable queuing. In this way, congestion control is implicit in the scheduling: as long as the bottleneck buffer on a path is larger than $CT$, where $C$ is the capacity of the path, JUMP, FLIP, and LEAP will never cause a congestion loss. Since HOP’s target applications have low latency targets and, as previously discussed, buffers in the network are growing, we expect this to be the case in most practical deployments. However, if the bottleneck buffer is shallow and packets are dropped, the capacity estimate given by SKIP will be decreased accordingly and the scheduler will adjust by reducing the number of packets on the affected path.

Scheduled packets are sent in a burst, since additional delay is not an effective strategy to guarantee in-time delivery. This burst-based mechanism affects other users sharing the bottleneck buffer, but most modern routers have per-user buffers, so the burstiness should not affect other flows. The Sprout congestion control mechanism [47] makes the same assumption and verifies it in cellular networks, and we will show that it holds for modern 802.11 routers in Sec. VI. We plan to investigate friendlier versions of the protocol that do not send packets in a burst and maintain fairness in legacy shared-buffer links, but this is outside the scope of this work.

In the following sections, we will describe and model the three schedulers, starting from JUMP, since its procedure is a basic building block for the other two. Then, we will present the SKIP capacity estimator.

### IV. SCHEDULER DESIGN AND ANALYSIS

The objective of JUMP is to efficiently schedule a block of $k$ packets on the $m$ available paths, minimizing redundancy while meeting the reliability and latency constraints. We assume that the size $L$ of all packets sent on a certain path is always equal to the path Maximum Transfer Unit (MTU). Furthermore, we indicate by $F(i, \omega_i, T)$ the so-called lateness probability for path $i$, i.e., the estimated probability that a packet of length $L$ sent on path $i$ is delivered with a latency larger than the maximum allowed delay $T$. This probability depends on the path status $\omega_i$, which consists of the path capacity distribution and the number of queued and in-flight packets. The computation of the function $F(i, \omega_i, T)$ is explained in Sec. V, being strictly coupled with the SKIP capacity estimation mechanism. If we call the function $F(i, \omega_i, T)$ repeatedly, we can get the lateness probability for each subsequent packet.
sent on the same path. We hence denote by \( \lambda_i(j, T) \) the latency probability of the \( j \)-th packet in a block sent on path \( i \). We assume that \( \lambda_i(0, T) = 0 \).

We now define a schedule as a vector \( s \in \mathbb{N}^m \), whose \( i \)-th element \( s_i \) represents the number of packets sent on path \( i \) for the current block. The size of the schedule is defined as the total number of packets scheduled on all the paths and denoted by \(|s| = \sum_{i=1}^m s_i \). The scheduled multipath transmission is successful if at least \( k \) packets are received on time, so that the receiver is able to decode the block. The failure probability \( P_e(s, k, T) \) is then the probability of delivering fewer than \( k \) packets in total on all paths. We can now define the optimal schedule \( s^* \) as the minimum-size schedule that meets the reliability constraint:

\[
s^* = \arg \min_{s \in \mathbb{N}^m} |s| \quad \text{s.t.} \quad P_e(s, k, T) \leq 1 - P_{\text{thr}}. \tag{1}
\]

We observe that, neglecting packet losses due to link errors and reordering, there is no advantage in sending more than \( k \) packets on the same path, since the reception of the first \( k \) packets will permit to recover the whole data block, making any later packet useless. Therefore, information and redundancy packets should be distributed across the different paths, but without exceeding a total of \( k \) packets per path.

We exploit an iterative strategy to generate the optimal schedule \( s^* \) by starting from an empty schedule and gradually adding packets until the condition in (1) is respected. Assuming First In First Out (FIFO) queuing, \( \lambda_i(s_i, T) \) is monotonically non-increasing in \( s_i \). The last packet injected in the path will always have a higher or equal probability of being late than previous packets, whose latency probability is not affected by later packets. We can then expand the schedule at each step by adding a packet on the path \( i^* \) with the lowest latency probability:

\[
i^* = \arg \min_{i \in \{1, \ldots, m\}} \lambda_i(s_i + 1, T). \tag{2}
\]

It is easy to prove that the schedule obtained with this iterative procedure is optimal, since the latency probability of any packet not yet scheduled is higher than that of the already scheduled packets.

In order to compute \( P_e(s, k, T) \), we define the delivery vector \( d = (d_1, \ldots, d_m) \), whose \( i \)-th element \( d_i \) represents the number of packets that were delivered on time on path \( i \). Naturally, \( d_i \leq s_i \), since it is impossible to deliver more packets than those that were sent. We now define the set of delivery vectors such that the cumulative number of delivered packets on all paths is at least \( k \):

\[
D_k(s) = \left\{ d : \sum_{i=1}^m d_i \geq k, d_i \leq s_i, \forall i \in \{1, \ldots, m\} \right\}. \tag{3}
\]

The scheduler needs to iterate over the set in order to compute the latency probability of the schedule, so the size of \( D_k \) is directly related to the computational complexity of the scheduler. Considering that each of the \( m \) elements \( \{d_i\} \) of \( d \) can take values in the set \( \{0, \ldots, s_i\} \), and that \( s_i \leq k \), the size of \( D_k \) cannot be larger than \( \prod_{i=1}^m (s_i + 1) = (k + 1)^m \).

Conservatively, we assume it to be \( O(k^m) \). The latency probability of the schedule is then given by

\[
P_e(s, k, T) = 1 - \sum_{d \in D_k(s)} \prod_{i=1}^m \psi_i(d_i, T), \tag{4}
\]

where \( \psi_i(d_i, T) \) is the probability that the first \( d_i \) packets sent on path \( i \) are delivered on time, while the following packets are late. Since we assume per-path in-order delivery, we get

\[
\psi_i(d_i, T) = \begin{cases} 
1 - \lambda_i(d_i, T), & \text{if } d_i < s_i; \\
1 - \lambda_i(d_i + 1, T), & \text{if } d_i = s_i.
\end{cases} \tag{5}
\]

The overall complexity of the latency probability calculation is then \( O(mk^m) \), since evaluating a vector \( d \in D_k \) takes \( O(m) \) steps and there are \( O(k^m) \) elements in \( D_k \). If \( P_e(s, k, T) \) is known, we can add a packet to the schedule without recomputing everything. We use the iterative procedure from the previous section to decide which path to schedule the new packet on, then define the vector \( s' \), with \( s'_j = s_j + 1 \) and \( s'_j = s_j, \forall j \neq i \). The set \( D_k(s') \) is then given by

\[
D_k(s') = D_k(s) \cup \{s_i + 1, D_{k-1}(s_{-i})\}. \tag{6}
\]

Since all the vectors in \( D_k(s) \) satisfy the condition in (3), the vectors with \( d_i = s_i + 1 \) are the only new combinations, so \( D_k(s') \) has \( O(k^{m-1}) \) elements that are not in \( D_k(s) \). Using the old schedule information could be extremely significant, since the computational complexity of the schedule latency probability is reduced from \( O(mk^m) \) to \( O(mk^{m-1}) \). These results are similar to the work in stochastic job scheduling [48], [49], although in a different setting and with different assumptions. Additionally, the iterative building procedure allows us to reduce the computational complexity of the scheduler thanks to the stopping condition: if the optimal schedule has \( N \) packets, only \( N - k + 1 \) schedules need to be evaluated, making the whole procedure \( O((N-k)mk^{m-1}) \). Non-iterative schedulers have an exponential complexity in \( N \), since the set of possible schedules is combinatorial and they cannot exploit the monotonicity of \( \lambda_i(s_i, T) \).

The impact of estimation errors on this method is limited, as the scheduler is self-correcting: if capacity is overestimated on any of the paths, the increased queue will make the scheduler shift part of its load to other paths, mitigating the effect of the estimation error. Naturally, less accurate estimates will result in more errors, but we include a control mechanism to avoid instability in any case. In order to maintain the latency on the path below \( T \), the scheduler will never schedule more packets than those that can be delivered in time. Denoting by \( \tau_{\min,i} \) the propagation and processing time on path \( i \), and by \( \mu_i \) the mean path capacity, then the maximum number of packets that can be scheduled on the path is \( S_i = \min(T - \tau_{\min,i}) \).

In practice, the capacity estimation mechanism described in Sec. V requires to send at least a few packets per block; in order to avoid underutilizing slower or more volatile paths, we set a minimum of 10 packets for each path in the practical scheduler. An additional correction can be added for small probability differences, privileging the least-used path if the
The overall complexity of the scheduler is $O$ not, until the minimum and maximum values of $k$. This monotonicity then allows us to use a binary search on delivery vectors in the set, it is monotonically decreasing in $D$. In order to find this value, the scheduler also identifies the maximum value $k^*$ that can be delivered through any schedule:

$$k^* = \sup \left\{ k \in \mathbb{N} : \max_{s \in \mathbb{N}^m} P_e(s, k, T) \leq 1 - P_{\text{thr}} \right\}. \quad (7)$$

In order to find this value, the scheduler also identifies the optimal schedule. The maximum deliverable block size is then passed to the adaptive application, and the resulting packets are sent according to the schedule. Naturally, the values of $k$ are always between 0 (i.e., no payload data can be sent reliably) and $S = \sum_{i=1}^{m} S_i$, the bound on the number of schedulable packets, which is stricter than for JUMP, as LEAP will tend to stay closer to the bound to maximize the block size:

$$S_{i, \text{LEAP}} = (\mu_i - \alpha \sigma_i)(T - \tau_{\min,i}). \quad (8)$$

where $\mu_i$ is the estimated path capacity, $\sigma_i$ is the standard deviation of the estimate, and $\alpha > 0$ is a tunable parameter. The bound is more conservative, since LEAP will always operate close to the limit to maximize the size of the delivered information block. It is possible to determine the optimal schedule for a given value of $k$ by running JUMP, with $O((N-k)mk^{m-1})$ complexity. We can then exploit one fact: if $k_1 < k_2$, the set of delivery vectors that result in a success for $k_2$ also results in a success for $k_1$. This can be expressed as $D_{k_1}(s) \subseteq D_{k_2}(s)\forall s$: since the on-time delivery probability depends on the sum of the probabilities of the delivery vectors in the set, it is monotonically decreasing in $k$. This monotonicity then allows us to use a binary search on $k$, significantly reducing the number of steps in the search from $O(S)$ to $O(\log(S))$.

The LEAP scheduler is then a simple binary search over $k$, with values between 0 and $S$. The value of $k$ is increased when JUMP returns a valid schedule, and decreased when it does not, until the minimum and maximum values of $k$ converge. The overall complexity of the scheduler is $O(S \log(S) mk^{m-1})$.

FLIP works the same way, minimizing the delay bound $T$:

$$T^* = \inf \left\{ T \in [0, T_{\max}] : \max_{s \in \mathbb{N}^m} P_e(s, k, T) \leq 1 - P_{\text{thr}} \right\}. \quad (9)$$

In this case, it is necessary to define a maximum acceptable latency $T_{\max}$, as well as a time quantum $\varepsilon$ to discretize the search space. It is possible to use a binary search in this case as well, since $\psi_i(d_i, T)$ is monotonically increasing in $T$. The procedure is then the same as LEAP, but the value of $T$ is decreased when JUMP returns a valid schedule. Since the number of steps in the search is $O \left( \log \left( \frac{T_{\max}}{\varepsilon} \right) \right)$, the overall complexity of FLIP is $O \left( \log \left( \frac{T_{\max}}{\varepsilon} \right) mk^{m-1} \right)$.

V. ESTIMATING CAPACITY: THE SKIP METHOD

The JUMP scheduler is the optimal scheduler if the capacity Cumulative Distribution Function (CDF) for each path is known, which is not the case in practical settings. We then design the SKIP mechanism to estimate the capacity CDF of the connection from the recently received ACKs. In the following, we will omit the path index from the notation for readability, but the SKIP estimation process is run independently for each path. Let us first introduce some notation. Let $t = (t_1, \ldots, t_s)$ be the vector that collects the transmission instants of $n$ packets sent on the path. The size of all packets is $L$, corresponding to the MTU. Furthermore, let $a = (a_1, \ldots, a_n)$ be the vector of the corresponding ACK reception instants, and $T_k$ be the period during which we collected the ACKs. It follows that $a_i \geq a_j \forall i > j$. This in-order delivery hypothesis is supported by observations in modern networks, and it is the basic assumption behind loss-based versions of TCP.

The corresponding RTT vector is $\tau = a - t$, and its $j$-th element is given by

$$\tau_j = \tau_{\min} + \frac{L}{C} + q_i. \quad (10)$$

where $\tau_{\min}$ is the propagation and processing time, $C$ is the path capacity, defined as the available bottleneck bitrate, and $q_i$ is the time required to get rid of the backlog when the packet is generated, which can be computed as

$$q_i = \frac{X(t_i)}{C} - (t_i - t_1) u(G(t_i) - C), \quad (11)$$

where $X(t_i) = i L$ is the number of bytes in flight at time $t_i$, $G(t_i)$ is the average sending rate between $t_1$ and $t_i$, and $u(x)$ is the step function. In practice, (11) states that, if the sending rate exceeds the bottleneck capacity, the queuing delay grows linearly in time. Naturally, this only holds if $C$ is constant, which is not true in a general communication channel: however, this simplification is close enough to reality if the interval of time over which we measure is very short. Moreover, for more dynamic scenarios, the overall performance degradation due to this simplification is expected to be graceful. The relation between $X(t_i)$ and $G(t_i)$ is given by

$$G(t_i) = \frac{X(t_i)}{t_i - t_1}. \quad (12)$$

From (10) and (11), we know that

$$\tau_i = \tau_{\min} + \frac{L}{C} + \max \left\{ 0, \frac{X(t_i)}{C} - (t_i - t_1) \right\}. \quad (13)$$
If we assume that $G(t_j) = G(t_j)$ and apply (12), we get
\[
\tau_n - \tau_l = \max \left\{ \frac{G(t_j)(t_n - t_l)}{C} - (t_n - t_l), 0 \right\}.
\] (14)

If we take the derivative over time of the RTT on the path, we get
\[
\frac{\partial \tau}{\partial t} = \frac{G(t_n)}{C} - 1.
\] (15)

We can now estimate $\frac{\partial \tau}{\partial t}$ by using linear least squares fitting:
\[
\frac{\partial \tau}{\partial t} = \frac{L \sum_{i=1}^{n} \left( t_i - \frac{\sum_{i=1}^{n} t_i}{n} \right)^2}{\sum_{i=1}^{n} \left( t_i - \frac{\sum_{i=1}^{n} t_i}{n} \right)^2}.
\] (16)

By combining (15) and (16), we can get an estimate of the average capacity, which we can store to get an empirical CDF of the path capacity. The norm of the residual error of the linear fit is useful to gauge the jitter of the path, i.e., capacity fluctuations that are faster than the estimation timestep $\tau$.

The derivation above only works if there is some queuing, i.e., if the send rate $G(t_n)$ is larger than the path capacity. Most capacity estimation methods share this limit, as Jaffe proved in 1981 [50]. However, HOP sends packets of the same block in a burst, and the issue is avoided. The value of $\tau_{\text{min}}$ can be estimated online, as in BBR [18]. This estimation can only be performed when the data rate is large enough, so we perform a traditional Cubic slow start procedure when setting up a new link. This does not affect the performance once the path exits the slow start phase, when the SKIP method kicks in.

A. Kalman capacity tracking

The capacity estimation process we defined above is inherently affected by noise; in order to compensate for the resulting fluctuations in the measured capacity, we use a Kalman Filter (KF) to track and predict the evolution of the capacity. The KF, invented in 1960 [51], is the optimal way to track known linear systems with Gaussian noise. The basic system model we use is very simple, and operates on discrete timesteps with interval $T_k$, which is equivalent to the capacity estimation timestep:
\[
x_{t+1} = x_t + w_t;
\]
\[
C_{t+1} = C_t + v_t.
\] (17) (18)

In the model, the measured capacity $C_t$ is a noisy observation of a hidden state $x_t$, whose evolution follows a simple Gaussian-Markov process. The variances $\sigma_w^2 = Q$ and $\sigma_v^2 = R$ are required inputs of the filter, which needs to distinguish between temporary variations due to $v_t$ (estimation noise) and long-term effects that change the state of the system due to $w_t$ (process noise). The KF gain $K_t$ is calculated based on the $a$ priori and $a$ posteriori estimate of the prediction error variance. The KF is the optimal estimator if its parameters are correct for the tracked system, but it needs the values of $Q$ and $R$ as inputs, and its results can degrade quickly if the settings are wrong [52]. If the variances are unknown or can change over time, as in our case, there are several techniques to estimate them online while tracking the underlying process [53]; this extension of the KF is called Adaptive Kalman Filter (AKF). In our work, we use the recursive AKF implementation from [54].

The AKF can deal well with gradual changes to the capacity, but it does not respond quickly enough to sudden capacity drops or even full outages. Wireless channels are often characterized by sharp drops and temporary outages, and this issue is particularly significant at higher frequencies, where transitions from line of sight to non-line of sight propagation due to blockage from walls, objects or humans are very fast.

In order to describe the operation mode logic, we will consider time step $t$, for which the AKF has a mean $\hat{x}_{t|t-1}$ and a total variance $\Sigma_{\text{AKF}} = \Psi_{t|t-1} + Q + R$. First, we examine the full outage case: if the measured capacity is 0 for at least $t_{\text{thr}}$ samples, the link is in outage and the sending rate should be reduced drastically. This condition can be recognized by the occurrence of the following conditions:

\[
\sum_{k=t-t_{\text{thr}}}^{t} C_k = 0 \quad \text{and} \quad \hat{x}_{t|t-1} > 0.
\] (19)

If this second condition is verified, the mean of the AKF is reset to the initial minimum value (50 kBs/s in our setup) straight away. The number of necessary samples $t_{\text{thr}}$ is $3\sigma$ form the estimate provided by the AKF filter, i.e., when
\[
|C_t - \hat{x}_{t|t-1}| > 3\sqrt{\Sigma_{\text{AKF}}}.
\] (20)

We refer to such events as down-steps or up-steps, depending on the direction of the capacity change. The occurrence of this condition takes the capacity estimator into the so-called step-mode. In case of down-step, the AKF is not updated with the new capacity measurements, but evolved in open-chain, only performing the prediction step and, thus, gradually increasing its variance. The condition (20) is evaluated again at each update, with the new value of $\sigma$, and the down-step mode is exited when the down-step condition is not verified in at least $\tau$ consecutive steps. However, after $t_{\text{thr}} > \tau$ updating steps in this mode, the capacity drop is assumed to be long-standing and the mean of the AKF is reset to the mean capacity value measured during the down-step, i.e.,
\[
\mu_{\text{step}} = \frac{1}{t_{\text{thr}} - t_{\text{thr}} + 1} \sum_{k=t_{\text{thr}}}^{t} C_k.
\] (21)

In case of up-step, the AKF evolves normally, slowly increasing the estimated capacity towards the current measured value, but after $t_{\text{thr}}$ updating steps, the capacity change is assumed to be long-standing, and the mean of the AKF is set as for (21).
In order to calculate the in-time delivery probability for packet queuing delay:

\[ C \geq \frac{L}{T - \frac{\tau_{\text{min}}}{2} - q_i} \],

if \( q_i = 0 \);

\[ C \geq \frac{2L}{T - \frac{\tau_{\text{min}}}{2} - q_i + (t_i - t_{i-1})} \],

if \( q_i > 0 \).

The same operation can be performed recursively, getting a set of \( i \) conditions that need to be respected to guarantee in-time delivery:

\[ C \geq \frac{iL}{T - \frac{\tau_{\text{min}}}{2} + (t_i - t_{i-1}) - q_i \delta (\ell - 1)} \forall \ell \in \{1, \ldots, i\} \],

(27)

where \( \delta(x) \) is 1 if \( x \) is 0 and 0 otherwise. Since the violation of any of these conditions causes the packet to be late, we consider the most stringent one, denoting the corresponding capacity value as \( C_{\text{min}} \).

C. Computing the lateness probability

We now calculate the packet delay CDF in order to be able to evaluate the probability of meeting the conditions in (27). As above, we assume that \( T = kT_k \). Since the first unacknowledged packet is still in flight, the packet capacity in the first timeslot of the AKF is limited by:

\[ C_{\text{max}} = \frac{L}{t_n - t_i - q_i - \frac{\tau_{\text{min}}}{2} - J} \],

(28)

where \( J \) is a term to account for the path jitter. We now know that \( C_1 < C_{\text{max}} \), but the usable time spans \( k = \frac{T}{T_k} \) steps of the KF; if we know the KF’s parameters \( \hat{x}, P, Q, \) and \( R \), we need to evaluate it blindly for \( \ell = \frac{T}{T_k} \) steps to account for the delay in the feedback: at the \( j \)-th step since the starting time \( t_i \), the KF should have a mean \( \hat{x} \) and a variance \((\ell + j)Q + R\). However, we consider the additional information given by the knowledge that \( C_1 < C_{\text{max}} \). Considering that the distribution of \( C_1 \) is now a truncated Gaussian with support \([0, \frac{L}{t_n - t_i - q_i - \frac{\tau_{\text{min}}}{2} - J}]\).

The mean of the KF in successive steps changes, and it is given by:

\[ \hat{x}_{2|1} = \frac{P + (\ell + 1)Q}{P + (\ell + 1)Q + R} \hat{x}_{1|0} + \frac{RC_1}{P + (\ell + 1)Q + R}. \]

(29)

We know that the mean of a truncated Gaussian variable \( X \sim N(\mu, \sigma^2) \) with support \([a, b]\) is given by:

\[ \hat{x} = \mu + \sigma \left( \frac{\phi \left( \frac{b - \mu}{\sigma} \right) - \phi \left( \frac{a - \mu}{\sigma} \right)}{\Phi \left( \frac{b - \mu}{\sigma} \right) - \Phi \left( \frac{a - \mu}{\sigma} \right)} \right), \]

(30)

where \( \phi(x) \) is the normal Probability Density Function (PDF) and \( \Phi(x) \) is the normal CDF. We can now substitute the mean of \( C_1 \) in (29), getting:

\[ \hat{x}_{2|1} = \frac{P + (\ell + 1)Q}{P + (\ell + 1)Q + R} \hat{x}_{1|0} + \frac{RC_1}{P + (\ell + 1)Q + R}. \]

(31)

The sum of the next \( k - 1 \) steps is a Gaussian variable, given by:

\[ C_{2,\ldots,k} \sim N \left( (k - 1)\hat{x}_{2|1}, \frac{(k + \ell)(k - 1)Q}{2} + R \right). \]

(32)

The CDF of the overall capacity can only be computed numerically [55], [56], since it involves a convolution with
a truncated Gaussian. The actual distribution is computed in the Appendix, but in order to reduce the computational load, we can approximate the truncated Gaussian variable $C_1$ as a normal Gaussian variable in the sum:

$$C_{1,...,k} \sim \mathcal{N}\left(\hat{x}_{1|0} + (k - 1)\hat{x}_{2|1}, \frac{(k + \ell + 1)Q + 2R}{2}\right). \quad (33)$$

Adding the outage probability $p_{\text{out}}$ to the model to account for $3\sigma$ drop events, the lateness probability $\lambda(i) = P[r_i - t_i \leq T]$ is given by:

$$\lambda(i) = p_{\text{out}} + (1 - p_{\text{out}})\Phi\left(\frac{C_{\min} - (\hat{x}_{1|0} + (k - 1)\hat{x}_{2|1})}{\sqrt{\frac{(k+\ell+1)Q}{2} + R}}\right), \quad (34)$$

where $p_{\text{out}}$ is a running estimate of the down-step and outage probability. In case a drop is in progress, capacity is modeled as an exponential random variable with mean $C_{\text{out}}$. The sum of $k$ exponential random variables is a Gamma random variable with shape parameter $\alpha = 2k$ and mean parameter $\mu = C_{\text{out}}$: $C_{1,...,k} \sim \Gamma(2k, C_{\text{out}})$. In this case, we conservatively assume that the outage will last until the packet deadline. The delay CDF can be computed using (34).

VI. TESTING SCENARIO AND RESULTS

In order to test the performance of HOP, we simulated the protocol over the ns-3 network simulator in a controlled scenario. Although the protocol can operate over any number of paths, we limit this analysis to the two-path case, as the results are easier to interpret. We used two PointToPointChannel objects to simulate the paths, varying their capacity according to traces, both controlled and from real wireless networks. In our simulations, a server periodically sends data blocks to a client through two parallel paths. The minimum RTT is set to 25 ms, and the deadline is 35 ms with 98% reliability: this is realistic for an edge application such as AR with strict real-time constraints. The MTU is set to 1500 B. The maximum latency $T$ is set to less than 1.5 times the minimum RTT, so retransmissions are impossible without violating the latency requirement. The 98% reliability requirement is also very strict, as the failure rate is 5 times lower than what standard MPTCP can usually achieve in wireless links [39]. In order to compare HOP to state-of-the-art solutions, we test three other MPTCP variants in this challenging scenario:

- Uncoupled Cubic congestion control with the LowRTT scheduler. This version is slightly more aggressive than current MPTCP implementations, but its mechanism is similar to currently implemented versions of the protocol.
- Uncoupled BBR [18] congestion control with an enhanced version of the DAPS scheduler [34]. This version uses a latency-aware congestion control and a state-of-the-art scheduler aimed at reducing delivery delay and reordering at the receiver, which can exploit BBR’s estimate of the path capacity to improve its decisions.
- Uncoupled BBR with the STTF scheduler [36], which schedules packets on the fastest path (considering currently estimated capacity and queued packets).

- Uncoupled BBR with the DEMS [38] scheduler, using redundancy to speed up block delivery time. This is the most meaningful comparison for HOP, as DEMS can use FEC to protect data blocks and prevent small capacity drops on one path from affecting the overall transmission.

As the receiver buffer sizes are set to large values in the simulation, head-of-line blocking is not an issue, so using uncoupled congestion control provides a better performance than coupled algorithms. Furthermore, we argue that the service enabled by QoS-oriented transport will be relevant in intelligent future networks, which can be expected to have some form of slicing mechanism to separate different classes of traffic. Consequently, we leave the study of the fairness of the protocol towards best-effort TCP flows to future work.

In order to test the protocols in a controlled setting, we generate synthetic scenarios with fast-varying capacity. In each scenario, the capacity of the bottlenecks changes every 25 ms:

- In the balanced scenario, the capacity distribution for the two paths is the same. Samples are Gaussian and Independent and Identically Distributed (IID), with an average of 40 Mb/s and a standard deviation of 8 Mb/s;
- In the unbalanced scenario, capacity samples are Gaussian and IID with a standard deviation of 8 Mb/s, but the mean is different for the two paths. One path has a mean capacity of 32 Mb/s, while the other’s is 48 Mb/s.
- In the highly unbalanced scenario, capacity samples are still Gaussian and IID with a standard deviation of 8 Mb/s, but the means of the two distributions are very different: the first path has a mean capacity of 64 Mb/s, while the second’s is just 16 Mb/s. This large difference presents a more challenging scenario, as the scheduler will need to send enough packets on the low-capacity path to maintain an accurate capacity estimation.
- In the RTT unbalanced scenario, the capacity is distributed as in the balanced scenario, but instead of having a minimum RTT of 25 ms, the two paths have respective minimum RTTs of 20 ms and 30 ms.

We also added a theoretical bound to the synthetic trace simulations: by using the capacity distribution, we calculated the maximum achievable reliability for the given data block size in case of no queuing and perfect scheduling with full repetition. If we consider ideal conditions with no queue at the bottlenecks and set a 98% reliability and a 35 ms maximum latency, the maximum achievable goodput when respecting the application constraints is about 51 Mb/s. We remark that the capacity volatility in these scenarios is significant, and corresponds to a highly congested wireless network. Furthermore, since this bound does not take queuing into account, it can be very loose if the scheduler causes self-queuing delays by sending too many packets on a path. In order to evaluate SKIP, we also used the JUMP scheduler, feeding it with the correct capacity distribution. As the scheduler is optimal, this is an upper bound that considers queuing.

We also captured three live capacity traces and used them to drive the simulations (with the same parameters used in the synthetic trace-based simulations).

We also captured three live capacity traces and used them to drive the simulations (with the same parameters used in the synthetic trace-based simulations).
• A WiGig trace with an experimental setup, in a non-line of sight condition with multiple reflections;
• An 802.11n trace on the 5.75 GHz band in an office with several other access points and active cross-traffic;
• An LTE trace captured on a commercial network while driving in Newark, NJ.

These traces have a higher average capacity than the synthetic ones, but the WiGig trace has a strong risk of sudden drops, while the LTE and 802.11n traces have a high variance.

A. JUMP stability analysis

JUMP can provide reliability as long as the objective is achievable, but quickly becomes unstable if it is not, as the additional FEC packets increase the probability of creating a queue and lead to a reliability collapse. To avoid this issue, it would be beneficial to set a lower reliability: when the network cannot cope with the application’s demands, JUMP tends to add more FEC, making the system more unstable. While this is still the correct behavior for the protocol, as HOP can report to the application that its demands are unsustainable, the design of a limiting mechanism to make the scheme fail more gracefully is an interesting avenue for future research. We expect LEAP to be immune from reliability collapse, as it is limited by the stricter stability constraint in (8).

In order to show the instability problem, we consider a measure of packet stability in the balanced synthetic scenario, giving JUMP the exact capacity distribution. If we assume the process is time-invariant and IID, the state of the system is given by the vector \( q(t) \in \mathbb{R}^m \), whose elements represent the queuing delay on each path. We denote the schedule that JUMP derives in any state as \( s(q(t)) \), and derive the value of \( q_i(t) \) by applying (23):

\[
q_i(t, C_i) = \max \left( 0, q_i \left( t - T_b + \frac{\tau_{\text{min}}}{2} \right) + \frac{L_i(q(t - T_b))}{C_i} - T_b + \frac{\tau_{\text{min}}}{2} \right),
\]

assuming that the capacity \( C_i \) is constant over a period \( T_b \).

Given a schedule \( s(q(t)) \), we now define the associated coding rate \( R_C(q(t)) \) as

\[
R_C(q(t)) = \frac{k}{\sum_{i=1}^{m} s_i(q(t))}.
\]

Using the conditions in (27), it naturally follows that a longer queue results in a lower coding rate. In turn, a larger number of redundancy packets increase the probability of having a longer queue, resulting in a positive feedback loop. We can define a stability criterion:

\[
S(q(t), q(t + T_b)) = u \left( R_C(q(t)) - R_C(q(t + T_b)) \right).
\]

If the redundancy does not increase, the system stays in a state that is at least as favorable as the previous one. Naturally, stability is not certain, since capacity is a stochastic process, but we can compute the stability probability \( P_S(q(t)) \):

\[
P_S(q(t)) = \int_{(\mathbb{R}^+)^m} S(q(t), q(t + T_b, C)) \prod_{i=1}^{m} \varphi_i(C_i) dC.
\]

where \( \varphi_i(x) = \varphi \left( \frac{x - M_i}{\sigma_i} \right) \). Since the coding rate function is not simple, we perform the integration numerically. Figure 3 shows the stability probability as a function of the block size for different values of the initial queuing time (which was the same for both paths), confirming that a longer initial queue indeed increases instability. The resulting positive feedback loop can sharply decrease reliability, as each increase in the queue takes the system to a more unstable state, making further increases more likely. Figure 4 shows the stability probability for different values of the deadline \( T \) and the reliability requirement \( P_{\text{thr}} \), confirming the intuitive principle that tighter deadlines and higher reliability requirements make the system more unstable by reducing the margin of error in noisy channels.

B. Simulation results: synthetic traces

Figure 5 shows the performance of the protocols in the balanced scenario as a function of the application block size. The plot shows the average performance over 10 simulations, each with a duration of 30 seconds, with error bars representing the 95% confidence interval. It is easy to see that HOP is the only protocol that can guarantee that data will be delivered on time with the required reliability. As expected, the DEMS scheduler can use capacity estimation to slightly outperform DAPS and STTF, and they all significantly outperform the simple LowRTT scheduler, which is not shown in the figure, as it has a failure probability higher than 0.1 even with a block size of just 80 kB. However, none of these schedulers is able to guarantee 98% reliability, even for small block sizes, while HOP can guarantee 98% reliability with 145 kB blocks, which correspond to a goodput of 46.4 Mb/s, more than 90% of the theoretically achievable goodput. In this case, the scheduler’s performance is very close to the ideal JUMP’s, showing that SKIP works reliably. The confidence interval confirms that the results are not an artifact, but hold across several traces.

It is interesting to note that HOP is very close to the theoretical bound as long as the objective is achievable, but quickly degrades after that, as the additional FEC packets
increase the probability of creating a queue and lead to a reliability collapse. To avoid this issue, it would be beneficial to set a lower reliability, avoiding the reliability collapse described in the previous section. The design of a limiting mechanism to make the scheme fail more gracefully is an interesting avenue for future research. This is confirmed by looking at the number of redundancy packets injected by HOP: for blocks up to 145 kB, the redundancy overhead hovers around 5% of the block size, while it rapidly grows to over 10% if the blocks are larger than 150 kB. However, the redundancy overhead is limited to less than 20% of the goodput in all scenarios.

The situation is more complex in the unbalanced scenario. As Fig. 6 shows, all realistic protocols have more failures, as the schedulers and congestion control schemes struggle to cope with the imbalance. As in the previous case, LowRTT is not even shown in the figure, as its failure rate is always above 0.1. The difference between DAPS and DEMS is slightly larger, but both have more failures, and STTF performs worse than either, as it just considers expected delivery time without trying to balance the traffic on the two paths. The HOP protocol can guarantee, within the 95% confidence interval, that 98% of blocks will be on time for block sizes up to 140 kB (with a maximum goodput of 44.8 Mb/s, slightly over 85% of the theoretical bound). Note that, while the scheduler with perfect capacity estimation is not affected, HOP’s performance is slightly degraded by the imperfections in the capacity estimation. At HOP’s limit, DAPS and DEMS perform about 3 to 4 times worse in this scenario. Furthermore, HOP is self-correcting, as errors in the capacity estimation can never lead to a delay far beyond the latency bound: the stability limits in the scheduler ensure it, as it will reduce the number of scheduled packets on a path as soon as a queue builds up.

The third scenario we consider is the highly unbalanced one shown in Fig. 7, with a strongly dominant link; in this case, even HOP is hardly able to track the lower-capacity channel, which is an order of magnitude smaller than the other. This is probably due to interactions between the scheduler and the SKIP estimation mechanism, as the scheduler with ideal inputs still performs in the same way as for the previous channels. However, the gain from using our QoS-oriented scheme is even clearer in this scenario: DAPS, STTF, and DEMS are unable to maintain a failure probability below 0.1 even with 80 kB blocks, and HOP has 4 times fewer failures than DEMS and 6 times fewer than DAPS and STTF. As above, LowRTT is not even shown in the plot, as its failure rate is always higher than 0.2.

In the RTT unbalanced scenario, the performance gains of HOP are even more evident: while it is slightly affected by having two paths with different RTTs, and it has a steeper increase in the failure probability if the blocks are larger than 140 kB, it is still very close to the optimal bound until that size. On the other hand, the three legacy algorithms completely fail to have a failure probability below 0.1 if the block sizes are larger than 100 kB. In this case, HOP can have 10 to 20 times fewer failures than traditional schedulers.

Finally, we present the results for the LEAP scheduler, with a guard parameter \( \alpha = 1.25 \). In the balanced, unbalanced, and RTT unbalanced scenarios, LEAP had slightly more failures than the 2% threshold, but it maintained an average block size between 150 kB and 160 kB. This operating point is consistent with the performance of the ideal JUMP scheduler, and better than the real JUMP curve, but LEAP is still slightly too aggressive. The full histogram of block sizes in the balanced and unbalanced scenario is shown in Fig. 9: as the two curves
are similar, we confirm that HOP can adapt to several scenarios with either scheduler, as long as the imbalance between the paths is not too big. As predicted, LEAP does not suffer from reliability collapse, dynamically adjusting the goodput to the capacity. In the highly unbalanced scenario, LEAP’s performance is not shown, as its average block size is lower than 80 kB. In this extreme case, the default value $\alpha = 1.25$ is too large, and SKIP underestimates the capacity.

C. Simulation results: live traces

We now show simulations performed over three live traces over different Radio Access Technologies (RATs). The three traces are shown in Fig. 10, and have a higher average capacity than the synthetic ones, but they also have stronger dips and a less regular pattern: the WiGig trace has the highest capacity, but it often has sharp drops in the capacity due to blockages.

Figure 11 shows the protocol’s performance in the WiGig/WiFi scenario. In this case, as in all the real trace experiments, only one 30 s simulation was run, due to the limited availability of capacity traces. The scenario is not significantly more challenging than the unbalanced one, and the protocols even perform slightly better. As for the synthetic scenarios, the three legacy schemes are far from the required 98% reliability even for small block sizes, while HOP can for blocks of up to 130 kB. In general, HOP’s failure rate is less than half of DAPS’s, until the quick performance degradation when the QoS constraints are unsustainable. DEMS and particularly STTF perform worse than DAPS in this scenario, as the DEMS FEC adjustment seems to suffer when the two paths have a large capacity difference, while STTF cannot compensate for quick changes in the capacity. DEMS outperforms DAPS for all block sizes in the LTE/WiGig scenario, as shown in Fig. 12, while STTF still has a far higher error than either DAPS or DEMS. However, HOP is still the only one to reach a 98% reliability, with less than half of DEMS’s failures.

The WiFi/LTE scenario is the most challenging, as shown in Fig. 13: in this case, it is hard to achieve reliability, and the reliable low-latency throughput is much lower. However, HOP still significantly outperforms DEMS, STTF, and DAPS for smaller blocks. The performance degradation after the required reliability becomes unreachable makes it underperform for large blocks, but the legacy algorithms also have a high failure rate in this case: applications should adjust their demands accordingly to avoid this outcome by lowering their reliability requirements, increasing the maximum latency, or using compression to reduce the block size.

The LEAP scheduler confirms the results of the synthetic traces: in the WiGig/WiFi scenario, it operates close to the JUMP operating point with a failure probability of approximately 1%, while in the WiGig/LTE scenario its failure rate is close to 4%, with a far higher goodput than JUMP manages at the same rate. In the WiFi/LTE scenario, the LEAP failure rate is 4%, but the average block size for is just 75 kB. LEAP’s relative unreliability can be solved by adapting its setting to the observed failure rate. In all practical scenarios, HOP can deliver a far higher reliability than even optimized MPTCP versions. It is the only protocol that achieves 98% reliability (or even more than 99%, albeit with a lower throughput) and, more importantly, controls the trade-off between latency, reliability and throughput. In this way, it provides an entirely new service, letting applications set their QoS requirements and informing them when they cannot be met.

Overall, HOP manages to significantly outperform existing approaches in all scenarios, suffering only when the imbalance between the two paths is extremely large, but still managing to achieve far better performance. This is due to its ability to dynamically manage FEC, striking a balance between protecting the transmission from capacity fluctuation on either path and maintaining a short standing queue by minimizing the load on the connections. SKIP might be the critical issue when the protocol misses its reliability goal, as a lower capacity would perhaps require a slower estimation of the path capacity. If fewer packets are used to compute the RTT gradient, the noisier result increases the uncertainty of the estimate, making the system likelier to add more redundancy and cause self-queuing delay. However, we remark again that the simplifying assumptions made in the design hold remarkably well under realistic conditions, as we showed in the last plots: HOP can reduce the number of late blocks by an order of magnitude in most considered scenarios. The dynamic adaptation of the protocol can correct these imperfections, providing flexibility.
to highly different network environments.

VII. LIMITATIONS AND FUTURE WORK

While the results presented in this work demonstrate HOP’s effectiveness at providing QoS in highly dynamic wireless scenarios, maintaining a low latency even for throughput-intensive applications, the current version of the protocol still has some limitations that need to be addressed. While our protocol can outperform legacy solutions for high-throughput real-time applications, it is not a one-size-fits-all solution to congestion and end-to-end delay, and its operation parameters must be kept in mind.

Firstly, its reliance on private buffers means that it might have significant fairness issues if it is deployed in a legacy network with shared buffers, and its interactions with the numerous standard TCP versions currently deployed [26] need to be better understood before doing so. In any case, the design of the protocol for low-latency traffic means that its deployment is not advised in scenarios with long RTTs. The deployment of HOP in the wild would also require careful study of the interactions with middleboxes and performance enhancement strategies at the lower layers, some of which are enabled on several networks. The use of the protocol for applications with non-uniform traffic flows, such as encoded video, also requires further study, and a future version of the protocol might exploit the temporal patterns to improve its adaptability.

Secondly, handovers and changes in one or both routes over which HOP operates are an interesting issue in cellular networks, particularly when mobility is involved: while the protocol has not been tested in these kinds of scenarios, we expect SKIP to be able to recover gracefully thanks to its ability to handle sudden changes in the link statistics. Further evaluation on this point will be the focus of future works.

Finally, we remark that HOP is meant for longer flows, such as video or AR data, which span multiple seconds. The SKIP mechanism operates in a similar way to TCP’s slow start in its initial phase, and although it could always reach steady-state performance within 2 seconds in our simulation (and reach the channel capacity in less than 1 second), it was not designed for short-lived flows such as web browsing or machine-type traffic, and its performance in those scenarios has not been tested. While such an extension of HOP would be interesting, it is outside the scope of the current work.

VIII. CONCLUSION

In this work, we presented HOP, a QoS-oriented multipath transport protocol that can meet explicit reliability and latency constraints for throughput-intensive applications. We showed that our protocol far outperforms the state of the art in terms of reliability in trace-based simulations, both with synthetic and real wireless network capacity traces. Furthermore, the HOP protocol can work at different points in the trade-off between latency and reliability, meeting the demands of applications when the network can support them.

The protocol opens several possible avenues of future research: firstly, while the Kalman filter can track capacity effectively, more complex models may be able to more accurately follow the dynamics of the network and improve the performance of the overall protocol. The implementation of a less bursty version of SKIP, which would need to use more advanced filters to deal with the send rate limit, would also be interesting, as would its combination with BBR, whose paced delivery mechanism is friendlier to other flows than HOP’s bursty sending pattern, but less reliable as a result. Its use for other types of applications, which could have variable block sizes and inter-block times, would also be interesting. Finally, a wider field of future research is the design of a controller protocol, which dynamically adjusts the QoS constraints to the network scenario, ensuring the best possible service.
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to the interval truncated (from below) Gaussian variable, which is restricted or the sum of a doubly truncated Gaussian variable and a \( \sigma \) and \( \sigma_{2,...,k} \), respectively:

\[
\sigma_1 = \sqrt{\text{Var}(C_1)} = \sqrt{(\ell + 1)Q + R} \tag{39}
\]
\[
\sigma_{2,...,k} = \sqrt{\text{Var}(C_{2,...,k})} = \sqrt{(k + \ell)(k - 1)Q + R} \tag{40}
\]

The sum of the capacities over the \( k \) steps is then \( C_1 + C_{2,...,k} \), or the sum of a doubly truncated Gaussian variable and a truncated (from below) Gaussian variable, which is restricted to the interval \([0, \infty)\). We define the following auxiliary variables:

\[
Z_1 = \Phi \left( \frac{C_{\text{max}} - \hat{x}_{1|0}}{\sigma_1} \right) - \Phi \left( -\frac{\hat{x}_{1|0}}{\sigma_1} \right) \tag{41}
\]
\[
Z_2 = 1 - \Phi \left( \frac{(1 - k)\hat{x}_{2|1}}{\sigma_{2,...,k}} \right) \tag{42}
\]
\[
Y_1 = \frac{(x - (k - 1)\hat{x}_{2|1})\sigma_1^2 + \hat{x}_{1|0}\sigma_{2,...,k}^2}{\sigma_1\sigma_{2,...,k}\sqrt{\sigma_1^2 + \sigma_{2,...,k}^2}} \tag{43}
\]
\[
Y_2 = \frac{-((k - 1)\hat{x}_{2|1})\sigma_1^2 + \hat{x}_{1|0} - x)\sigma_{2,...,k}^2}{\sigma_1\sigma_{2,...,k}\sqrt{\sigma_1^2 + \sigma_{2,...,k}^2}} \tag{44}
\]
\[
Y_3 = \frac{(x - C_{\text{max}} - (k - 1)\hat{x}_{2|1})\sigma_1^2 + (\hat{x}_{1|0} - C_{\text{max}})\sigma_{2,...,k}^2}{\sigma_1\sigma_{2,...,k}\sqrt{\sigma_1^2 + \sigma_{2,...,k}^2}} \tag{45}
\]
\[
W = \sqrt{\frac{2}{\pi}} e^{-\frac{-(x - (k - 1)\hat{x}_{1|0})^2}{k\hat{x}_{1|0} + \sigma^2}} \tag{46}
\]

The piecewise PDF of the sum of the capacities over the \( k \) steps is given by

\[
p_{C_1,...,k}(x) = \begin{cases} 
0 & x < 0 \\
\frac{2W(y_{1|0})}{2Z_1Z_2\sqrt{\frac{k\hat{x}_{1|0}}{2}} + R} & x \in [0, C_{\text{max}}) \\
\frac{2W(y_{1|0})}{2Z_1Z_2\sqrt{\frac{k\hat{x}_{1|0}}{2}} + R} & x \geq C_{\text{max}}
\end{cases} \tag{47}
\]
we tested three models of home routers from different brands: an Asus Wireless-AC2900 Dual Band, a Netgear Nighthawk x10, and an Apple Airport Extreme 802.11ac (1st generation). We connected a server to each of the Access Points (APs), using two different Ethernet connections with different addresses. Then, we started a high-throughput UDP flow to a client connected to the WiFi through the first interface, varying its sending rate to create a queue. We also periodically sent one-packet UDP RTT probes to the client on the other Ethernet port; if the separate buffer hypothesis is correct, the changes in the heavy flow’s send rate should not affect the RTT of the probes, since the packets are not queued together.

As Fig. 16 shows, the delay on both flows is very low as long as the data rate is lower than the wireless link capacity. When the first heavy-throughput flow starts experiencing congestion, its delay sharply rises, but the delay of the probes is almost unchanged. As the first flow’s rate increases, the probes’ delay slightly increases, but this is most likely due to contention issues on the Medium Access layer, as sharing a buffer would cause the two flows’ RTTs to have a similar pattern and increase at the same rate. The results are very similar for all three models, confirming our hypothesis.