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Energy Flow Optimization of Integrated Gas and Power Systems in Continuous Time and Space

Chao Zheng, Jiakun Fang, Senior Member, IEEE, Shaorong Wang, Xiaomeng Ai, Member, IEEE, Zhou Liu, Senior Member, IEEE, Zhe Chen, Fellow, IEEE

Abstract—Due to the increasing penetration of gas-fired units and power to gas facilities, the electrical power system and natural gas system are more and more bi-directionally coupled. To tackle the challenges on the optimal scheduling operation of an integrated gas and power systems (IGPS), this paper focuses on developing a novel approach to build a continuous spatial-temporal optimal operation schedule model. In the light of different time constants of the electrical power and natural gas systems, the continuous spatial-temporal optimal operation schedule model of IGPS is formulated in function space. Additionally, Bernstein polynomials are used to reformulate the continuous spatial-temporal optimization problem of IGPS to mixed-integer linear programming. In the study cases, the simulation results of a simple integrated system and a combined IEEE 39-bus power system and Belgian natural gas network demonstrate the accuracy and effectiveness of the proposed model.

Index Terms—Integrated gas and power systems, dynamic gas flow, optimal scheduling operation, wind power, function space.

NOMENCLATURE

Abbreviations

GFU Gas-fired unit.
CFU Coal-fired unit.
IGPS Integrated gas and power system.
EPS Electrical power system.
NGS Natural gas system.
P2G Power to gas.
MFR Mass flow rate.
AE Algebraic equation.
PDE Partial differential equation.

Electrical Power System

\( G_{k,\tau} \) The coeff. of real power of the \( k \)th unit on the interval \([t, t+1] \), \( G_{k,\tau} = [G_{k,\tau}^1 G_{k,\tau}^2 G_{k,\tau}^3 G_{k,\tau}^4]^T \in \mathbb{R}^{4 \times 1} \).

\( \theta_{i,\tau} \) The coeff. of voltage phase angle at the bus \( i \) on the interval \([t, t+1] \), \( \theta_{i,\tau} \in \mathbb{R}^{4 \times 1} \).

\( X_{ij} \) Line impedance from bus \( i \) to \( j \).

\( G_k, C_k \) The min. and max. output of the \( k \)th unit.

\( P_{ij,\tau} \) The coeff. of the real power flow through line \( ij \) on the interval \([t, t+1] \), \( P_{ij,\tau} \in \mathbb{R}^{4 \times 1} \).

\( T_{ij} \) The thermal limit of line \( ij \).

\( R_U^k \) The ramp up limit of the \( k \)th unit.

\( R_D^k \) The ramp down limit of the \( k \)th unit.

\( R_{SU}^k \) The startup ramp limit of the \( k \)th unit.

\( R_{SD}^k \) The shutdown ramp limit of the \( k \)th unit.

\( L_{i,\tau} \) The coeff. of load profile at bus \( i \) on the interval \([t, t+1] \), \( L_{i,\tau} \in \mathbb{R}^{4 \times 1} \).

\( I_{k,\tau} \) Commitment variable of the \( k \)th unit on the interval \([t, t+1] \), \( I_{k,\tau} = [1_{k,\tau} 1_{k,\tau} 1_{k,\tau} 1_{k,\tau+1}]^T \in \mathbb{R}^{4 \times 1} \).

\( c_{k,\tau} \) The min. cost of \( k \)th unit on the interval \([t, t+1] \).

\( \alpha_{k,m} \) The cost coeff. of \( m \)th section output of the \( k \)th unit.

\( C_{k,\tau} \) The startup cost of the \( k \)th unit at the time \( t \).

\( C_{k,\tau}^s \) The shutdrown cost of the \( k \)th unit at the time \( t \).

\( \Omega_{ps} \) The set of generations in power systems.

\( C_{ps}^s(\cdot) \) The cost function of the generation units.

Natural Gas System

\( M_{n,\tau} \) The coeff. of mass flow rate of \( n \)th pipeline on the interval \([t, t+1] \) in Bernstein space, \( M_{n,\tau} \in \mathbb{R}^{4 \times 4} \).

\( \rho_{n,\tau} \) The coeff. of gas density of \( n \)th pipeline on the interval \([t, t+1] \) in Bernstein space, \( \rho_{n,\tau} \in \mathbb{R}^{4 \times 4} \).

\( \lambda \) The friction factor.

\( \omega \) The gas flow velocity in pipeline \((m/s)\).

\( d, l, A \) The diameter \((m)\), length \((m)\), and cross-sectional area \((m^3)\) of pipeline.

\( M_{\rho} \) The mass flow rate and density.

\( \Omega_{n,\beta} \) The mass flow rate and density limit of \( n \)th pipeline.

\( \beta_{s,\tau} \) The gas price of \( s \)th source on the interval \([t, t+1] \).

\( \Omega_{gs} \) The set of source node in gas systems.

\( C_{gs}^s(\cdot) \) The cost function of the natural gas.

Subscripts & Indices

\( \mathbb{R} \) Real number.

\( \tau \) Index of the \( \tau \)-th period, i.e., \([t, t+1] \).

\( x, t \) Distance and time, respectively.

\( T_N \) Total time horizon.
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state-of-the-art research works have revealed the necessity of considering the transients of NGS in the optimal planning and scheduling operation of IGPS [29]–[34]. However, it is hard to analytically solve the partial differential equations (PDEs), which are the governing equations for transient analysis of NGS. To formulate a tractable optimization model for the scheduling operation of IGPS, different technologies (e.g., Wendroff difference form and Euler finite difference form) have been adopted to transform the governing equations from PDEs into algebraic equations (AEs) for transient analysis of natural gas networks [29]–[35].

Moreover, the latest works [36]–[41] point out that the volatility of RES becomes a critical issue in power system operation because it results in the requirements of ramping capability rising. In practice, it has also been observed that the deviations from net loads (loads minus variable generations) or high rates of change beyond the visibility of the dispatch horizon could lead to the dispatchable resources with sufficient generation capacity, while without sufficient ramping capability to response the demand variations [42]. To handle the issue, the continuous-time generation and ramping trajectories are approximated with polynomials (e.g., Hermite polynomials), and the day-ahead unit commitment model is reformulated in the function space in [43], [44].

Function space is spanned by an orthogonal function basis, such as polynomials, sine, and exponential functions. Optimization in function space is adopting the function basis to approximate time-variant trajectories under the desired error, mapping whole approximated trajectories into the function space and solving the related optimization problem through the coefficients of the function basis. Different from the optimization in algebraic space, the optimization in function space is mapping the time-variant trajectories on an interval of interest into the points in function space by projecting the trajectories to each function basis, rather than sampling them. The function space method has been successfully adopted to study electricity marketing clearing [45], transient stability [46], power flow [47]–[49], etc.

Motivated by the multi-time-scale characteristics of IGPS, the interdependence of tightly coupled IGPS, the high penetration of RES in the EPS section, and the novel idea about optimization in function space. Exploration is conducted to formulate a continuous spatial-temporal day-ahead optimal schedule model of IGPS in this paper. Firstly, the Bernstein polynomials are adopted to approximate the time-variant trajectories in EPS and spatial-temporal-variant trajectories in NGS. Then the operational matrices of differentiation and integration are developed to convert the governing equations representing the transient analysis of NGS from PDEs into AEs in Bernstein space. Finally, the proposed continuous spatial-temporal optimal schedule model of IGPS is formulated in Bernstein space, wherein the unit commitment model with DC power flow constraints for EPS and the dynamic gas flow model for NGS are adopted. The main contributions of this paper are summarized as follows:

1) **New View.** It is a pioneering study to develop a continuous spatial-temporal day-ahead optimal schedule model of IGPS in the function space. The proposed model formulated
with the governing equations of NGS could be used for accurately scheduling the operation of IGPS when the transient process of NGS is considered.

2) **New Approach.** It is an attempt to develop a resolution adaptive modeling method in the function space to formulate a continuous spatial-temporal optimal schedule model for IGPS. Different from the discretization, when the operational matrices, which are constant, are used for converting the PDEs (i.e., the governing equations for transient process of energy transmission in NGS) into a set of AEs, the resolution limitations proposed in [34] do not need to be considered.

3) **New Tool.** It is an exploration to set up a novel PDE constrained optimization for the energy management across multi-energy carriers, wherein the transient gas flow model and the unit commitment model with the static DC power flow constraints are reformulated in the function space.

The remainder of this paper is organized as follows, the Bernstein polynomials and the operational matrices in Bernstein space are introduced and developed in section II. Then, in section III, the day-ahead optimal schedule model of IGPS is formulated in the Bernstein space of order 3 (i.e., \( m = 3 \)) with considering the dynamics of energy transmission in NGS. Based on the case of a simple integrated system, section IV illustrates the comparison of numerical results to validate the formulated model, exhibit the necessity of considering the dynamics of NGS, and analyze the relationship between the response time of NGS and the parameters of pipelines. In section V, the simulation results of IEEE 39-bus EPS integrated with Belgian NGS demonstrate the effectiveness of the proposed optimal schedule model of IGPS in large systems. Additionally, the optimal scheduling operation problems of IGPS in the different scenarios of wind penetration and the roles of P2G facilities are analyzed by using the proposed continuous spatial-temporal optimal schedule model of IGPS. Finally, the conclusion is drawn in Section VI.

II. THE BERNSTEIN POLYNOMIALS AND THE OPERATIONAL MATRICES IN BERNSTEIN SPACE

The splines are effective tools to approximate a time-variant trajectory under an expected error by increasing the order of the spline basis [50]. There are various families of splines in the Hilbert space \( \mathcal{H} \), thanks to many useful properties (e.g., symmetry, convex hull, geometry invariance) of Bernstein polynomials [51], they are selected as the basis for splines in this paper, in other words, the Bernstein polynomials are adopted to develop the piecewise approximation of the sampling data sets on the whole interval of interest. In this section, firstly, the Bernstein polynomials will be briefly introduced, and the convex hull property of the Bernstein polynomials of order 3 will be exhibited. Then, the operational matrices of integration and differentiation will be introduced and developed, which are mathematical tools to transform the equations from PDEs to AEs.

A. Fundamental of the Bernstein Space

An \( m \)-th-dimensional Bernstein space, i.e., formulation (1), is built by combining \( m + 1 \) Bernstein polynomials. In the \( m \)-th Bernstein space, each of the basis is positive, and the sum of all basis is equal to unity for all of variable \( x \in [0, 1] \), namely, \( \sum_{i=0}^{m} B_i^m(x) = 1 \).

\[
B^m(x) = \left[ B_0^m(x) \ B_1^m(x) \ \cdots \ B_m^m(x) \right]^T \tag{1}
\]

where the Bernstein polynomial of \( m \)-th degree defined on the interval \([0, 1]\) is shown as follows [51].

\[
B_i^m(x) = \binom{m}{i} x^i (1 - x)^{m-i}, i \in [0, m], x \in [0, 1] \tag{2}
\]

A time-variant trajectory can be approximated in terms of a linear combination of Bernstein polynomials of order \( m \), which is shown as (3), and the approximated curve is the so-called Bézier curve. Meanwhile, the time-variant trajectory could be represented by the coefficients \( \Gamma^B \) in Bernstein space of order \( m \), if the Bernstein polynomials are regarded as the basis of a function space.

\[
g(t) \simeq [B^m(t)]^T \Gamma^B, \quad \Gamma^B \in \mathbb{R}^{m \times 1} \tag{3}
\]

Similarly, a spatial-temporal surface can be approximated as (4), and the approximated surface is the so-called Bézier surface. And the coefficients \( \Lambda^B \) are the coordinate of the approximated surface in Bernstein space.

\[
f(x,t) \simeq [B^m(x)]^T \Lambda^B B^m(t), \quad \Lambda^B \in \mathbb{R}^{m \times m} \tag{4}
\]

The main motivation of adopting Bernstein polynomials is the convex hull property [51]. In other words, the curve (e.g., generation and ramping trajectories) will always be inside of the convex envelopes (boundary) shaped by the coefficients of Bernstein polynomials, namely, the control points [51]. To make the convex hull property of Bernstein polynomials more clearly, an example of a hypothetical curve approximated by the Bernstein polynomials of order 3 is exhibited in Fig. 1. In the figure, the Bézier curve (i.e., the black line) formed by Bernstein polynomials matches the hypothetical curve (i.e., the red dash line). And the hypothetical curve is inside of the convex hulls shaped by the coefficients of Bernstein polynomials. Accordingly, it means the upper and lower limitations of the curve (e.g., generation and ramping trajectories) in the \( \tau \)-th interval can be respectively formulated by using the Bernstein coefficients.

![Fig. 1. The control points of Bernstein polynomials and the Bézier curve.](image-url)
in Eq. 4) of Bernstein polynomials [51]. And the upper and lower limitations of the surface can also be respectively limited by the matrix elements of the Bernstein polynomials.

Note that the convex hull property of Bernstein polynomials provides a sufficient but unnecessary condition for properly bounding the upper/lower limits of the temporal/spatial-temporal function values over a finite dynamic range.

**B. Operational Matrices in Bernstein Space**

It is another considerable way to convert PDEs into AEs by using operational matrices to substitute for the operations (i.e., integration and derivation) of PDEs in the function space [52], so that the optimal problems including PDE constraints are tractable. Motivated by the above way, the operational matrices are employed to transform the governing equations (e.g., PDEs) for transient analysis of NGS into AEs in Bernstein space. The operational matrices of integration I and differentiation D have been developed in Bernstein space in [52], which are formulated in (5) and (6).

\[
\int_0^x B^m(s)ds \simeq IB^m(x), \quad x \in [0, 1] \tag{5}
\]

\[
\frac{d}{dx}B^m(x) = DB^m(x), \quad x \in [0, 1] \tag{6}
\]

In order to convert the PDEs governing the dynamic characteristics of NGS into AEs in this paper, a new operational matrices of integration K on the interval [x, 1] is developed here, as shown in (7). The detailed derivation of the operational matrix of integration K is shown in Appendix-A.

\[
\int_x^1 B^m(s)ds \simeq KB^m(x), \quad x \in [0, 1] \tag{7}
\]

**III. THE OPTIMAL SCHEDULE MODEL OF IGPS IN BERNSTEIN SPACE**

In this section, the optimal schedule model of IGPS is formulated in Bernstein space, the degree \( m = 3 \). Firstly, the fundamental physical formulation (i.e., the governing equations) for transient analysis of NGS is briefly introduced. Then, the optimal schedule model of IGPS is reformulated in Bernstein space. The main idea is to approximate the time-variant trajectory of EPS and the spatial-temporal variant trajectory of NGS by Bernstein polynomials, project the variant trajectories into Bernstein space, and reformulate the objective function and constraints of IGPS in Bernstein space.

**A. Fluid Dynamics of Energy Transmission in NGS**

The pressure along the pipeline drives the energy transmission in NGS. Assuming slow transients that do not excite waves and shocks [53], the one-dimensional spatial-temporal fluid dynamics of NGS are generally described using three major equations: the momentum equation (so-called Navier Stokes equation), the material balance equation and the state equation [54], which contain the gas states, e.g., velocity, density, pressure. The Navier Stokes equation expresses the conservation of momentum for natural gas, the material balance equation describes the mass conservation of natural gas in the pipelines, and the state equation represents the relationship between density and pressure of natural gas.

Based on the assumptions, namely, the gas transmission is isothermal and the altitude change along the pipelines could be neglected [54], the governing equations of NGS are formulated as (8)-(10), where the variations \( x \) and \( t \) are not written for brevity.

\[
\frac{\partial(\rho \omega)}{\partial t} + \frac{\partial p}{\partial x} + \lambda \rho \omega^2 = 0 \tag{8}
\]

\[
\frac{\partial p}{\partial t} + \frac{\partial(\rho \omega)}{\partial x} = 0 \tag{9}
\]

\[
p = c^2 \rho \tag{10}
\]

However, the deviatoric stress tensor term (i.e., the third term) in the momentum equation (i.e., Eq. (8)) is nonlinear. Our previous work (i.e., Ref. [32]) has proven that it is an acceptable way that adopting average gas velocity \( \bar{\omega} \) to linearize the nonlinear, so the nonlinear term can be approximated as:

\[
\frac{\lambda \rho \omega^2}{2d} \approx \frac{\bar{\omega} \lambda}{2d} \rho \tag{11}
\]

The mass flow rate \( M \) is defined as:

\[
M = \rho \omega A \tag{12}
\]

where the sign (flow direction) of \( M \) is up to the sign of \( \omega \), and the density \( \rho \) and the cross-sectional area of pipeline \( A \) will not influence the sign of \( M \). Then, substituting the (11) and (12) into (8), the momentum equation is linearized as:

\[
\frac{\partial M}{\partial t} + \frac{\partial p}{\partial x} + \frac{\lambda \bar{\omega}}{2d} M = 0 \tag{13}
\]

Substituting the (12) into (9), the material balance equation can be reformulated as follow:

\[
\frac{\partial p}{\partial t} + \frac{\partial M}{\partial x} = 0 \tag{14}
\]

Note that the (13), (14), and (10) will be adopted to represent the dynamics of natural gas networks in this paper.

**B. The Continuous Spatial-Temporal Constraints of NGS**

The governing equations (13), (14), and (10) for dynamic analysis of NGS are complicated to be directly adopted to describe the energy flow in the pipelines. In order to transform the PDEs (13) and (14) into AEs, which are tractable in optimization problems, a novel continuous spatial-temporal method originated from the function-space optimization is developed to deal with the PDEs by using operational matrices in Bernstein space, which is the core of this paper. The basic idea of the method is converting the PDEs into the equivalent integro-differential equations, which contain the boundary conditions of the PDEs. Then, the operational matrices are adopted to replace the operations of derivation and integration. As mentioned in Ref. [35], if any two of the boundary conditions \( \rho(0, t), \rho(1, t), M(0, t) \) and \( M(1, t) \) are initial conditions, the PDEs for dynamic analysis of energy transmission in NGS will be with a unique solution. For each of the gas pipeline, the variable MFR \( M(x, t) \) and gas density...
\( \rho(x, t) \) can be expressed as (15), because there are observers at both ends of the pipeline.

\[
\begin{align*}
M(x, t) &= M(1, t) - \int_x^1 \frac{\partial}{\partial s} M(s, t) \, ds \\
\rho(x, t) &= \rho(0, t) + \int_0^x \frac{\partial}{\partial s} \rho(s, t) \, ds
\end{align*}
\] (15)

Additionally, for each of the pipelines, the MFR \( M(x, t) \) and gas density \( \rho(x, t) \) can also be approximated by the Bernstein polynomials as (16).

\[
\begin{align*}
M_{n, \tau}(x, t) &= \phi^T(x)M_{n, \tau}\phi(t) \quad \forall n, t \\
\rho_{n, \tau}(x, t) &= \phi^T(x)\rho_{n, \tau}\phi(t) 
\end{align*}
\] (16)

where \( \phi(x) = B^3(x) \) and \( \phi(t) = B^3(t) \). At both ends of the pipeline, the observed gas density and MFR profiles are approximated with the Bernstein polynomials as equation (17).

\[
\begin{align*}
M_{n, \tau}(1, t) &= \phi^T(x)M_{n, \tau, 0}\phi(t) \quad \forall n, t \\
\rho_{n, \tau}(0, t) &= \phi^T(x)\rho_{n, \tau, 0}\phi(t) 
\end{align*}
\] (17)

Substituting (5)-(7), (13), (14), (16) and (17) into (15), the relationships between the MFR and gas density of each gas pipeline, i.e., formulation (18), are obtained.

\[
\begin{align*}
\phi^T(x)M_{n, \tau}\phi(t) &= \phi^T(x) \left[ M_{n, \tau, 0} + \frac{A}{2}K^T \rho_{n, \tau} D \right] \phi(t) \\
\phi^T(x)\rho_{n, \tau}\phi(t) &= \phi^T(x) \left[ \rho_{n, \tau, 0} - \frac{2}{\rho} \frac{\partial}{\partial t} A^T M_{n, \tau} D \right] \phi(t) \\
& \quad - \phi^T(x) \left( \frac{\partial}{\partial t} + \frac{2}{\rho} \frac{\partial}{\partial t} \right) M_{n, \tau} \phi(t)
\end{align*}
\] (18)

In the light of the fact that the \( \phi(x) \) and \( \phi(t) \) are the Bernstein polynomials of distance and time respectively, and they are also the basis of the Bernstein space \( \Theta \subset \mathcal{H} \). Hence, the equations (18) are expressed as equations (19) in \( \Theta \).

\[
\begin{align*}
M_{n, \tau} &= M_{n, \tau, 0} + \frac{A}{2}K^T \rho_{n, \tau} D \\
\rho_{n, \tau} &= \rho_{n, \tau, 0} - \frac{2}{\rho} \frac{\partial}{\partial t} A^T M_{n, \tau} D - \frac{\partial}{\partial t} \frac{\partial}{\partial t} M_{n, \tau}
\end{align*}
\] (19)

where all of the elements in equations (19) are not related to the variables of time and distance (i.e., \( t \) and \( x \)) anymore. Therefore, the PDEs for transient analysis of PGSs are successively converted into a set of AEs in the Bernstein space. The authors have to emphasize that due to the definition domain of Bernstein polynomials are on the interval \([0, 1]\), the length of the pipeline and the time horizon of interest must be scaled into the definition domain, respectively, and the scale factors (e.g., the length \( l \)) will arise in Eq. (18) and (19).

Furthermore, in natural gas networks, the source nodes are with constant pressure conditions, and the sink nodes fulfill the demand of consumers, including the fuels of GFUs. Besides, the gas demands at sink nodes and the gas pressure at source nodes are formulated as (20) and (21) in \( \Theta \), respectively.

\[
\begin{align*}
M_{\text{load}, n, \tau}(t) &= \phi^T(x)M_{n, \tau, 0}\phi(t) \\
\rho_{\text{source}, n, \tau}(t) &= \phi^T(x)\rho_{n, \tau, 0}\phi(t)
\end{align*}
\] (20)

Hence, the equality constraints at the source or sink nodes of natural gas networks are represented as formulations (22) and (23), respectively.

\[
\begin{align*}
\rho_{n, \tau, 0} &= \rho_{n, \tau, 0}^{\text{source}} \quad \forall n \in \{ \text{source node} \} \\
M_{n, \tau, 0} &= M_{n, \tau, 0}^{\text{sink}} \quad \forall n \in \{ \text{sink node} \}
\end{align*}
\] (22)

In the junctions, the gas pressure and density of different pipelines should be consistent. According to the law of mass conservation, the mass flux injection (positive) and withdrawal (negative) of each pipeline should keep a balance at the intersections. The constraints in (24) enforce the aforementioned nodal conditions at the intersection in \( \Theta \).

\[
\begin{align*}
\phi^T(x_i)\rho_{n, \tau} &= \phi^T(x_j)\rho_{n, \tau_j} - \phi^T(x_n)\rho_{n, \tau_n} \\
\phi^T(x_i)M_{n, \tau} &= \phi^T(x_j)M_{n, \tau_j} + \phi^T(x_n)M_{n, \tau_n} = 0
\end{align*}
\] (24)

where \( x_i, x_j, x_n = \{ x|x = 0 \} \}

In practice, the density and MFR should not exceed the operation boundaries (upper and lower) of the pipelines. In light of the convex hull property of Bernstein polynomial [51], the constraints could be formulated as (25) in \( \Theta \).

\[
\begin{align*}
\max(|M_{n, \tau}|) &\leq \bar{M}_n \quad \forall n, t \\
\max(|\rho_{n, \tau}|) &\leq \bar{\rho}_n \quad \forall n, t
\end{align*}
\] (25)

As discussed before, the constraints in (19) govern the fluid dynamics in pipelines of NGS, the nodal condition constraints at source nodes, sink nodes and intersections are formulated as (22) - (24), and the constraints in (25) enforce the states of each pipeline within operation boundaries in \( \Theta \).

C. The Continuous Time Constraints of EPS

At the power system side, the day-ahead UC problem is embedded in the optimal schedule model. In Bernstein space, the day-ahead continuous time-variant load and generation trajectories are approximated by (26) and (27), respectively.

\[
\begin{align*}
\hat{L}_{m, \tau}(t) &\simeq \left[ B^3(t) \right]^T \bar{L}_{m, \tau} \\
\hat{G}_{k, \tau}(t) &\simeq \left[ B^3(t) \right]^T \bar{G}_{k, \tau}
\end{align*}
\] (26)

(27)

Based on the piecewise linear approximation of generation cost [55], the capacity range of the \( k \)th generation from \( \bar{G}_k \) to \( \bar{G}_k \) is divided to \( N_k \) parts. So the variables \( H_{k, t, m} = [H_{k, t, m}^1 H_{k, t, m}^2 \cdots H_{k, t, m}^N] \), \( \forall m \in \{ 1, 2, 3, \cdots, N_k \} \) are used to represent the schedule on the \( m \)th linear section. The real generation schedule can be expressed as follows:

\[
G_{k, \tau} = \bar{G}_k I_{k, \tau} + \sum_{m=1}^{N_k} H_{k, \tau, m}
\] (28)

According to the operational matrix of derivation in Bernstein space, the continuous time-variant ramping trajectory of generation units can be represented as (29).

\[
\frac{d}{dt} \hat{G}_{k, \tau}(t) = [B^3(t)]^T \hat{D} \hat{G}_{k, \tau}(t) = [B^3(t)]^T \hat{G}_{k, \tau}(t)
\] (29)
generation capacity (32), generation ramping (33)-(36), and DC power flow constraints (37)-(38) on the \( \tau \)-th interval, \( i.e., [t, t+1] \) are also developed in Bernstein-based function space. For the continuous-time linear DC power flow constraint, the active power flowing in the transmission line is constrained by the thermal limits of the transmission capacity as (38).

\[
\sum_{k \in N_b} G_{k, \tau} + \sum_{m \in N_b} L_{m, \tau} + \sum_{i \in N_b} P_{ij, \tau} + \sum_{k \in N_b} G_{RES, k, \tau} = 0
\]

(30)

\[
G_{k, \tau + 1} = G_{k, \tau} + \hat{G}_{k, \tau + 1} = \hat{G}_{k, \tau}
\]

(31)

\[
G_{k, \tau} \leq G_{k, \tau} \leq \hat{G}_{k, \tau}
\]

(32)

\[
\dot{G}_{k, \tau} \leq \dot{R}_P [k, \tau, 1 - k, \tau - 1] + \overline{G}_{k, \tau}[1 - 1, \tau]
\]

(33)

\[
-\dot{G}_{k, \tau} \leq \dot{R}_P [k, \tau, 1 - k, \tau - 1] + \overline{G}_{k, \tau}[1 - 1, \tau - 1]
\]

(34)

\[
\dot{G}_{k, \tau}^3 \leq \dot{R}_P [k, \tau, 1 - k, \tau] + \overline{G}_{k, \tau}[1 - 1, \tau]
\]

(35)

\[
-\dot{G}_{k, \tau}^3 \leq \dot{R}_P [k, \tau, 1 - k, \tau] + \overline{G}_{k, \tau}[1 - 1, \tau - 1]
\]

(36)

D. The Formulation of Energy Conversion in Bernstein Space

There are two kinds of facilities \( i.e., \) P2Gs and GFUs as interfaces between electricity and natural gas, so the EPS and NGS are bi-directionally coupled with each other. The P2G facilities consume electrical power to produce natural gas. On the contrary, GFUs consume natural gas fuels to generate electricity. In Bernstein space \( \Theta \), the P2G facilities are formulated as (39).

\[
M_{n, \tau, 0} = n_{im} L_{i, \tau} \quad \forall (n, i) \in \{ P2G \ \text{node} \}
\]

(39)

where the subscript \( (n, i) \) indicates the P2G facility connected to Bus \( i \) at the EPS side creates the natural gas injected to the Node \( n \). Meanwhile, the energy conversion of GFUs is mathematically represented as follow:

\[
G_{k, \tau} = n_{kn} M_{n, \tau, 0} \quad \forall (n, k) \in \{ \text{GFU node} \}
\]

(40)

where the subscript \( (k, n) \) indicates natural gas fuel at the Node \( n \) of NGS is consumed to generate electricity at the Bus \( k \) of EPS by the GFUs. The unit of \( n_{kn} \) is kg/(s·MW), and the unit of \( n_{kn} \) is MW·s/kg.

E. The Objective Function of IGPS in Bernstein Space

For the day-ahead optimal schedule model of IGPS, the objective is to minimize the total generations cost \( J_{\text{cost}}^{\text{IGPS}} \) plus the gas consumption \( J_{\text{cost}}^{\text{gas}} \) on both the day-ahead schedule interval \( \Omega_p \) of EPS and the schedule area \( \Omega_g \) of NGS \( i.e., \) minimizing the total energy consumption), which is shown as (41). The generation cost at the EPS side is linearized to approximate the quadratic cost function of generation [55]. The capacity range of the \( h \)-th generation from minimum to maximum is separated into \( N_k \) parts, and the cost coefficients of the \( m \)-th part \( \alpha_{k,m}, \forall m = \{1, 2, \cdots, N_k\} \)

\[
\begin{align*}
\text{F. The Summary of Optimal Schedule Model of IGPS} \\
\text{Based on those mentioned above, the continuous spatial-temporal optimal schedule model of IGPS in Bernstein space} \\
\text{is summarized as follows:}
\end{align*}
\]

Subject to: a. Power System Constraints: (30) - (38).

b. Gas System Constraints: (19) and (22) - (25).

c. Energy Conversion Constraints: (39) and (40).

In the objective function, the cost coefficients are configured according to the realistic price. In the NGS, a positive cost coefficient of natural gas is set to minimize the gas fuel consumption. In the EPS, the cost coefficient of wind turbines is set as the lowest one to maximize the accommodation of wind energy, a positive cost coefficient of GFU is configured to minimize the fossil fuel consumption, which is higher than the natural gas’s under the condition of the same energy. Moreover, it is evident that the optimal schedule model of IGPS is a MILP problem in Bernstein space. Hence, it can be solved using commercial MILP solvers \( (e.g., \) Cplex, Gurobi). As the convex hull property of Bernstein polynomials, which is one of the fundamentals that the presented approach bases on, provides a sufficient but unnecessary condition for formulating the upper/lower limit constraints of the temporal/spatial-temporal waveforms, the proposed modeling approach may be conservative.

IV. CASE I: A SIMPLE IGPS

In this section, the numerical results for a case study are based on a pipeline segment and a simple IGPS, respectively. Firstly, the formulated dynamic gas flow model of NGS in Bernstein space is validated by comparing the simulation results of the proposed model and the differencing model from Ref. [32]. Then, this study case is also used to reveal the significant difference between the transient model and the steady-state model of NGS. Afterwards, the relationship between the parameters \( (i.e., \) length and diameter) of pipelines and the time constant of NGS is investigated. Finally, a simple integrated gas and power system demonstrates the reason for adopting the dynamic model of NGS.

A. Model Validation

The case of a single pipeline is shown in fig. 2, the length and diameter of the single pipeline are 100 km and 0.9 m, respectively. The left end is source node and the right end is sink node. The pressure is set to 6 MPa constantly at the source node and the gas demand at the sink node is shown as the red curve in fig. 3(a). The formulation from the proposed continuous spatial-temporal model and the differencing model

![](image-url)
have been solved by Matlab. The dynamic simulation results of the proposed model and differencing model, illustrated in fig. 3, demonstrate the gas diffusion process in the pipeline is the same when both models are simulated, i.e., the pressure of the pipeline increases, when the injection mass flow is higher than the withdrawal mass flow, and vice versa. Therefore, the proposed model is validated to accurately express the dynamic characteristics of energy transmission in the pipeline.

B. Comparison Between Static and Dynamic Gas Model

To investigate the effect brought by the dynamics of energy transmission in the pipe, the static and dynamic models are compared. To fair comparison, the terms respected to time \( t \) in the PDEs (13) and (14) are omitted. Then, the same scheme, for example, using integro-differential equations and operational matrices, is adopted to develop the static model in Bernstein space. Meanwhile, the other constraints of the IGPS operational matrices, is adopted to develop the static model in Bernstein space. Meanwhile, the other constraints of the IGPS operational matrices, is adopted to develop the static model in Bernstein space.

C. The Relationship Between the Response Time of NGS and the Physical Parameters of Pipeline

In this subsection, the pipelines varied with their own length and diameter are employed to study the relationship between the response time of NGS and the physical parameters of the pipeline. They are divided into two groups, one is with a constant diameter (0.9m) and diversified length (90km, 70km, 50km), the other group is with a constant length (60km) and diversified diameter (0.9m, 0.5m, 0.3m). To fair comparison, other physical conditions of the pipelines and the boundary conditions of the NGS remain the same in the numerical calculations. The numerical results of the pipelines are exhibited in fig. 5. The figures reveal that the response time of the NGS is related to the parameters (i.e., length and diameter) of pipelines. Furthermore, it can be observed from fig. 5(a) that if the length of the pipeline is

```latex
\begin{equation}
\min \left( J^{p_{\text{cost}}} + J^{g_{\text{cost}}} \right) = \min \left( \int_{\Omega_{p_{\text{gs}}}} C_{p_{\text{gs}}} (\mathbf{G}, \mathbf{I}) \, dt + \int_{\Omega_{g_{\text{gs}}}} C_{g_{\text{gs}}} (\mathbf{M}, \mathbf{p}) \, dt \right) \\
= \min \left( \sum_{k=1}^{N_k} \sum_{\tau=0}^{T_N} \left( C_{k_{\tau}} + C_{k_{\tau}} \cdot 1_{k_{\tau}} + \sum_{m=1}^{N_k} \frac{a_{k_{\tau}, m}}{4} \sum_{i=0}^{3} H_{i_{\tau}, m} \right) \right) + \sum_{s=1}^{N_s} \sum_{\tau=0}^{T_N} \left( \frac{b_{s_{\tau}}}{4} \sum_{i=0}^{3} M_{i_{\tau}} \right)
\end{equation}

(41)
```
longer, the change of load demands will take more time to spread to the source node of NGS, namely, the response time of NGS is longer, and vice versa. Fig. 5(b) demonstrates that if the diameter of the pipeline is larger, the response time of the NGS will be shorter, and vice versa.

D. The Analysis of A Simple IGPS

A simple integrated gas and power system (shown in Fig. 6) comprising a gas-fired generator, a transmission line, a gas source, a pipeline, a gas load, and an electric load is selected as the test system. For the test system, the dynamic and static models of NGS are respectively cooperated with the UC model to evaluate the energy (gas fuel) cost. In both cases, the electric load, gas load, and total gas demand profiles are illustrated as the blue, red, and green curves in Fig. 7, respectively. Besides, we assumed that the price of natural gas is segmented, which is listed in Tab. I.

**TABLE I**

<table>
<thead>
<tr>
<th>Time</th>
<th>Price($)</th>
<th>0.26</th>
<th>0.65</th>
<th>0.31</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00 - 8:00</td>
<td>0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8:00 - 18:00</td>
<td>0.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18:00 - 24:00</td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 6.** A simple integrated gas and power system.

**Fig. 5.** The relationship between the response time of NGS and the physical parameters of the pipeline. (a) The response time is affected by the length of pipelines. (b) The response time is affected by the diameter of pipelines.

The total costs of gas fuel with both models are summarized in Tab. II. In Tab. II, the total cost of gas fuel with the dynamic model is $974,021.68, while the total cost of gas fuel with the static model is $974,680.22. Compared with the static model, the dynamic model results in a cost reduction of $658.54. In other words, the optimal schedule using the static model of NGS would be more costly. Since the static model does not take into account the linepack capability of pipeline and the slower moving speed of gas flow, the simulation results of the static model may be impractical and suboptimal. On the other hand, it can be observed that the gas-fired unit is one of the essential consumers, and the larger swings (up and down) of gas demands have occurred because of the fluctuations of electric load in Fig. 7. With the changing of demand, the gas flow in pipeline is fluctuating. For this situation, the linepack (i.e., the volume of gas stored in pipe) plays a critical role that affects the ability to supply natural gas to the consumers. In order to satisfy the demands of GFUs and other gas loads within a reasonable pressure range, the natural gas network would have to manage the linepack. However, the linepack equation derived from the static model of NGS cannot accurately calculate the volume of gas stored in the pipe under dynamic situations [29]. Consequently, it is necessary to calculate the volume of natural gas stored in pipeline using the dynamic model. Meanwhile, it is essential to evaluate the grade of flexibility and reliability that power systems require from gas systems with the dynamic model involving the compressibility, slower velocity, and longer stabilization times of NGS.

**V. CASE II: A LARGE-SCALE IGPS**

In this section, with the aim of demonstrating the effectiveness of the proposed continuous spatial-temporal optimal schedule model of IGPS in large systems, all numerical simulations are based on the combination of the IEEE 39-bus EPS and Belgian NGS [56]. Then, the analysis in the scenarios with different penetration of wind energy is conducted. Finally, the role of P2G on the improvement of wind accommodation is evaluated.
Fig. 8. The integrated gas and power energy testing system.

Fig. 9. The wind farm profiles at Bus 35 and Bus 38 of the continuous spatial-temporal model (CSTM) and differencing model (DM).

A. Outline of the Testing IGPS

The IEEE 39-bus EPS and Belgian NGS [56] is integrated as a test system of IGPS, which is shown in fig. 8. In the EPS, the wind farms are placed at the Bus 35 and 38, the P2G facilities are installed at the Bus 17 and 22, and the generation plants at Bus 30, 32, 33 and 37 are equipped with GFUs. The NGS contains two source nodes (Node 1 and 20), two P2G nodes (Node 27 and 8), four GFU connected nodes (Node 4, 10, 13, and 22), and four other sink nodes. Besides, the capacities of P2Gs are 100MW and 200MW, respectively.

The primary data of the IGPS are from practical historical operation data of Danish EPS and NGS [57], and they are scaled down to match the capacities in the studied system. Fig. 9 illustrated the wind profiles at Bus 35 and Bus 38 of the EPS, wherein the total wind power output is in the range from 787.9 to 1954.7 MW, the penetration of wind power in the EPS reaches 48.55%, and the scale factors of the wind farm are 0.237 and 0.303, respectively. The factor 0.26 is used to scale the electricity demand profiles, and the aggregated electricity demand is in the range from 2206.7 to 3744.9 MW. The natural gas load profiles are scaled by the factor 0.21, and full gas demand expecting GFUs is in the range from 204.9 to 294.8 kg/s.

B. Performance Analysis of the Proposed Model

1) The computational efficiency of the proposed model and the differencing model. The study case formulated by the proposed continuous spatial-temporal model and the Lax-Wendroff differencing model [32] is solved by using Cplex 12.8.0 on the laptop computer with an Intel Core-i5 processor @ 2.30 GHz and 8 GB of RAM. The proposed continuous spatial-temporal model averagely takes 106.83 seconds, and the Lax-Wendroff differencing model averagely consumes 24.93 seconds. Although the computational time of the proposed model is longer than the differencing model’s, the proposed model not only takes into account the sampling points at both ends of the interval of interest, which is done in the differencing model, but also considers the trajectories (and surfaces) on the interval of interest. Hence, the more detailed operating information of IGPS is taken into consideration in the proposed model.

2) The energy consumption analysis of IGPS. The optimal energy consumption results of the study case in the 24-hour time horizon are illustrated in fig. 10. At the power system side, fig. 10(a) demonstrates the optimized operation schedule of the generation units with the high integration of wind energy. The ten generation units are divided into three groups (i.e., GFUs, CFUs, and wind generation units) in different colors (i.e., blue, green, and yellow). The generation trajectories indicate that the wind generation units supply almost half of the electricity demand (48.55%), 14.34% of electricity is produced by the GFUs, which is considerable. And the rest of the electricity (37.11%) is from the CFUs. Additionally, the figure indicates the generation units efficiently respond to the variation of the electric load demand (i.e., the red line).

At the gas system side, fig. 10(b) demonstrates the optimal MFR at two source nodes and the optimal scheduling of the P2G facilities for the whole day. Due to the limited capacity of the P2G stations, only 0.68% of natural gas is produced by electrolysis, and 99.32% of the gas demand is supplied by the source nodes.

3) The performance analysis of the transient in the NGS. In order to visualize the dynamic characteristics of energy flow in the pipelines of NGS, a part of the numerical results
about the transient in the NGS by the proposed model is exhibited. Fig. 11 has represented the MFR and density transient processes of the pipeline 12-13 (i.e., P13) and the pipeline 12-14 (i.e., P12) by the surfaces in a spatial-temporal coordinate system, respectively. Fig. 12 has demonstrated the MFR and density dynamic processes at Node 12, Node 13 and Node 14 by the curves in a continuous time coordinate system, respectively. The whole spatial-temporal transient process of energy delivery in both of the pipelines can be clearly observed in fig. 11. The figures about the transient process of the energy transmission have revealed that (a) The change of the demands (e.g., GFU and consumer demands) “spread” from one end to the other end of the pipeline with visible time. In other words, the change of the states (i.e., MFR and density) at the Node 12 lags the states change at the Node 13 and Node 14. (b) If the MFR at Node 12 is greater than the MFR at the Node 13 (or 14), the density of the pipeline will increases, and vice versa. (c) If the MFR in the pipeline rises, the difference in density between both ends of the pipeline will be larger, and vice versa. (d) Due to the connection at Node 12, the states of both pipelines are not only affected by the change of its own load demands, but they have also been impacted by the state’s change of the connected pipeline.

4) The analysis of the natural gas storage in the pipeline. Due to the compressibility of natural gas, the pipeline has the capacity to store natural gas by increasing the density (or pressure) of the pipelines. The gas storage \( S_{ij}^g(t) \) in the pipeline \( ij \) can be assessed as follow:

\[
S_{ij}^g(t) = S_{ij}^g(t_0) + \int_{t_0}^{t} (M_{ij}(0, \tau) - M_{ij}(L, \tau))d\tau
\]  

where \( S_{ij}^g(t_0) \) indicates the amount of natural gas in the pipeline at \( t_0 \). \( M_{ij}(0, \tau) \) and \( M_{ij}(L, \tau) \) are the MFR at two ends of the pipeline \( ij \), respectively.

According to Eq. (42) and the storage of each pipeline segment at \( t = 0 \), the linepack storage in the pipeline 12-13 and pipeline 12-14 are illustrated as the blue and purple dashed curve in fig. 12(a), respectively. From the fig. 12, it is clearly observed that the density (or pressure) and gas storage volume in the pipeline segment increases, if the injection gas volume is higher than the withdrawal gas volume, and vice versa. Thanks to the linepack storage in the pipeline, the gas network can quickly follow the fast variation of the natural gas demands at Node 13 and Node 14.

Furthermore, fig. 13(a) demonstrates that the storage of each pipeline at the end of every hour during the whole day, and fig. 13(b) and 13(c) show the storage of each pipeline at \( t = 1 \) and \( t = 24 \), respectively, wherein the related number of the pipelines in the bar figures are labeled with red letters in fig. 8. The bar figures indicate that the storage amount of each pipeline varies with time, and the gas storage of each pipeline in the whole network is almost different in each hour. The variance of gas storage in each pipeline is caused by the
various demands at each sink node, including the demands of the GFUs. It exhibits that gas storage in gas networks plays a vital role in balancing the gas supplies and demands timely.

C. Evaluation of the Role of P2G

The power to gas facilities are emerging in EPS recently, they mainly play a role as an electricity consumer (i.e., electric load). In this subsection, the role of P2G on the improvement of wind accommodation is evaluated. Fig. 14(a) demonstrates the IGPS simulation results when none of a P2G facility is installed, and the other operating conditions remain unchanged. In this scenario, as the electricity generation is greater than the demand of the loads in EPS, there is surplus wind energy dispatched to various sinks. However, during hours 5 to 9, there are no P2G facilities, so the remaining surplus wind energy could not be accommodated, and the energy delivery is limited (e.g., limited by the capacity of transmission line) in the EPS, because the P2G facilities consume the electricity to produce natural gas (or hydrogen) by the electrolysis, and the produced natural gas (or hydrogen) could not be stored in the pipelines of NGS. This reveals that the total surplus wind energy is dispatched to the GFUs. It exhibits that gas storage in gas networks plays a vital role in balancing the gas supplies and demands timely.

Additionally, the cases of different wind power penetration (i.e., the fraction of total energy generated by wind turbines respected to the amount of generation) are also calculated by scaling the deterministic wind power profiles with different scale factors. The numerical results of the cases are listed in Tab. III. The electricity consumption results of P2G in the table indicate that the electric loads will rise so that the more wind energy could be accommodated when the energy delivery is not limited (e.g., limited by the capacity of transmission line) in the EPS, because the P2G facilities consume the electricity to produce natural gas (or hydrogen) by the electrolysis, and the produced natural gas (or hydrogen) could be stored in the pipelines of NGS. At the same time, the Tab. III also reveals that the total surplus wind energy is dispatched to create natural gas (or hydrogen) through P2G when the wind energy penetration or the surplus wind energy is small, and the power of the surplus wind energy is below 300 MW. However, with the increasing penetration of wind energy, the power of surplus wind energy is beyond the limitation of the P2G capacity (300 MW), the excess part of the surplus wind energy still is curtailed. The cases have been demonstrated the good performance of the proposed model.

VI. Conclusions

This paper presents a continuous spatial-temporal optimal schedule model for the integrated gas and power system. The
optimization problem of IGPS is formulated in the function space, rather than the conventional algebraic space. The Bernstein functions of order 3 are adopted to reformulate the governing equation of NGS, namely, the partial differential equation constraints. The comparative simulation in a single pipeline validates the proposed model with the governing equation (i.e., the Navier-Stokes equations) is capable of the dynamics of NGS works well and efficiently in the different wind energy penetration scenarios and the P2G facilities are beneficial to promote wind energy accommodation in the IGPS. Moreover, compared with the Lax-Wendroff differencing model, although the proposed model would take more computational time in the study case, the average computational time (i.e., 106.83s) is still acceptable. Therefore, the proposed continuous spatial-temporal optimal schedule model of IGPS has the potential to be used for a practical bulk integrated natural gas and power system. The future works will formulate a continuous spatial-temporal optimal schedule model of IGPS, which will include the transient of compressors constraints, the constraints of AC power flow equations, or the constraints of DC power flow embedded the power losses.

ACKNOWLEDGEMENTS

The first author would like to thank the China Scholarship Council (CSC), Beijing, China, for economic support of visiting the Aalborg University, Aalborg East, Denmark.

APPENDIX A

DERIVATION OF A NEW OPERATIONAL MATRIX OF INTEGRATION

Let $K$ be an $(m+1) \times (m+1)$ operational matrix, then

$$
\int_{x}^{1} B^m(x) \, dx \simeq K B^m(x), \quad x \in [0,1]
$$

substituting (1) into the formulation, then

$$
\int_{x}^{1} B^m(\tau) \, d\tau = A A^T \Psi = A A^T \Psi C B^m(x) = K B^m(x)
$$

where $K = A A^T \Psi C$.

$$
A = \left[ A_1, A_2, \ldots, A_{m+1} \right]^T, \quad C = \left[ A_1^{-1}, A_2^{-1}, \ldots, A_{m+1}^{-1}, c_{m+1} \right]^T
$$

In the light of Ref. [52], the elements $c_{m+1}$ in matrix $C$ is calculated as follow,

$$
c_{m+1} = \frac{Q^{-1}}{2m + 2} \left[ (m-1) \begin{array}{c} m \noalign{\smallskip} 2m+1 \noalign{\smallskip} m+2 \noalign{\smallskip} \vdots \noalign{\smallskip} 2m+1 \end{array} \right]^T
$$

where

$$
Q = \int_{0}^{1} B^m(x) B^m(x) \, dx = A H A^T
$$

where

$$
H = \left[ \begin{array}{cccc}
1 & \frac{1}{2} & \cdots & \frac{1}{2m+1} \\
\frac{1}{2} & \frac{1}{3} & \cdots & \frac{1}{2m+2} \\
\vdots & \vdots & & \vdots \\
\frac{1}{m+1} & \frac{1}{m+2} & \cdots & \frac{1}{2m+1}
\end{array} \right]
$$
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