Frequency-Mixing Intelligent Reflecting Surfaces for Nonlinear Wireless Propagation

Yuan, Jide; De Carvalho, Elisabeth; Williams, Robin Jess; Bjornson, Emil; Popovski, Petar

Published in:
IEEE Wireless Communications Letters

DOI (link to publication from Publisher):
10.1109/LWC.2021.3077085

Publication date:
2021

Document Version
Accepted author manuscript, peer reviewed version

Link to publication from Aalborg University

Citation for published version (APA):

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

- Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
- You may not further distribute the material or use it for any profit-making activity or commercial gain.
- You may freely distribute the URL identifying the publication in the public portal.

Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to the work immediately and investigate your claim.
Frequency-Mixing Intelligent Reflecting Surfaces for Nonlinear Wireless Propagation
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Abstract—We introduce the concept of frequency-mixing intelligent reflecting surface (FMx-IRS), where the elements of the surface continuously change the phases of the incident signals. In this way, the FMx-IRS acts as a frequency mixer and makes the propagation environment nonlinear, thereby introducing new frequencies. We study the basic features of the proposed concept and demonstrate its advantages that stem from the novel type of control over the wireless propagation. The channel decoupling feature and the correlation between reflected channels are elaborated for the architecture, and are validated by the simulations.

Index Terms—Channel estimation, intelligent reflecting surface, nonlinear wireless propagation

I. INTRODUCTION

An intelligent reflecting surface (IRS) consists of a large number of reflecting elements with tunable properties, which potentially can be used to unleash new operation modes and applications in wireless communications [1]. In a typical setting, the IRS can affect some of the dominant propagation paths between a user and a base station (BS). The objective is to align the signal phase of each path by choosing the phases of the reflecting elements, maximizing the signal-to-noise ratio (SNR) of the received signal. This type of beamforming at the IRS requires channel state information (CSI) for the each reflected path. This is particularly challenging when there are multiple IRSs that need to be identified and channels estimated. Moreover, the pilot-related overhead becomes significant due to the massive number of elements on the IRS [2].

In order to overcome the problems, we propose to exploit an IRS in such a way that it acts as a frequency mixer with a given frequency. We are inspired by the time-domain digital-coding metasurface implemented in [3], in which the surface element can generate different reflection amplitudes by a digital controller, which ranges from −1 to 1 to represent the reflectivity changes between total inverse reflection and total reflection. Our architecture relies on sinusoidal adjustment of the reflection amplitude with a certain frequency, uniquely associated with a given surface. Thus, an element of the surface acts as a frequency mixer for the reflected signal. This architecture, which we term Frequency-Mixing IRS (FMx-IRS) makes the wireless propagation environment nonlinear and introduces new frequencies, not present in the signal sent from the transmitter. With FMx-IRS, each FM operation at an IRS results in two new frequencies. For example, if a receiver obtains a signal through a direct path and through an FMx-IRS that pulsates with a single frequency, then the received signal has three frequencies: the original one through the direct path and two resulting from the FM operation at the IRS that are symmetric around the original carrier frequency. A similar frequency-mixing approach was used in [4] to compensate for Doppler effects caused by user motion.

This way of introducing non-linearity in the propagation environment opens a plethora of new design opportunities. For example, when arriving at the receiver, the signals coming from the IRS can be uniquely identified by their carrier-frequency shifts. This feature simplifies the channel estimation (CE) in IRS-aided systems, which is challenging when the number of elements is very large. With FMx-IRS, the channels from each IRS can be estimated in parallel, potentially leading to a large decrease in the estimation overhead.

In this paper, we lay the foundation for FMx-IRS communications. While at this point this is a rather speculative architecture, there are works [5, 6] that have investigated the basis for physical implementation of this type of schemes. Our objective is to examine it from a communication-theoretic viewpoint and elaborate the unique way to identify the channel from different propagation paths. We start with the two-path channel model to introduce the basic principles behind FMx-IRS and describe the details of the operation. Then we consider the infinite-path channel model to develop guidelines for choosing operating frequency at the surface. We illustrate that channels from different frequency bands can be estimated in parallel and derive the upper bound of the achievable rate that can perfectly predict the system performance.

II. BASIC PRINCIPLES OF FMx-IRS OPERATION

We start with an intuitive example, where a single-antenna user communicates with a single-antenna BS assisted by one element IRS. We adopt a continuous-time model throughout the paper where $t$ is the time variable. Furthermore, we consider continuous-time convolution and Fourier transforms. We consider a single IRS that is equipped with a single frequency reconfigurable module (FRM). The phase manipulation at the FRM is time-variant with a certain frequency $f_c$. The model can be generalized to multiple IRS, each with multiple FRMs.

A. FRM-Based Operation

Let us assume that the user transmits a narrowband signal. We assume the FRM in the IRS is able to change the amplitude and phase of the incoming narrowband signal according to a time-varying cosine function $\phi(t)$ with frequency $f_c$:

$$\phi(t) = \cos(2\pi f_c t).$$  (1)
With a baseband signal \( x = |x| e^{j\theta} \) with phase \( \theta \), the radio frequency signal transmitted over the air becomes
\[
x_R(t) = R\{x e^{j2\pi f_c t}\} = |x| \cos(2\pi f_c t + \theta),
\]
where \( f_c \) is the carrier frequency. The channel from the user to the surface is modeled as a single-path frequency-flat channel with impulse response \( h(t) = |h| \delta(t - \tau_0) \) (\( \delta(\cdot) \) is Dirac delta function), which function constant during a symbol duration. The pathloss is \(|h|\) and the time delay is \( \tau_0 \). The signal received at the surface is the convolution of the input signal with the channel impulse response, such that IRS receives:
\[
s(t) = \int_{-\infty}^{\infty} x_R(t - \tau) h(\tau) d\tau = |h| |x| \cos(2\pi f_c (t - \tau_0) + \theta).
\]

With the FM operation, the signal reflected by the FRM then consists of two component
\[
r(t) = s(t)\phi(t) = r_+ + r_- = \frac{1}{2}|h| |x| \cos(2\pi f_{c_1} t - 2\pi f_c \tau_0 + \theta) + \frac{1}{2}|h| |x| \cos(2\pi (f_{c_1} - f_c) t - 2\pi f_c \tau_0 + \theta).
\]

We now study the link from the FMx-IRS to the BS, which also assume is a single-path frequency-flat channel. Hence, the impulse response can be expressed as \( g(t) = |g| \delta(t - \tau_g) \), where \( g \) and \( \tau_g \) represent the pathloss and the time delay. After convolution with the channel \( g(t) \), we obtain
\[
w(t) = |g| r_+ (t - \tau_g) + |g| r_- (t - \tau_g).
\]

At the BS, the signal is demodulated to baseband and low-pass filtered. With the in-phase and quadrature demodulation at \( f_c \), the signal has the following form:
\[
y_{a}(t) = y(t) \cos(2\pi f_c t) + jy(t) \sin(2\pi f_c t).
\]

After a low-pass filter, the output of \( Y(f) \) is
\[
g_{de}(t) = |h| |x| e^{j(-2\pi f_c \tau_0 + \theta)} + \frac{1}{2}|h| |x| g e^{j2\pi f_c t - 2\pi (f_{c_1} + f_c) \tau_0 - 2\pi f_c \tau_0 + \theta} + \frac{1}{2}|h| |x| g e^{j(-2\pi f_{c_1} t - 2\pi (f_{c_1} - f_c) \tau_0 - 2\pi f_c \tau_0 + \theta)}.
\]

It is represented in the frequency domain by
\[
Y(f) = h_d x_d(f) + \frac{1}{2} h_x g_d \delta(f - f_c) + \frac{1}{2} h_x g_d \delta(f + f_c),
\]

where \( h_d = |h_d| e^{-j2\pi f_{c_1} \tau_0}, h = |h| e^{-j2\pi f_{c_1} \tau_0} \), and \( g_d = |g| e^{-j2\pi (f_{c_1} + f_c) \tau_0} \). Note that with the FM operation for the RF signal, the phase shift at the baseband signal is then fixed as \( \pm 2\pi f_c \tau \) for the signals at \( f_c \) and \(-f_c \). The separability of the components in \( Y(f) \) enables identification of the signals from the direct and the paths reflected from the IRS:
\[
\begin{align*}
\{ y_{d} = h_d x_d(f), \quad y_{+} = \pm z h_d \delta(f - f_c), \\
y_{-} = \pm z h_d \delta(f + f_c), \quad z = \frac{1}{2} h_g. 
\end{align*}
\]

This feature of an FMx-IRS system is not only appearing in the two-path scenario, but also exist in scattering environments since the frequency of every path reflected by the FRM is shifted by \( \pm f_c \). Therefore, we can always observe two components at new frequencies. However, in a rich scattering environment, reflected paths from FMx-IRS may have some new features which are analyzed in Section II-B.

## B. Correlation Analysis

We now consider a more general propagation environment with rich scattering, where the channel of each link consists of a large number of paths. We first elaborate that the small-scale fading of all channels asymptotically follow a complex Gaussian distribution and then illustrate the correlation between the two reflected channels at the new frequencies.

Assume that the normalized impulse responses of the channel from the user to BS \( h_{a}(t) \), the user to the surface \( h(t) \) and the surface to the BS \( g(t) \) can be decomposed as the sum of \( I, N, \) and \( L \) propagation paths, respectively:
\[
\begin{align*}
h(t) &= \sum_{i=1}^{I} |h_i| \delta(t - \tau_{h,i}), \\
h_{a}(t) &= \sum_{n=1}^{N} |h_{a,n}| \delta(t - \tau_{h_{a},n}), \\
g(t) &= \sum_{l=1}^{L} |g_l| \delta(t - \tau_{g,l}),
\end{align*}
\]

where \( h_{i}, h_{a,n}, \) and \( g_l \) represent the amplitude, and \( \tau_{h,i}, \tau_{h_{a},n} \) and \( \tau_{g,l} \) represent the corresponding delays. Since the transmission of a narrowband signal is considered in the paper, the symbol interval is assumed to be much larger than the maximum delay of all paths and channels are assumed to be constant during a symbol interval.

Applying the same derivations in Section II-A, the baseband equivalent channels in \( N \) can then be expressed as
\[
h_{a}(t) = \sum_{i=1}^{I} h_{i}, \quad h_d = \sum_{n=1}^{N} h_{a,n},
\]

in the frequency domain, where \( h_{i} = |h_i| e^{-j2\pi f_{c_1} \tau_{h,i}}, h_{a,n} = |h_{a,n}| e^{-j2\pi f_{c_1} \tau_{h_{a},n}}, \) and \( g_{l} = |g_l| e^{-j2\pi f_{c_1} \tau_{g,l}}. \)

**Lemma 1:** Suppose \( \tau \) follows a uniform distribution with probability density function (PDF) \( f_\tau(\tau) = \frac{1}{\tau_0} \) ranging from 0 to \( \tau_0 \). For any scalar \( a \), we have following expectations:
\[
\begin{align*}
E_{\tau}\{\cos(2\pi a \tau)\} &= \frac{\sin(2\pi a \Delta)}{2\pi a \Delta}, \\
E_{\tau}\{\sin(2\pi a \tau)\} &= \frac{1-\cos(2\pi a \Delta)}{2\pi a \Delta}, \\
E_{\tau}\{\cos(2\pi a \tau)^2\} &= \frac{1}{2} + \frac{\sin(4\pi a \Delta)}{8\pi a \Delta}, \\
E_{\tau}\{\sin(2\pi a \tau)^2\} &= \frac{1}{2} - \frac{\sin(4\pi a \Delta)}{8\pi a \Delta}.
\end{align*}
\]

\( ^{1}\)Differently from the standard two-path interference model, with FMx-IRS, the direct and reflected signals from the surface are separated at different frequencies and the pathloss does not fluctuate according to the phase difference of the two signals. Nevertheless, as the received signal has a larger bandwidth compared to the original one, multiuser interference management will face new challenges.
From (14), we can rewrite $g_k$ as

$$g_k = \sum_{l=1}^L |g_l| \cos(2\pi (f_c + f_r) \tau_{g,l}) - j \sum_{l=1}^L |g_l| \sin(2\pi (f_c + f_r) \tau_{g,l}).$$

Let $\tau_{\text{max}}$ be the maximum delay among all paths. It is reasonable to assume that the delays of $L$ paths are uniformly distributed in the range $[0, \tau_{\text{max}}]$. Therefore, according to Lemma 1, since $f_c + f_r \gg (2\pi \tau_{\text{max}})^{-1}$, the means of the real part and the imaginary part of $g_k$ are approximately equal to 0, and their variance approximately equal 1/2. Along with the fact that $E[|g_l|^2] = 1/L$, and according to the Central Limit Theorem, when $L$ goes to infinity, the distribution of $g_k$ tends toward a complex normal distribution, i.e., $g_k \sim CN(0,1)$. Similarly, we can obtain that $h \sim CN(0,1)$ and $h_d \sim CN(0,1)$ using the same method.

The channel $h$ and $h_d$ are mutually independent, and are independent with $g_k$ by nature due to the different propagation environments. However, since $g_k$ and $g_l$ share the same amplitude and the delay, it is necessary to evaluate the correlation between the two reflected channels.

**Proposition 1:** The correlation $\rho(f_r)$ is with respect to the frequency shift $f_r$ given as

$$\rho(f_r) = \frac{\sqrt{2 - 2 \cos(4\pi f_c f_r \tau_{\text{max}})}}{4\pi f_r \tau_{\text{max}}}.$$  

**Proof:** Noting that the $L$ paths in $g_k$ are mutually independent as they involve independent random variables, the correlation $\rho(f_r)$ is

$$\rho(f_r) = \left\{ \sum_{l=1}^L g_l \right\} \left\{ \sum_{l=1}^L g_l^* \right\}.$$  

Hence, by observing that $g_l$ and $\tau_{g,l}$ are mutually independent with $E[|g_l|^2] = 1/L$, we can compute (21) as

$$\rho(f_r) = \frac{E[|g_l|^2] E[\tau_{g,l}]}{E[|g_l|^2]}.$$  

where (b) provides a guideline for the selection of $f_r$.

Suppose we select $f_r = i\Delta f$ where $\Delta f = 1/(2\tau_{\text{max}})$ and $i$ is a positive integer. We then obtain two uncorrelated channels $g_+$ and $g_-$ at new frequencies.

**C. Decoupling Feature**

As illustrated in Fig. 1(b), the frequency response of the received signal consists of three components with two of them around $f_c + f_r$. Since the channels are decoupled in the frequency domain, one pilot can estimate all three channels, which we call the channel decoupling feature. This is significantly different from a conventional IRS system, where one element generates one channel, and the reflective channel is coupled with the channel from the direct path at the receiver. To separate the channel of each link, it is required to send two pilot symbols [7]. The decoupling feature is particularly important since, in conventional IRS systems, the pilot overhead required for estimating each link grows linearly with the number of the elements on the surface, which results in a huge degradation of achievable rate under user mobility. However, in an FMx-IRS aided system, each of the FRMs can be associated to a unique frequency, and all the channels reflected by the surface are separable in the frequency domain, thereby sparing the use of pilot sequences. Moreover, although FMx-IRS takes up wider bandwidth as a conventional wideband system does, it shows an essential difference shown in Fig. 1(c). In a conventional wideband system, the power of pilot and data are allocated across the bandwidth $B$, whereas in an FMx-IRS-aided system, the transmission power is concentrated in a narrow band, thereby observing a much higher SNR at the receiver side.

**III. GENERAL SYSTEM MODEL**

We will now consider a general model in uplink direction where one BS with $M$ antennas serves one single-antenna user aided by one FMx-IRS. We assume that user is randomly located in area while the BS and the surface have fixed positions. The surface is divided into an array of $V \times S$ FRMs, and the $(v, s)$th FRM carries out a frequency modulation operation at frequency $f_{v,s}$. We assume the frequency spacing between two adjacent frequency shifts is $f_n$, and $f_{v,s} = ((v-1)S+s)f_n$. Therefore, a single narrowband signal from the transmitter will result in a set of $2SV+1$ received narrowband signals at the receiver, and from those signals we can uniquely estimate the channel response from each FRM.

In this section, all the quantities are in the frequency domain, so that we omit the frequency variable $f$ for simplicity. We denote by $h_{d1} \in C^{M \times 1}$ and $h_{d2,s} \in C$ the direct channel from user to the BS and the channel from user to the $(v, s)$th FRM of the surface, respectively. Regarding the paths from the surface to the BS, each FMx-IRS creates two channels at two different frequency bands. We denote by $g_{v,s} \in C^{M \times 1}$ and $g_{v,s} \in C^{M \times 1}$ the channels from the $(v, s)$th FRM to the BS at frequency $f_{v,s}$.

We assume that $|x| = 1$ is a complex signal variable that can represent either a pilot or data symbol. The frequency-domain received signal $y \in C^{2(SV+1)M \times 1}$ is then written as

$$y = \sqrt{\rho h_{d1}} x + n,$$  

2In practice, FRMs can be split into a small number of subarrays with each subarray associated with one frequency, thereby reducing the hardware cost and simplifying the signal composition.
where $p$ is the normalized power of each symbol, 

$$
y = \left[ y_1^T, y_2^T, \ldots, y_{N_z}^T, y_{N_z+1}^T, \ldots, y_{N_z+N_y}^T, y_{N_z+N_y+1}^T, \ldots, y_{N_z+2N_y}^T \right]^T,
$$

(24)

$$
h_{all} = \left[ h_{d,1}^T, z_{d,1}^T, z_{d,2}^T, \ldots, z_{d,k}^T, h_{r,1}^T, z_{r,1}^T, \ldots, z_{r,k}^T \right]^T
$$

(25)

with $z_{d,v,s} = \frac{1}{2}h_{v,s}g_{v,s}$ representing the cascaded channel from the user to the $(v,s)$th FRM at surface to the BS. $n \in \mathbb{C}^{(2VS+1) \times 1}$ is AWGN with i.i.d. $CN(0,1)$ elements.

IV. CHANNEL ESTIMATION AND DOWNLINK PRECODER DESIGN IN FMX-IRS-AIDED SYSTEMS

In this section, we illustrate that conventional channel estimation algorithms can be applied to different propagation environments and derive the achievable rates for the FMx-IRS-assisted systems.

A. Channel Model

1) Two-Path model: For this model, the pathloss and the delay depend on the distance of the propagation path. We assume that the 3D coordinate of the user, the first BS antenna, and the $(1,1)$th FRM at the surface are $u_0 = (b_u, c_u, u_0)$, $u_{0,1} = (b_u, c_u, u_0)$ and $u_{0,1,1} = (b_u, c_u, u_0)$, respectively. Therefore, the coordinates of the $n$th BS antenna and the $(v,s)$th FRM at the surface are given by $u_{v,s,n} = (b_v + (m-1)d_v, e_v, u_0)$ and $u_{v,s,n} = (b_v, e_v + (v-1)d_v, u_0 + (s-1)d_s)$ with $d_v$ and $d_s$ being the antenna spacing at the BS and the FRM spacing at the surface.

Using these coordinates, the channel components of the user-surface link, user-BS link and surface-BS link can be modelled as $h_{v,s} = e^{-j\beta_{v,s}}$, $h_{d,m} = e^{-j\beta_{d,m}}$ and $h_{r,1} = e^{-j\beta_{r,1}}$, respectively, where $h_{v,s} = |h_{v,s}|e^{j\theta_{v,s}}$, $h_{d,m} = |h_{d,m}|e^{j\theta_{d,m}}$, and $h_{r,1} = |h_{r,1}|e^{j\theta_{r,1}}$.

2) Infinite-Path Model: Omitting the slight difference in pathloss between adjacent antennas, we denote by $\beta_d$, $\beta_r$, and $\beta_\nu$ the pathloss of user-BS link, user-IRS link and IRS-BS link, respectively.

We obtain $h_{d,m} \sim CN(0, \beta_d)$ and $h_{v,s} \sim CN(0, \beta_r)$ when the number of paths grow large.

Regarding the channels from the surface to the BS, instead of simply assuming they are complex Gaussian value, it is required to model each of them as the sum of $L$ ($L \to \infty$) paths:

$$
g_{v,s,m} = \sum_{l=1}^{L} g_{v,s,m,l},
$$

(27)

where $g_{v,s,m,l} = |g_{v,s,m,l}|e^{-j\phi_{v,s,m,l}}$, and $g_{v,s,m}$ and $g_{v,s,m,l}$ are not mutually independent. Moreover, we model the amplitude and the delay of the $l$th path randomly as $|g_{v,s,m,l}| = \frac{1}{2}\sqrt{h_{v,s,m,l}}$ uniformly distributed in $[0, \tau_{\text{max}}]$. In this manner, the small scale fading of $g_{v,s,m}$ and $g_{v,s,m,l}$ follow a complex Gaussian distribution with the correlation being $\beta_{d}(v_s, m)$.

Therefore, the cascaded channel $z_{d,v,s,m} = \frac{1}{2}h_{v,s}g_{v,s,m}$ is then the product of two complex Gaussian variables, and follows a complex product-normal distribution [8], which is symmetric around the origin with the variance being $\beta_{d}(v_s, m)/4$.

B. Channel Estimation

Since $h_{d}$, $z_{d,v,s}$ are decoupled in the frequency domain, their estimation can be performed in parallel. We discuss the CE methods separately for channel statistics are known or unknown.

1) Least Squares estimator: When channel statistics are unknown at the BS, the conventional least squares estimator can be applied. We obtain the channel estimates as

$$
\hat{h}_{all} = \frac{1}{\sqrt{p}}x^*y,
$$

(28)

where $x^*$ represents the conjugate transpose of $x$. The estimation error $\epsilon_{all} = \hat{h}_{all} - h_{all}$ has i.i.d. elements with $\text{var}(\epsilon_{d,m}) = \|h_{d,m}\|^2/p$ and $\text{var}(\epsilon_{z_{d,v,s,m}}) = |\epsilon_{z_{d,v,s,m}}|^2/p$.

2) Minimum mean square error (MMSE): With channel statistics known at the receiver, we can apply MMSE approach to estimate $h_{all}$. Noting that the estimation of $h_{d}$, $z_{d,v,s}$ are decoupled. We obtain the MMSE estimator as [9]:

$$
\tilde{h}_{d} = \frac{1}{\sqrt{p}}y^*x^*(1 + 1/(p\beta_d))^{-1},
$$

(29)

$$
\tilde{z}_{d,v,s} = \frac{1}{\sqrt{p}}y^*z^*(4 + 1/(p\beta_u\beta_{vb}))^{-1}
$$

(30)

by realizing that the covariance matrix of LoS channel and the cascaded channel are $\beta_d I_M$ and $\frac{1}{2}\beta_u\beta_{vb} I_M$, respectively. Let $\tilde{h}_{all} = \tilde{h}_{d} - \tilde{z}_{d,v,s}$ and $\tilde{z}_{d,v,s,m} = \tilde{z}_{d,v,s} - z_{d,v,s}$ being the channel estimation error vector for the direct path and reflected path at $f_c \pm f_s$, respectively. The variance of elements of estimation error for direct path and reflect path are equal to $\text{var}(\epsilon_{d,m}) = \frac{\beta_d}{p\beta_u\beta_{vb}}$, and $\text{var}(\epsilon_{z_{d,v,s,m}}) = \frac{\beta_u\beta_{vb}}{p\beta_u\beta_{vb}}$ [9]. Equations (28), (29) and (30) indicate that the pilot-based channel estimation scheme is feasible for estimating the cascaded channel for both two-path model and multipath model without requiring extra pilot overhead.

C. Rate Analysis for Infinite-path Model

Assuming that perfect CSI is available at the BS, the achievable rate can be written in the following form:

$$
R_p = E[h_{all}] \log_2(1 + pH_{all}^H h_{all}).
$$

(31)

An analytical evaluation of (31) is complicated due to the different distribution of the direct channel and cascaded channel. However, using Jensens inequality, we can compute and upper bound on the achievable rate in closed form:

$$
R_p \leq \log_2(1 + pE[h_{all}^H h_{all}]).
$$

(32)

Based on the statistic properties given in Section IV-B, it follows that

$$
E[h_{all}] = M \beta_d + \beta_{ur}\beta_{vb} MSV.
$$

(33)

Proposition 2: With perfect CSI, the achievable rate for the FMx-IRS-aided system is upper bounded by

$$
R_p \leq \log_2 \left(1 + pM \left(\beta_d + \beta_{ur}\beta_{vb} \frac{SV}{2}\right)\right).
$$

(34)
The result indicates that the capacity grows linearly with the number of FRMs on the surface.

V. NUMERICAL RESULTS

In the simulation, we set the coordinates of the first BS antenna and the (1, 1)th FRM at the surface at \( \alpha_{b,1} = (30, 30, 10) \) m and \( \alpha_{b,1} = (0, 0, 4) \) m, respectively. The antenna spacing and FRM spacing are set as \( d_b = 0.1 \) m, \( d_i = 0.1 \) m, while the reference distance is set as \( d_0 = 50 \) m. Moreover, the carrier frequency and the maximum delay are set as \( f_c = 2 \) GHz and \( T_{\text{max}} = 10^{-3} \) s, respectively.

Fig. 2 compares the channel gain of the classical two-path model and the two-path model in which one of the paths goes through an FMx-RIS. The fluctuations in the classical two-path model are due to the superposition of the two rays with different phases. FMx-RIS decouples the two paths in frequency and avoids this situation, which stabilizes the channel gain of the received signal as a function of distance, at the expense of a larger occupied bandwidth.

Fig. 3 exhibits the normalized MSE (NMSE) of channel estimation under different propagation environment. We observe that the estimation performance of the direct path outperforms that of the reflected path at low-SNR. This is due to the fact that the frequency-mixing operation splits the power, and the effect of noise on channel estimation at low SNRs is much higher than that in a high SNR regime.

In Fig. 4(a), we illustrate the condition number of matrix \( F = E [ h_i h_i^H ] \) to show the channel diversity gain. We observe that when \( i \) is an integer, the condition number \( \eta(F) \) is 0dB, indicating that \( F \) is an identity matrix as expected. Moreover, when the frequency spacing is small, the more FRMs the surface contain, the closer \( \eta(F) \) to being singular, meaning that less number of streams can be transmitted. Fig. 4(b) compares the tightness of the analytical rate upper bound compare with the real capacity. We also include the performance of the conventional MIMO as the benchmark. It can be observed that the upper bound converge to the real achievable rate really tight, indicating that analytical result can perfectly predict the rate performance. Moreover, we can obtain rate gain compared with conventional MIMO which is intuitive due to the extra contribution from the reflected paths.

VI. CONCLUSION

In the paper, we proposed a novel FMx-IRS-aided system, where the IRS consists of several number modules that are capable of manipulating the frequencies of the incident signals. We first demonstrated the basic principles of the FMx-IRS architecture and illustrated its advantages in terms of channel decoupling. Then, we provided guidelines for choosing the operating frequencies for the infinite-path channel model. The channel estimation is investigated for the different propagation environments, and the upper bound of the achievable rate is derived for the infinite-path channel model. The numerical results indicate the tightness of rate bound, and with the appropriate operating frequencies, FMx-IRS generates a nearly i.i.d. propagation environment. Clearly, the concept of FMx-IRS challenges the present notion of frequency occupancy determined by the transmitter and can have consequences for spectrum allocation and interference management.
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