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Abstract

Unlike traditional fossil-fuel based power generation, renewable generation such as wind power relies on uncontrollable prime sources such as wind speed. Wind speed varies stochastically, which to a large extent determines the stochastic behavior of power generation from wind farms. With the increasing number of wind turbines (WTs) connected to distribution systems, network operators are concerned about how such a stochastic generation affects power losses of the network. Furthermore, the operators need to estimate how much and when the stochastic generation can reduce the loading of substation transformers and distribution feeders. Moreover, the network operators are interested in evaluating the maximum penetration level of wind power in their network before any technical requirements are violated.

The traditional approach to these studies is based on a deterministic analysis. For instance, the size of a substation transformer is determined by the sum of the maximum loading at individual radial feeders while assuming no generation output from local generators. However, such a deterministic analysis does not provide a realistic evaluation of system steady-state performance. A more realistic evaluation can be achieved through a probabilistic analysis that takes into account the stochastic behavior of wind power generation (WPG) and load demand. Such a probabilistic analysis may help network operators to cut down the cost associated with system planning. Thus, the objective of this thesis is to develop stochastic models of renewable generation and load demand for the optimal operation and planning of modern distribution systems through a probabilistic approach.

On the basis of statistical data, stochastic models of WPG, load and combined heat and power (CHP) generation are developed. The stochastic wind power model is constructed on the basis of an autoregressive integrated moving average (ARIMA) process. The model characterizes WPG by mean level, temporal correlation and driving noise. Such a model is valuable for researchers who do not have access to wind power measurements. The model can be used to evaluate year-to-year variation of wind power generation through a sensitivity analysis and to forecast very short-term wind power through a model-based prediction method. The stochastic load model is established on the basis of a seasonal autoregressive moving average (ARMA) process. It is demonstrated that such a stochastic model can be used to simulate the effect of load management on the load duration curve. As CHP units are turned on and off by regulating power, CHP generation has discrete output and thus can be modeled by a transition matrix based discrete Markov chain. As the CHP generation has a strong diurnal variation, reflecting the heat load and electricity price, it is proposed to use different transition matrices for different periods of a day. These three stochastic models are the main theoretical contributions of this thesis.
With these stochastic models, a realistic evaluation of the system steady-state performance can be carried out through a probabilistic load flow (PLF) analysis. Based on the PLF analysis, several studies are conducted and strategies are proposed to operate and plan a modern distribution system in an optimal way. In the first case study, a stochastic optimization algorithm is proposed that minimizes the expectation of power losses of a 69-bus distribution system by controlling the power factor of WTs. The optimization is subjected to the probabilistic constraints of bus voltage and line current. The algorithm combines a constrained nonlinear optimization algorithm and a Monte Carlo based PLF calculation. In the second case, it is demonstrated through a Danish distribution system (Støvring system) that the probability of transformer overloading and the time of the overloading can be identified through a probabilistic analysis. Based on the analysis, use of a gas turbine is determined as a cheaper solution than transformer expansion in order to solve the overloading problem. In the last case, an optimal constrained load flow algorithm is proposed to determine the maximum WT capacity in the modified Støvring system when allowing reactive power control and energy curtailment of WTs, subject to voltage and current constraints. These developed models and proposed algorithms serve as effective tools to assist network operators in decision-making during the operation and planning of power systems.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>Autocorrelation Coefficient</td>
</tr>
<tr>
<td>AIC</td>
<td>Akaike Information Criterion</td>
</tr>
<tr>
<td>AR</td>
<td>Autoregressive</td>
</tr>
<tr>
<td>ARIMA</td>
<td>Autoregressive Integrated Moving Average</td>
</tr>
<tr>
<td>ARMA</td>
<td>Autoregressive Moving Average</td>
</tr>
<tr>
<td>BIC</td>
<td>Bayesian Information Criterion</td>
</tr>
<tr>
<td>CHP</td>
<td>Combined Heat and Power</td>
</tr>
<tr>
<td>DG</td>
<td>Distributed Generation</td>
</tr>
<tr>
<td>DLF</td>
<td>Deterministic Load Flow</td>
</tr>
<tr>
<td>LARIMA</td>
<td>Limited Autoregressive Integrated Moving Average</td>
</tr>
<tr>
<td>LARMA</td>
<td>Limited Autoregressive Moving Average</td>
</tr>
<tr>
<td>LMMSE</td>
<td>Linear Minimum Mean Square Error</td>
</tr>
<tr>
<td>MA</td>
<td>Moving Average</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>PACC</td>
<td>Partial Autocorrelation Coefficient</td>
</tr>
<tr>
<td>PLF</td>
<td>Probabilistic Load Flow</td>
</tr>
<tr>
<td>SRS</td>
<td>Simple Random Sampling</td>
</tr>
<tr>
<td>TSO</td>
<td>Transmission System Operator</td>
</tr>
<tr>
<td>WPG</td>
<td>Wind Power Generation</td>
</tr>
<tr>
<td>WT</td>
<td>Wind Turbine</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Background and motivation

The traditional power system, in which power is delivered to customers from central power plants through transmission and distribution networks, has been undergoing a significant change because of the deregulation of the power system and the integration of distributed generation (DG). In particular, the large-scale integration of DG into distribution systems may influence the operation and planning of the system to a great extent (Pecas Lopes 2002, Hatziargyriou, Sakis Meliopoulos 2002). Such influence involves network power losses, steady state voltage variation, short circuit level, voltage stability, distribution reliability issues, distribution system protection, distribution system planning, etc.

Furthermore, in contrast to conventional fossil fuel based power generation, renewable energy based DG such as wind power generation (WPG) and photovoltaic generation are not fully controllable due to the stochastic behavior of their prime sources such as wind speed and irradiance. These stochastic generations introduce additional uncertainties into the daily operation and long-term planning of a distribution system, which further complicates the understanding and analysis of the impact of DG on the system.

In Denmark, the two most common types of DG are wind power and combined heat and power (CHP) generation. By the end of 2008, the total installed wind turbine (WT) capacity was 3166 MW, which accounted for 24.1% of the total electricity generation capacity; the total installed small-scale CHP units was 1738 MW, which amounted to 13.2% of the total electricity capacity (Danish Energy Agency 2009). The integration of WPG and CHP generation to the medium voltage distribution systems provides a number of challenges to the network operators. One major challenge is on how to account for the stochastic behavior of WPG in an appropriate way. Furthermore, the traditional evaluation criterion is based on a deterministic approach, which may not provide a realistic assessment on the system performance as WPG, CHP generation and load demand fluctuate throughout a year. In order to address these issues, a probabilistic approach may be employed to take into account the stochastic behavior of system generation and load demand. Consequently, a realistic evaluation of the system performance may be achieved.
1.2 Overview of Previous Related Work

This section provides a general overview of the topics related to the thesis. A detailed literature review on specific topics can be found in the corresponding chapters.

1.2.1 Probabilistic analysis in power systems

Although the deterministic analysis is a common approach used in electric utilities, e.g. N-1 criterion and worst-case scenario, the probabilistic analysis in power systems also has a solid theoretical background (Anders 1990, Schilling et al. 1990, Billinton, Fotuhi-Firuzabad & Bertling 2001). The areas where probabilistic analysis is applied include reliability evaluation, probabilistic structural design of transmission systems, probabilistic load flow (PLF) and short circuit calculation, probabilistic system stability evaluation, etc (Anders 1990). The techniques used for these probabilistic analyses are usually based on fundamental probability theories of univariate random (stochastic) variables, multivariate random (stochastic) variables and random (stochastic) processes (Papoulis, Pillai 2002). The following summarizes a number of applications of probability analysis in power system studies.

In reliability evaluation, generator outage is simulated by a discrete random variable with binomial distribution (Billinton, Allan 1996). In PLF analysis, load demand at a single bus is commonly represented by a continuous random variable with normal distribution, while load demands at different buses are assumed independent of or linearly correlated with each other (Leite, Arienti & Allan 1984); wind power is modeled as a continuous random variable within different wind speed range (Hatziargyriou, Karakatsanis & Papadopoulos 1993). In short circuit analysis, each fault type is considered a discrete random variable (Anders 1990) and fault distance is characterized by a mean and standard value (Zhu, Lubkeman & Girgis 1997). These applications treat system components and phenomena as random variables. However, for wind power and load, the correlation in time plays an important role for the system evaluation over a certain period. In this case, it is no longer sufficient to model wind power and load by random variables. Instead, theories of random processes should be applied. For instance, wind speed time series is simulated by an autoregressive moving average model (Billinton, Chen & Ghajar 1996), and wind power time series is modeled by a transition matrix based Markov chain (Papaefthymiou, Klockl 2008). These models simulate the stochastic process of WPG and are mainly applied in reliability evaluations (Billinton, Wangdee 2007, Wangdee, Billinton 2006).

For evaluating system performance with these random variables and processes, two common approaches are applied: the analytical approach and the numerical approach. The analytical approach is based on a
direct operation with random variables such as using the convolution method. The numerical approach refers to Monte Carlo simulation. A detailed discussion of these approaches is provided in Chapter 3.

1.2.2 Optimal operation and planning of distribution systems with DG

Traditional distribution systems are designed to deliver power from the transmission networks to local loads. This type of power supply is changed due to the integration of DG, which can supply the local loads directly and may reverse the power flow direction by injecting power to the transmission networks. Such a change may significantly influence the voltage profile, power losses, power quality, protection, reliability and planning of the distribution systems (Barker, De Mello 2000). The influence may be positive or negative, depending on the type, size and location of the DG and the characteristics of the distribution systems.

In order to ensure a secure, reliable and economic operation of the system, network operators intend to minimize the adverse impacts and to maximize the potential benefits brought by DG. This is normally achieved by optimizing the location and capacity of the DG in a distribution system.

To address such issues, the common practice is to formulate an optimization problem, which searches for the optimal location and capacity of the DG. The objective functions of the optimization problem may include minimizing the system power losses (Rau, Wan 1994, Nara et al. 2001, Kim et al. 2002, Celli et al. 2005), minimizing the investment and operating costs (El-Khattam et al. 2004), maximizing the net revenue received by distribution network operators (Harrison et al. 2007, Piccolo, Siano 2009), maximizing the capacity (Keane, O'Malley 2005, Harrison et al. 2008) or the produced energy from DG (Keane, O'Malley 2007), etc. The constraints of the optimization normally consist of bus voltage limits and line thermal limits. Some also take into account the short-circuit levels (Vovos et al. 2005) and reliability constraints (Greatbanks et al. 2003). As the DG location is a discrete variable, genetic algorithm can be used to find the optimal location (Kim et al. 2002, Celli et al. 2005). Other algorithms such as Tabu search (Nara et al. 2001) can also be used.

Nevertheless, one major limitation in these methods is that the stochastic behaviour of load and WPG is not fully or properly taken into account. In (Ochoa, Padilha-Feltrin & Harrison 2008), typical seasonal load profiles are used to represent the seasonal and diurnal variation of load. A one-week time series of WPG has been used to reflect its time-varying behavior. However, these are not sufficient to consider the stochastic behavior of load and WPG properly, as a typical daily or weekly curve cannot represent their
stochastic behavior throughout a year. Therefore, more sophisticated stochastic models of load and WPG needs to be developed.

1.3 Problem formulation

Based on the foregoing literature review, the objective of this thesis is:

To develop stochastic models of renewable generation and load demand for the optimal operation and planning of modern distribution systems through a probabilistic approach.

In order to achieve the above objective, the problems to be tackled in this thesis are formulated as follows:

1) To develop stochastic models of WPG, CHP generation and load demand,
2) To evaluate system steady-state performance based on PLF techniques,
3) To investigate the impact of renewable energy based DG units on the steady-state performance of the distribution systems through a probabilistic approach with stochastic models,
4) To compare the deterministic approach and probabilistic approach for distribution system planning,
5) To design an optimal cable network for integrating wind energy to the grid,
6) To evaluate the maximum wind power penetration level of a distribution network integrated with renewable energy based DG,
7) To assess the impact of stochastic WPG on system frequency control.

1.4 Project limitation

The thesis has the following limitations:

1) Only steady-state analysis of power systems are carried out in the project. Power System stability and other transient analyses are not considered in this project,
2) The time scale of the analysis is at the step of 15 min or one hour over a period of one year or several years,
3) Other techniques for uncertainty analysis, such as interval analysis and fuzzy set method, are not considered,
4) The evaluation and verification is carried out on selected distribution networks.
1.5 Technical contribution of the thesis

The main technical contribution of the thesis is summarized as follows:

1) A parsimonious stochastic model is developed for simulating wind power time series. This model can be readily used for researchers who do not have a direct access to measurement data. The model can be used for reliability analysis and planning of power systems integrated with wind farms. The model can also be used for sensitivity analysis of wind level variation and the simulated wind power time series can be served as a database for testing wind power forecasting algorithms.

2) A new stochastic load model is developed for simulating the effect of load management.

3) A new optimization algorithm that combines the gradient-based optimization and Monte Carlo simulation of constrained load flow is proposed to evaluate the maximum WT capacity in a network while allowing reactive power control and energy curtailment.

4) Both the technical and economic evaluations are provided for demonstrating the advantage of using probabilistic approach as compared to the deterministic approach in distribution system planning.

1.6 Outline of the thesis

The thesis is composed of nine chapters:

In Chapter 1, the background and motivation of the thesis are described, together with an overview of the previous related work. Then, the objective, the problem formulation and the main contribution of the thesis are presented.

In Chapter 2, stochastic models of WPG, CHP generation and load demand are developed for Monte Carlo simulation.

In Chapter 3, the PLF techniques are presented, including both analytical approach and numerical approach.

In Chapter 4, a stochastic optimization algorithm is developed to minimize power losses of a distribution system by setting optimal WT power factor.

In Chapter 5, short-range distribution system planning through a probabilistic approach is performed.

In Chapter 6, optimal cable sizing for a medium voltage wind energy network is studied.

In Chapter 7, the maximum WT capacity of a distribution system is evaluated through an optimal constrained optimization algorithm.
In Chapter 8, the relation between wind power forecasting error and system steady-steady frequency deviation is investigated.

The summary and conclusions of the thesis are presented in Chapter 9. A number of topics for future work are also provided in the end.

1.7 List of publications

The following lists the scientific papers published during the PhD study. Paper [2] is included in section 2.1 and Chapter 4. Paper [4] is included in section 2.1. Paper [6] is included in section 2.2. Paper [7] is included in Chapter 5. The remaining publications are complementary to this thesis.
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Chapter 2

Stochastic Models of Renewable Generation and Load Demand

This chapter develops stochastic models for WPG, load and CHP generation. Section 2.1 proposes an autoregressive integrated moving average (ARIMA) based time series model for stochastic WPG. The cross-correlation modeling of WPG from wind farms at adjacent locations is also demonstrated. Section 2.2 presents a seasonal autoregressive moving average (ARMA) model for load demand. The application of the stochastic load model for simulating the effect of load management is also illustrated. Section 2.3 introduces a discrete Markov chain model for CHP generation. Section 2.4 summarizes the above three developed models.

2.1 Stochastic wind power model

This section proposes a stochastic wind power model based on an ARIMA process. The model takes into account the nonstationarity and physical limits of stochastic WPG. The model is constructed based on wind power measurement of one year from the Nysted offshore wind farm in Denmark. The proposed limited-ARIMA (LARIMA) model introduces a limiter and characterizes the stochastic WPG by mean level, temporal correlation and driving noise. The model is validated against the measurement in terms of temporal correlation and probability distribution. The LARIMA model outperforms a first-order transition matrix based discrete Markov model in terms of temporal correlation, probability distribution and model parameter number. The proposed LARIMA model is further extended to include the monthly variation of the stochastic WPG.

2.1.1 Introduction

The high integration of wind power into electrical systems calls for new methods and simulation tools that can assist electric utilities in analyzing the impact of stochastic WPG on power system operation and planning (Willis, Scott 2000). Such analyses usually require a probabilistic approach, which commonly relies on sequential Monte Carlo simulations (Billinton, Wangdee 2007). The sequential Monte Carlo simulations consider both the probability distribution and the chronological characteristics of WPG, load profiles, and transition states of all the system components (Billinton, Wangdee 2007). Furthermore,
sequential Monte Carlo simulations usually require a large number of simulation runs to obtain statistically reliable results, for instance to simulate rare events such as extreme wind situations. Thus, stochastic wind power models that are able to capture both the probability distribution and temporal correlation of the WPG are needed.

As depicted in Fig. 2.1, existing approaches for the stochastic modeling of the WPG fall into two categories: the wind speed approach (Billinton, Chen & Ghajar 1996, Brown, Katz & Murphy 1984, Shamshad et al. 2005, Castro Sayas, Allan 1996, Negra et al. 2008, Kitagawa, Nomura 2003) and the wind power approach (Papaefthymiou, Klockl 2008). Both approaches are based on wind speed measurements. The former approach requires a wind speed model. Available wind speed models include the autoregressive moving average (ARMA) model (Billinton, Chen & Ghajar 1996, Brown, Katz & Murphy 1984), the discrete Markov model (Shamshad et al. 2005, Castro Sayas, Allan 1996, Negra et al. 2008), and the wavelet-based model (Kitagawa, Nomura 2003). In contrast, the latter approach requires a wind power model. The available wind power model in (Papaefthymiou, Klockl 2008) uses a transition matrix based discrete Markov model.

The two approaches can be applied to the planning of future wind farms in the power system. However, both approaches entail wind speed measurements and an accurate wind farm model, which is usually unavailable. The accurate wind farm model is not needed in the case where wind power measurements are available. In fact, electric utilities measure and record wind power flowing into their networks. Thus, they have direct access to these wind power data. In this case, as shown in Fig. 2.1, wind power measurements can be directly used to build a wind power model, which may be used for system planning involving already operating wind farms. In addition, the need for wind speed measurements is alleviated.

In the case that only wind speed measurements are available, either the wind speed approach or the wind power approach may be applied. One disadvantage of the wind power approach is that WPG has both lower and upper limits and does not follow a standard probability distribution. This makes it more challenging to apply standard statistical models. On the other hand, one drawback of the wind speed approach is that an error, e.g. of 3%, in wind speed modeling may cause an error of around 9% in wind power. This is because wind power varies with the cube of wind speed when the speed is between cut in and rated value.
In brief, the challenges of building a stochastic wind power model are that the WPG is a nonstationary and non-Gaussian random process, where a direct application of ARMA models is not feasible. As proposed in (Papaefthymiou, Klockl 2008), a discrete Markov model using transition matrix may be applied to modeling the WPG. This model is constructed based on a quantized wind power time series. The transition matrix defines the probabilities of moving from one state to any other states. However, the model presents several practical problems. Firstly, the model does not consider the nonstationary characteristic of the WPG. Secondly, the model requires a large number of parameters and thus calls for a large amount of training data. Finally, the model gives a poor fit with respect to the probability distribution. This lack-of-fit is due to the error induced when quantizing the wind power time series.

This section proposes a parsimonious stochastic wind power model based on an autoregressive integrated moving average (ARIMA) model. The proposed model takes into account the nonstationary characteristic of the WPG with only few model parameters. In addition, the proposed model does not rely on quantization and thus does not suffer from quantization errors.

The rest of the section is organized as follows. Subsection 2.1.2 introduces necessary notations and concepts. Subsection 2.1.3 performs a statistical analysis on a one-year wind power time series measured from the Nysted offshore wind farm in Denmark. A standard ARIMA model for the measurement data is then identified in subsection 2.1.4. Subsection 2.1.5 improves the identified ARIMA model by introducing a limiter to the feedback loop of the model. The proposed model, referred to as the limited-
ARIMA (LARIMA) model, is further extended to include the monthly variations of the WPG. Concluding remarks and future works are stated in subsection 2.1.7.

2.1.2 Methodology

This subsection presents the necessary notations and concepts of stationary and nonstationary random processes. Then, the ARIMA model for the nonstationary random process is introduced and the Box-Jenkins’ procedures of model identification for a nonstationary time series is outlined. Interested readers are referred to (Box, Jenkins & Reinsel 1994) and (Wei 1990) for detailed information.

a. Wide-Sense Stationary and Nonstationary Random Process

Let \( y(1), \ldots, y(N) \) denote an observed time series, which is modeled by a random process \( Y(t) \). The temporal correlation of the random process can be described by the autocorrelation coefficient (ACC) (Papoulis, Pillai 2002) and partial autocorrelation coefficient (PACC). The ACC expresses the linear correlation of data among adjacent observations of a random process. The theoretical ACC of a random process is usually not known, but can be estimated from the observed time series by the sample ACC as (Wei 1990)

\[
\hat{\rho}_Y(k) = \frac{1}{N-k} \sum_{i=1}^{N-k} \frac{y(i) y(i+k) - \overline{m}_Y}{\tilde{\sigma}_Y^2}, \text{ for } k = 0, 1, \ldots, N - 1 \tag{2.1}
\]

where \( \overline{m}_Y \) and \( \tilde{\sigma}_Y^2 \) are the sample mean and variance of the observed time series, respectively.

The PACC of \( Y(t) \) describes the correlation between \( Y(t) \) and \( Y(t+k) \) when the mutual linear dependency of \( Y(t+1), Y(t+2), \ldots, Y(t+k-1) \) is removed. In other words, it is the correlation between \( Y(t) \) and \( Y(t+k) \) conditioned on \( Y(t+1), Y(t+2), \ldots, Y(t+k-1) \). Given the sample ACC, the sample PACC \( \hat{\gamma}_Y(k) \) can be calculated iteratively through (Wei 1990)

\[
\hat{\gamma}_Y(k+1) = \frac{\hat{\rho}_Y(k+1) - \sum_{j=1}^{k} \hat{\gamma}_Y(k, j) \hat{\rho}_Y(k+1-j)}{1 - \sum_{j=1}^{k} \hat{\gamma}_Y(k, j) \hat{\rho}_Y(j)}, \tag{2.2}
\]
with $\hat{\gamma}_y(0) = 1$, and

$$\hat{\gamma}_y(k, j) = \hat{\gamma}_y(k-1, j) - \hat{\gamma}_y(k) \hat{\gamma}_y(k-1, k-j).$$

(2.3)

The standard error of the sample PACC is approximated by (Wei 1990)

$$S_{PACC} = \sqrt{\frac{1}{N}}.$$

(2.4)

Hence, $\pm 2S_{PACC}$ can be used as critical limits on the sample PACC to test the hypothesis of a white noise process.

With respect to the WSS random process, a nonstationary random process $Y(t)$ distinguishes itself in a number of ways. It may have a time-varying mean $m_Y(t)$ and variance $\sigma_Y^2(t)$. Some transformations, such as differencing and variance-stabilizing (Wei 1990), are introduced to transform the nonstationary random process to an approximately stationary one.

For a process with a time-varying mean, a stochastic trend model can be applied (Wei 1990). The stochastic trend model is constructed by differencing the random process for $d$ times, i.e.

$$Z(t) = (1 - B)^d Y(t),$$

(2.5)

where $B$ is the backshift operator such that $BY(t) = Y(t-d)$.

For a process with a time-varying variance, the Box-Cox’s power transformation is applied to stabilize the variance by (Wei 1990)

$$T(Y(t)) = \frac{Y^\nu(t)-1}{\nu G^{-\nu}(Y)},$$

(2.6)

where $G(Y)$ is the geometric mean of $Y(1), \ldots, Y(N)$:
\[ G(Y) = \left( \prod_{i=1}^{N} Y(i) \right)^{1/N}, \quad (2.7) \]

and \( \nu \) is a parameter determining the transformation. The criterion for selecting \( \nu \) for variance stabilizing transformation is to minimize the residual sum of squares (Wei 1990)

\[ SS(\nu) = \sum_{i=1}^{N} \left( T(y(t)) - \hat{m}_y \right)^2. \quad (2.8) \]

Some common transformations are listed in Table 2.1 together with the corresponding \( \nu \). The values of \( \ln(SS(\nu)) \) are calculated from the wind power measurements presented in the following section and will be further discussed in section 2.1.4. The power transformation is usually applied before the differencing operation.

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>Transformation</th>
<th>( \ln(SS(\nu)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>( 1/Y(t) )</td>
<td>38.5</td>
</tr>
<tr>
<td>-0.5</td>
<td>( 1/\sqrt{Y(t)} )</td>
<td>26.1</td>
</tr>
<tr>
<td>0</td>
<td>( \ln(Y(t)) )</td>
<td>16.6</td>
</tr>
<tr>
<td>0.5</td>
<td>( \sqrt{Y(t)} )</td>
<td>15.5</td>
</tr>
<tr>
<td>1</td>
<td>( Y(t) )</td>
<td>17.1</td>
</tr>
</tbody>
</table>

b. The ARIMA-family model

An ARIMA(\( p, d, q \)) model of the nonstationary random process \( Y(t) \) is expressed as (Box, Jenkins & Reinsel 1994)

\[ \left( 1-\sum_{i=1}^{p} \phi_i B^i \right) \left( 1-B \right)^d Y(t) = \theta_0 + \left( 1-\sum_{i=1}^{q} \theta_i B^i \right) a(t) \quad (2.9) \]
where \( \{\varphi_i\} \) are the AR coefficients; \( \{\theta_i\} \) are the moving average (MA) coefficients; \( a(t) \) is a white Gaussian process with zero mean and variance \( \sigma_a^2 \); the parameter \( \theta_0 \) is referred to as the deterministic trend term when \( d > 0 \). The deterministic trend term \( \theta_0 \) can be omitted unless the sample mean \( \hat{m}_Z \) of the transformed time series \( Z(t) \) as in (2.5) is significantly larger than its standard error \( S(\hat{m}_Z) \) (Wei 1990).

The standard error can be approximated by

\[
S(\hat{m}_Z) = \sqrt{\sigma_Z^2(1+2\hat{\rho}_Z(1)+2\hat{\rho}_Z(2)+\cdots+2\hat{\rho}_Z(k))}/N, \quad (2.10)
\]

where \( \sigma_Z^2 \) is the sample variance of \( Z(t) \) and \( \hat{\rho}_Z(1), \ldots, \hat{\rho}_Z(k) \) are the first \( k \) significant sample ACCs of \( Z(t) \).

In the case of \( d = 0 \), the ARIMA(\( p, d, q \)) model is reduced to an ARMA(\( p, q \)) model (Wei 1990). For an ARMA model, \( \theta_0 \) is related to the sample mean \( \hat{m}_Y \) of the process as

\[
\theta_0 = \hat{m}_Y (1-\varphi_1-\cdots-\varphi_p). \quad (2.11)
\]

The ARMA(\( p, q \)) model is reduced to an AR(\( p \)) model when \( q = 0 \), and an MA(\( q \)) model when \( p = 0 \). The coefficients of the ARMA model can be estimated by the Yule-Walker estimator, the least square estimator, the maximum likelihood estimator, etc (Wei 1990).

The Box-Jenkins’s procedures of model identification for a nonstationary time series (Wei 1990) are summarized in four steps:

- Choose proper transformations of the observed time series. The most common transformations are variance-stabilizing transformation and differencing operation.
- Calculate the sample ACC and PACC of the observed time series to decide the necessity and degree of differencing.
- Calculate the sample ACC and PACC of the properly transformed time series to identify the orders of \( p \) and \( q \) of the ARIMA model.
- Test the deterministic trend term \( \theta_0 \) if \( d > 0 \) to decide the necessity of including \( \theta_0 \) in the model.

The Box-Jenkins’ procedures of model identification will be followed in section 2.1.4, after the analysis of the measured wind power time series in section 2.1.3.
2.1.3 Statistical analysis of wind power time series

A statistical analysis is performed on a wind power time series measured at the Nysted offshore wind farm connected to the Lolland-Falster distribution system in Denmark. The wind farm’s capacity is 165.6 MW. It consists of 72 fixed-speed wind turbines, each with capacity of 2.3 MW. The data are hourly measurements from Jan. 1 to Dec. 31, 2005.

The time-domain plots of the wind power time series for the whole year and first ten days in January are shown in Fig. 2.2. The WPG is on average higher in certain months (Nov. to Apr.) than in other months (May to Oct.). A strong temporal correlation is observed, e.g. a continuously high power generation between 48th h and 96th h. However, a dramatic change in power generation from almost maximum to zero is also observed between 168th h and 192nd h.

![Wind power time series](image)

Fig. 2.2. Wind power time series from measurements: one-year time series (top), and first ten days in January (bottom)

The empirical probability density function of the measured time series is shown in Fig. 2.3. The probability mass concentrates around zero of the distribution, with a small rise around the rated power. This effect is expected from the actual operation of the wind farm due to power limitations at the cut-in and rated wind speed. As a result, the distribution is not a standard exponential or any other standard probability distribution.
The sample ACC and PACC of the measured time series are shown in Fig. 2.4. The sample ACC decays slowly. The sample PACC is significant for time lags up to 3. According to (Wei 1990), this indicates that the time series may be nonstationary. The implication of the sample ACC and PACC on the model identification is to be discussed in section 2.1.4.

The periodogram (Leon-Garcia 2009) of the time series is shown in Fig. 2.5. No particularly dominant frequency components are observed. The frequency component corresponding to 24 h is present, but very weak. Thus, it will not be considered in the sequel.
2.1.4 ARIMA model of wind power time series

In this section, ARIMA models are identified for the wind power data described in section III based on the Box-Jenkins’ procedures. Then, the model diagnostic and selection on the identified models are carried out. Finally, the deficiency of the selected models is discussed.

a. Model Identification

The computed natural logarithm of the residual sum of squares of the wind power data according to (2.8) is summarized in Table 2.1 for different values of the transformation parameter $\nu$. The results indicate that a square-root transformation ($\nu = 0.5$) has the smallest residual sum of squares, and should therefore be applied to the data.

As shown in Fig. 2.4, the sample ACC of the measured time series decays slowly, while the sample PACC damps off after lag 3. This indicates that the differencing is needed (Wei 1990). With one degree of differencing on the square root of the measured time series, the resulting transformed time series is shown in Fig. 2.6. The time series now appears to be approximately stationary.

![Fig. 2.5. Periodogram of the measured wind power time series.](image)

![Fig. 2.6. Square root followed by one-order differencing of measured time series.](image)
The sample ACC and PACC of the transformed time series are shown in Fig. 2.7. The sample ACC cuts off after time lag 1 and the sample PACC damps off after time lag 2. This matches with an MA(1) model with a negative $\theta_1$ (Wei 1990). Fitting the MA(1) model directly on the transformed wind power time series gives $\theta_1 = -0.224$ and $\sigma^2_v = 1.172$. The theoretical ACC of an MA(1) model is calculated by (Box, Jenkins & Reinsel 1994)

$$\rho(k) = \begin{cases} 
1, & k=0 \\
-\theta_1/(1+\theta_1^2), & k=1. \\
0, & k\geq 2 
\end{cases}$$

(2.12)

The corresponding values of PACC can be obtained using (2.2). The theoretical ACC and PACC of the MA(1) model with $\theta_1 = -0.224$ are shown as the dashed lines in Fig. 2.7. The sample ACC and PACC of the transformed time series matches with the corresponding theoretical values of the MA(1) model.

Fig. 2.7. ACC (upper) and PACC (lower): transformed wind power time series (solid) and MA(1) model with $\theta_1 = -0.2241$ (dashed).
Sample mean of the transformed time series (after square-root and differencing) is \( \hat{m}_Z = -2.0547 \times 10^{-5} \). According to (2.10), the standard error is \( S(\hat{m}_Z) = 0.0203 \), which is much larger than the sample mean. Thus, the deterministic trend term \( \theta_0 \) is insignificant and can be omitted from the model. Consequently, the following ARIMA(0,1,1) model is entertained for the wind power time series. It is a first-order integrated MA model.

\[
\begin{aligned}
(1-B)I_1(t) &= (1-\theta_1 B)a(t) \\
Y(t) &= \imath_0^2 \ (t), \quad \text{for } t = 1, \ldots, N,
\end{aligned}
\]

The block diagram of the model is shown in Fig. 2.8, where the back shifter \( B \) is the same as a unit delay. The estimated parameters, \( \theta_1 \) and \( \sigma_a^2 \), are listed in Table 2.2.

![Fig. 2.8. Block diagram of ARIMA(0,1,1) model of wind power time series.](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>( \varphi_1 )</th>
<th>( \theta_0 )</th>
<th>( \theta_1 )</th>
<th>( \sigma_a^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(0,1,1)</td>
<td>—</td>
<td>—</td>
<td>−0.224</td>
<td>1.172</td>
</tr>
<tr>
<td>ARMA(1,1)</td>
<td>0.971</td>
<td>0.197</td>
<td>−0.241</td>
<td>1.148</td>
</tr>
</tbody>
</table>

**b. Model Diagnostic and Selection**

The model diagnostic is required to assess the adequacy of the model by checking whether or not the model assumption is valid. The fundamental assumption is that the residual \( a(t) \) is white noise (Box, Jenkins & Reinsel 1994), i.e. an uncorrelated random process with zero mean and constant variance. The residual \( a(t) \) is obtained by
\[ a(t) = (1-B)\sqrt{y(t)} + \theta \alpha(t-1) \]  \hfill (2.14)

The Box-Cox power transformation of the residual indicates that the residual sum of square is minimized when no transformation is applied. This indicates a constant variance of the residual (Wei 1990). The sample ACC and PACC of the residual are shown in Fig. 2.9. The values at lag 0 are equal to 1 and not shown. The sample ACC and PACC do not exhibit any obvious pattern and are generally within the critical limits. This indicates an uncorrelated random process. Therefore, the white noise assumption of the residual is found to be valid.

![Sample ACC and PACC of the residual of the ARIMA(0,1,1) model.](image)

Although the ARIMA(0,1,1) model according to the preceding analysis is assessed to be an adequate model for the wind power time series, there may be several other adequate models as well. For example, higher-order ARIMA\((p,1,q)\) models with \(p > 0\) and \(q > 1\). In addition, as shown in Fig. 2.8, the coefficient of the feedback of \(I_d(t)\) is 1, corresponding to one degree of differencing. If the coefficient is varied within \((0, 1)\), the model becomes an ARMA\((1,1)\) model, which also shows a good modeling in ACC and PACC. The ARMA\((1,1)\) model is expressed as
\[ \begin{cases} (1-\varphi B)I_0(t) = \theta_0 + (1-\theta B)a(t) \\ Y(t) = I_0(t) \end{cases}, \quad \text{for } t = 1, \ldots, N, \quad (2.15) \]

where the estimated parameters, \( \varphi, \theta_0, \theta_1 \) and \( \sigma_a^2 \), are listed in Table 2.2. Consequently, the problem in this case becomes selecting one model among the models of varying complexity.

Model selection criteria based on residuals are applied to choose the best model among the adequate ones. The common selection criteria are Akaike’s information criterion (AIC) and Bayesian information criterion (BIC). The AIC of the ARIMA model is defined as (Wei 1990)

\[
\text{AIC}(M) = N \ln \sigma_a^2 + 2M, \quad (2.16)
\]

where \( M \) is the number of parameters in the model. The optimal order of the model is chosen by the value of \( M \), so that \( \text{AIC}(M) \) is minimum. The parameters and AIC values of five adequate ARIMA models are summarized in Table 2.3.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>( M )</th>
<th>( \sigma_a^2 )</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMA(1,1)</td>
<td>( \varphi_1, \theta_0, \theta_1, \sigma_a^2 )</td>
<td>4</td>
<td>1.1483</td>
<td>1219</td>
</tr>
<tr>
<td>ARIMA(0,1,1)</td>
<td>( \theta_1, \sigma_a^2 )</td>
<td>2</td>
<td>1.1717</td>
<td>1392</td>
</tr>
<tr>
<td>ARIMA(0,1,2)</td>
<td>( \theta_1, \theta_2, \sigma_a^2 )</td>
<td>3</td>
<td>1.1721</td>
<td>1397</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>( \varphi_1, \theta_1, \sigma_a^2 )</td>
<td>3</td>
<td>1.1721</td>
<td>1397</td>
</tr>
<tr>
<td>ARIMA(1,1,0)</td>
<td>( \varphi_1, \sigma_a^2 )</td>
<td>2</td>
<td>1.1759</td>
<td>1423</td>
</tr>
</tbody>
</table>

The ARMA(1,1) model yields the smallest AIC value whereas the ARIMA(0,1,1) model gives the second smallest AIC value. It turns out that the AIC criterion favors the ARMA(1,1) model with 4 parameters instead of the ARIMA(0,1,1) model with 2 parameters. The BIC criterion leads to a similar conclusion. In fact, the ARMA(1,1) model resembles with the ARIMA(0,1,1) model as \( \varphi_1 \) is close to unity. This also implies that the time series may be nonstationary. In addition, the ARIMA(0,1,1) model requires less parameters. Hence, both the ARMA(1,1) and ARIMA(0,1,1) model are considered to be candidate models.
c. Model Deficiency
Due to the physical limitations of the wind farm, the WPG is bounded within [0, 165.6] MW. However, neither the ARMA nor the ARIMA model considers these limitations. The mean and variance of the ARMA(1,1) model are calculated by (Box, Jenkins & Reinsel 1994)

\[
\begin{align*}
    m_s &= \theta_0/(1-\varphi_1) \approx 6.7 \\
    \sigma_s^2 &= \sigma^2_\theta \left( 1 + \theta^2_1 - 2\varphi_1\theta_1 \right) / \left( 1 - \varphi^2_1 \right) \approx 30.0
\end{align*}
\]  

(2.17)

However, the sample mean and variance of the square-root transformed wind power data are 6.7 and 16.5, respectively. Thus, the ARMA(1,1) model fits the measurement in terms of the mean but not the variance. The variance of the ARIMA(0,1,1) model does not converge and increases as time proceeds due to its nonstationarity property. The discrepancy in the variance indicates that the standard ARMA or ARIMA model cannot be directly applied to a bounded random process. The following proposes a new model for the bounded random process.

2.1.5 Proposed Model of wind power time series
This section first proposes four modified ARMA and ARIMA models for the bounded wind power time series: the ARMA model with limiter, ARIMA model with limiter, LARMA model, and LARIMA model. Then, the model that has the best fit in probability distribution is selected. Moreover, the selected model is compared with a transition matrix based discrete Markov model in terms of probability distribution and temporal correlation. Finally, the selected model is extended to include monthly variations of the WPG.

a. Modified ARMA and ARIMA Models
Since the wind power output is bounded, a limiting operation is introduced on \( I_d(t) \) as

\[
I(t) = \begin{cases} 
    I_{\text{max}}, & I_0(t) > I_{\text{max}} \\
    I_0(t), & I_{\text{min}} \leq I_0(t) \leq I_{\text{max}} \\
    I_{\text{min}}, & I_0(t) < I_{\text{min}} 
\end{cases}
\]  

(2.18)

where \( I_{\text{max}} \) and \( I_{\text{min}} \) denote the upper and lower bounds of the square root of the wind power output, respectively. For the considered wind farm, the wind power output is bounded within [0, 165.6] MW,
yielding \( I_{\text{max}} = \sqrt{165.6} = 12.87 \) and \( I_{\text{min}} = 0 \). Consequently, the wind power time series can be simulated by

\[
Y(t) = I^2(t), \quad \text{for } t = 1, \ldots, N. \tag{2.19}
\]

The limiter may be included outside or inside the feedback loop of \( I_0(t) \) shown in Fig. 2.8. The model with the limiter outside the feedback loop is shown in Fig. 2.10 (a). The model is referred to as the ARMA model with limiter when \( 0 < \phi_1 < 1 \), and the ARIMA model with limiter when \( \phi_1 = 1 \). The difference between these two models is that the ARMA model with limiter is a stationary model whereas the ARIMA model with limiter is a nonstationary model. The model with the limiter inside the feedback loop is shown in Fig. 2.10 (b). The model is referred to as the LARMA model when \( 0 < \phi_1 < 1 \), and the LARIMA model when \( \phi_1 = 1 \), with ‘L’ indicating the introduction of the limiter. Similar to the other two models, the LARMA model is a stationary model whereas the LARIMA model is a nonstationary model.

**Fig. 2.10.** Block diagrams of four ARIMA-type wind power time series models.

Due to the nonstationarity of an ARIMA model, its mean and variance diverge as time proceeds (Box, Jenkins & Reinsel 1994). With the inclusion of the limiter, however, the mean and variance of the
LARIMA model is bounded. Consider two extreme cases when \( \sigma^2 \) approaches zero and infinity while \( \theta_0 = 0 \). It is not difficult to derive that the mean and variance of \( I(t) \) in the LARIMA model is bounded as:

\[
\begin{align*}
0 \leq m_t & \leq I_{\max} / 2 \\
0 \leq \sigma_t^2 & \leq I_{\max}^2 / 4
\end{align*}
\]  

Therefore, a modification is required to control the mean of the model. In other words, a deterministic trend term must be included. The value of \( \theta_0 \) is adjusted until the sample mean of \( Y(t) \) coincides with that of the measured time series \( y(t) \). The variance is automatically adjusted as it is the autocorrelation at time lag zero minus the square of the mean. According to the simulation, \( \theta_0 = 0.011 \) for the LARIMA model.

b. Model Selection

The selection among the ARMA model with limiter, the ARIMA model with limiter, the LARMA model, and the LARIMA model depends on which one providing the best fit in terms of probability distribution. In order to compare the probability distribution of the four models, the quantile values of the time series simulated from the models are plotted against those from the original measurement data as shown in Fig. 2.11 (a)-(d). Each plot is computed from 100 independently generated time series of 8760 samples. The quantile-quantile plot is a standard means of comparing probability distributions. Different quantiles correspond to values of a cumulative distribution function at different probabilities. If the simulated time series and the measured one are from the same probability distribution, then the quantile-quantile plot follows a straight line with a unit slope (the solid line in the figure).

It is observed from Fig. 2.11 (a) that the ARMA(1,1) model with limiter fits well for quantiles less than 120 MW, but fits poorly in the higher power region. The ARIMA(0,1,1) model with limiter shown in Fig. 2.11 (b) shows a poor fit in all quantiles. This observation indicates that the simulated values from the ARIMA(0,1,1) model with limiter hit the upper and lower limit most of the time. This effect is caused by the nonstationarity characteristic of the ARIMA model. The LARMA(1,1) model in Fig. 2.11 (c) also deviates evidently from the straight line and gives a poor fit in probability distribution. The LARIMA(0,1,1) model in Fig. 2.11 (d) gives the best fit among the four models. Due to the importance of the accuracy in probability distribution of WPG, the LARIMA(0,1,1) is favored among the four modified ARMA and ARIMA models. Thus, the LARIMA(0,1,1) model is finally selected as the best model for modeling the wind power time series. Fig. 2.11 (e) is to be discussed in the following subsection.
Fig. 2.11. Quantile-quantile plots of simulated time series from six models against the measured time series (dashed line), and straight lines with unit slope (solid line).
c. LARIMA Model versus Discrete Markov Model

The LARIMA(0,1,1) model proposed in this paper is compared with the first-order transition matrix based discrete Markov model proposed in (Papaefthymiou, Klockl 2008). The first-order discrete Markov model is implemented as described in (Papaefthymiou, Klockl 2008) with a state number of ten. The comparisons are made in terms of probability distribution, ACC, PACC and model parameter number.

The quantile-quantile plot of the simulated time series using the first-order discrete Markov model is shown in Fig. 2.11 (e). Although the trend of the quantile-quantile plot follows the straight line, it exhibits a staircase-like behavior due to the use of quantization in the discrete Markov model. By comparing Fig. 2.11 (d) and (e), it is apparent that in terms of the fit of probability distribution, the proposed LARIMA(0,1,1) model outperforms the ten-state first-order discrete Markov model.

The sample ACC and PACC of the measured time series and the simulated time series using the LARIMA(0,1,1) and using the first-order discrete Markov model are shown in Fig. 2.12. The sample ACC of the LARIMA(0,1,1) model and the Markov model match with that of the measurement. However, the PACC exposes the difference between the LARIMA model and Markov model. The sample PACC of the measured time series approaches zero for time lags larger than three. The sample PACC of the LARIMA model matches that of the measured time series for time lags up to three and approaches zero for time lags larger than three. However, the PACC of the Markov model approaches zero for time lags larger than one.

Recall that PACC describes the correlation between \(Y(t)\) and \(Y(t+k)\) when the mutual linear dependency of \(Y(t+1), Y(t+2), ..., Y(t+k-1)\) is removed. For a first-order discrete Markov model, the next state depends only on the current state, not the other states visited before. Therefore, the PACC of the discrete Markov model approaches zero for time lags larger than 1. However, due to its feedback loop (see Fig. 2.10 (b)), the LARIMA(0,1,1) model gives good accuracy of the PACC at time lags larger than one. Therefore, the LARIMA(0,1,1) model gives a better fit in PACC than does the first-order discrete Markov model.

The fit of the first-order discrete Markov model to the measurement data can be improved by using higher order models, e.g. a second-order discrete Markov model. However, the number of parameters increases exponentially; the transition matrix of an \(n\)-state discrete Markov model of order \(r\) has \(n^r(n-1)\) parameters. This leads to 90 parameters for a first-order ten-state model \((n = 10, and r = 1)\), and 900 parameters for a second-order ten-state model \((n = 10, and r = 2)\). In contrast, the proposed LARIMA(0,1,1) model is described by only three parameters. Generally, the accuracy of a fitted model
depends essentially on the amount of data available relative to the number of parameters to be estimated (Linhart, Zucchini 1986). Thus, parsimonious models are preferred, and in some cases even required, when limited amount of data are available.

In summary, the proposed LARIMA(0,1,1) model is superior to the first-order transition matrix based discrete Markov model in terms of the probability distribution, the PACC, and the model parameter number.

In addition, the time-domain plot and power spectral density of the simulated time series using the proposed LARIMA(0,1,1) model are shown in Fig. 2.13 and Fig. 2.14, respectively. As mentioned in section 2.1.3, the component corresponding to the diurnal period is not included in the present model. In the case of a strong diurnal period, the proposed model can be improved by applying a seasonal ARIMA model on the time series (Wei 1990).
d. Modeling of Seasonal Trend

So far a time series model that captures the averaged sample probability distribution, ACC, and PACC over a whole year has been developed. In order to take into account the seasonal trend, the same procedures can be applied to different parts of the time series representing different seasons or months. However, the length of each month (maximum 744 hours) of the time series is reduced approximately by a factor of 12 compared to that of a whole year (8760 hours). This shows the importance of a parsimonious model. A transition matrix based Markov model requires a large number of parameters. Thus, more data than a year are necessary to model the seasonal variability. In other words, the Markov model is not suitable when modeling seasonal trend with limited data. However, the proposed LARIMA(0,1,1) model relies on only three parameters, which is advantageous for modeling the seasonal trends.

Following the LARIMA(0,1,1) model in Fig. 2.10 (b), the estimated model parameters, $\theta_0$, $\theta_1$, and $\sigma^2$, for each month are shown in Fig. 2.15. It is noted that the values of the deterministic trend $\theta_0$ are all negative in the summer months (May to October), and positive in the winter months (November to April). The phenomena reflect that the mean value of WPG is higher in winter months than in summer months. The
The monthly variation of $\theta_0$ is large in the sense that its standard deviation is around 19 times of its mean, i.e., 0.0035. However, the monthly variation of $\theta_1$ and $\sigma_a^2$ are quite small. The corresponding standard deviations are around 33% and 18% of the means, i.e., -0.225 and 1.165, respectively. This tends to indicate that the 12 monthly models can be connected by the same value of $\theta_1$ and $\sigma_a^2$ but distinguished by $\theta_0$. A longer time series measurement is required to further verify this conclusion. The monthly mean and variance of the simulated and measured time series are shown in Fig. 2.16. The results show that the model is able to capture the seasonal trend.

Fig. 2.15. ARIMA(0,1,1) based model parameters for each month: $\theta_0$ (upper), $\theta_1$ (middle), and $\sigma_a^2$ (lower).
Further Discussions

The proposed LARIMA model captures the probability distribution, the ACC, the PACC and the seasonal trend adequately. However, as discussed in section 2.1.3, the 24 h period is ignored in the modeling of this wind power time series. The motivation for ignoring this effect is that the 24 h period is observed to be rather weak in the available data set shown in Fig. 2.5. Therefore, to adhere to the Principle of Parsimony, we leave out the explicit modeling of the diurnal period. In many cases, the diurnal period is also an important issue for modeling WPG. This is because of the strong diurnal period of electric loads that may be correlated (either positive or negative) with WPG. In the case of a time series that possesses a strong diurnal period or any other periods, the standard Box-Jenkins’ seasonal ARIMA model can be applied (Box, Jenkins & Reinsel 1994, Wei 1990). Accordingly, the seasonal LARIMA model can also be developed.

It is worth pointing out that the wind power data used for developing the LARIMA model are from a wind farm with fixed speed wind turbines. For wind farms with variable speed wind turbines, both the probability distribution and the autocorrelation of the wind power may be different. The developed wind power model is only based on the data measured from the wind farm without the assumption of specific turbine types. Thus, the same modeling procedures can still be applied.

Fig. 2.16. Monthly mean (upper) and standard deviation (lower) of one-year measured (solid-circle) and simulated (dotted-square) time series considering seasonal trend in the model.
The proposed LARIMA model for WPG can be applied in the reliability assessment of power systems incorporating wind energy. For instance, the model can generate synthetic wind power time series, which are used in sequential Monte Carlo simulations to evaluate the adequacy of the system generation to meet future load demand. The proposed wind power model has a good fit in probability density function, especially on the tail regions. This fact, as well as the model’s computational simplicity, makes the model especially suitable and reliable for Monte Carlo simulations.

2.1.6 Cross-correlation model of wind power time series

The correlation model of WPG consists of two parts: autocorrelation and cross-correlation. The autocorrelation of WPG is the correlation of wind power in time. On the other hand, the cross-correlation of WPG is the correlation of wind power between multiple wind farms (or WTs) in space. For modeling WPG from a single wind farm, only autocorrelation needs to be considered. For example, for modeling the WPG of the Nysted offshore wind farm (Denmark), the autocorrelation is captured by the LARIMA model adequately as shown in Fig. 2.12. However, in the case of multiple wind farms in a power system, both autocorrelation and cross-correlation should be taken into account.

In the literature, the cross-correlation model of multiple WPG is implemented through a trial-and-error approach (Billinton, Wangdee 2007, Wangdee, Billinton 2006), or a Gaussian copula (Papaefthymiou, Kurowicka 2009). Both approaches model the cross-correlation of wind speed at adjacent areas where wind farms are located. Then, the correlated wind speed is transformed through a wind farm power curve to obtain the correlated WPG.

The trial-and-error approach implemented in (Billinton, Wangdee 2007) and (Wangdee, Billinton 2006) considers only the correlation coefficient at time-lag zero. Correlation coefficients at higher time lags are neither addressed nor properly modeled. Furthermore, the approach makes the implementation of the model very difficult when three or more WPG are involved. On the other hand, the Gaussian copula approach proposed in (Papaefthymiou, Kurowicka 2009) is suitable for modeling the cross-correlation of multivariate stochastic variables. However, WPG is a stochastic process, of which the modeling of autocorrelation is very important. Therefore, the Gaussian copula approach is not appropriate as it is not able to model the autocorrelation of WPG.

This section proposes a multivariate-LARIMA model for simulating the cross-correlation of adjacent wind farms. As an example, the following illustrates a bivariate-LARIMA(0,1,1) model to simulate the cross-correlation of the WPG from two parts of the Nysted offshore wind farm.
In order to model the cross-correlation of WPG from the two parts of the Nysted offshore wind farm, the LARIMA(0,1,1) model needs to be modified by including the cross-correlation structure. Such a modification leads to a bivariate-LARIMA(0,1,1) model as shown in Fig. 2.17. The bivariate-LARIMA model is composed of integration, limiters, power transformation, autocorrelation and cross-correlation. The cross-correlation structure consists of two parts: 1) a bivariate-Gaussian white noise with the covariance matrix $\Sigma$, and 2) the cross-coupling of the white noise at time-lag one with weights of $\theta_{12}$ and $\theta_{21}$. The mathematical formulation of the bivariate-LARIMA(0,1,1) model is summarized from (2.21)-(2.25). The corresponding model parameters are summarized in 0.

![Fig. 2.17. Block diagram of the bivariate-LARIMA(0,1,1) model](image)

\[
\begin{align*}
Z_1(t) &= \begin{bmatrix} \theta_{0,1} \\ \theta_{0,2} \end{bmatrix} + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \theta_{11} & \theta_{12} \\ \theta_{21} & \theta_{22} \end{bmatrix} \begin{bmatrix} a_1(t) \\ a_2(t) \end{bmatrix}, \\
Z_2(t) &= \begin{bmatrix} I_{0,1}(t) - I_1(t-1) \\ I_{0,2}(t) - I_2(t-1) \end{bmatrix},
\end{align*}
\]

(2.21)

\[
I_i(t) = \begin{cases} 
I_{\text{max}}, & I_{0,i}(t) > I_{\text{max}} \\
I_{0,i}(t), & I_{\text{min}} \leq I_{0,i}(t) \leq I_{\text{max}} \\
I_{\text{min}}, & I_{0,i}(t) < I_{\text{min}}
\end{cases},
\]

(2.23)
\[
I_2(t) = \begin{cases} 
I_{\text{max}}, & I_{0,2}(t) > I_{\text{max}} \\
I_{0,2}(t), & I_{\text{min}} \leq I_{0,2}(t) \leq I_{\text{max}} \\
I_{\text{min}}, & I_{0,2}(t) < I_{\text{min}}
\end{cases}
\]  \quad (2.24)

\[
\begin{bmatrix} Y_t(t) \\ Y_2(t) \end{bmatrix} = \begin{bmatrix} I_{10}^2(t) \\ I_{20}^2(t) \end{bmatrix}
\]  \quad (2.25)

In order to validate the bivariate-LARIMA(0,1,1) model, two simulated time series \(Y_1(t)\) and \(Y_2(t)\) of ten-year length (87600 data points) from the model are compared to the corresponding measurements \(y_1(t)\) and \(y_2(t)\). These two sets of measurements are recorded separately from two parts of the wind farm, which have the same capacity (82.8 MW each part). The comparison is carried out in terms of sample ACC, PACC, cross-correlation coefficient, and probability distribution.

Fig. 2.18 (a) shows the sample ACC of the sum of the simulated time series \(Y_1(t) + Y_2(t)\), as well as the sum of the measured time series \(y_1(t) + y_2(t)\). Fig. 2.18 (b) shows the corresponding sample PACC. The results show a good fit in ACC and PACC between the bivariate-LARIMA model and the measurements. The sample PACC goes to zero for time lags larger than three. Fig. 2.18 (c) compares the sample cross-correlation coefficients of the simulated time series and the measured time series. It is worth pointing out that unlike autocorrelation, the values of cross-correlation are usually not symmetrical at the two sides of time-lag 0. Thus, both sides of the cross-correlation should be plotted. However, here the values of the cross-correlation at the two sides are very close, which is reasonable as it is between two parts of a wind farm. In this case, only one side of the cross-correlation is shown in Fig. 2.18 (c). The match in cross-correlation coefficients indicates that the proposed cross-correlation structure is sufficient to model the interdependence of the two parts of the wind farm. Furthermore, it is noted that the cross-correlation between the two parts of the wind farm is as high as their autocorrelation.
Fig. 2.18. Sample autocorrelation (a), partial-autocorrelation (b) and cross-correlation coefficients (c): Measured time series (solid) and the Bivariate-LARIMA(0,1,1) model (dashed).

Fig. 2.19 compares the probability distribution of the sum of the simulated time series ($Y_1(t) + Y_2(t)$) with the measurements by using a quantile-quantile plot. If the simulated time series and the measured time series have the same probability distribution, then their quantile-quantile plot follows a straight line with a unit slope. Fig. 2.19 shows that the probability distribution of the model fits that of the measurements adequately.
Fig. 2.19. Quantile-Quantile plot of the simulated time series from the bivariate-LARIMA(0,1,1) model against the measured time series (dashed), and straight lines with unit slope (solid).

In fact, the cross-correlation of multivariate time series has a significant impact on the probability distribution of the sum of the multivariate time series. In order to demonstrate this, Fig. 2.20 shows the histograms of the probability distribution of the sum of two time series. The two time series are: fully correlated, strongly correlated, weakly correlated and uncorrelated. The fully-correlated time series are identical to each other. The strongly correlated time series correspond to the simulated time series ($Y_1(t)$ and $Y_2(t)$) as for Fig. 2.18 and Fig. 2.19. The weakly correlated time series are also simulated from the bivariate-LARIMA(0,1,1) model. However, the cross-correlation values (off-diagonal elements) of the covariance matrix $\Sigma_a$ of the white noise are one-tenth the values of the covariance matrix for the strongly correlated case (see (A.2) in 0). The uncorrelated time series are simulated using the LARIMA model without the cross-correlation structure. Fig. 2.20 shows a clear trend of the probability distribution when the cross-correlation between the two time series varies from full correlation to no correlation. The probability mass concentrates on the two ends of the distribution when the cross-correlation is strong. Whereas the probability mass moves to the center of the distribution when the cross-correlation is weak. In other words, a weak cross-correlation smoothens out the probability distribution of the total WPG. It is also worth pointing out that the mean values of the total WPG are identical for the four types of cross-correlation.

In summary, the bivariate-LARIMA(0,1,1) model captures the ACC, the PACC, the cross-correlation and the probability distribution of the two measured wind power time series adequately. It is also demonstrated that the modeling of the cross-correlation is of great importance as it strongly influences the
probability distribution of the total WPG in a power system. Although the illustration is based on bivariate time series, the extension of the model to multivariate time series is mathematically straightforward. In the n-variate case, the cross-correlation structure shown in Fig. 2.17 is more complex, with an $n \times n$ covariance matrix of the white noise and an $n \times n$ matrix of the parameter $\theta_1$.

![Graph showing probability mass of the sum of two time series](image)

Fig. 2.20. Histogram of the probability mass of the sum of two time series when they are fully correlated, strongly correlated, weakly correlated and uncorrelated.

### 2.1.7 Conclusions of stochastic wind power model

This section contributes to the statistical analysis and the modeling of a nonstationary and bounded wind power time series. The analyses indicate that the examined wind power time series is a nonstationary random process with high fluctuation and temporal correlation. However, the time series has a rather weak 24 h period. It is found that its probability distribution does not resemble a standard distribution such as an exponential, or a Gaussian distribution.

A novel LARIMA model is proposed for the wind power time series. The LARIMA model is obtained by introducing a limiter into a standard ARIMA model to represent the upper and lower bounds of the WPG. The proposed model characterizes the WPG by three unknown parameters, representing the mean level ($\theta_0$), temporal correlation ($\theta_1$), and driving noise ($\sigma_a^2$) of the WPG, respectively. The proposed
LARIMA(0,1,1) model outperforms the ARMA(1,1) model with limiter and the LARMA(1,1) model when evaluating the probability distribution. The proposed LARIMA(0,1,1) model also outperforms the first-order transition matrix based discrete Markov model when evaluating the probability distribution, PACC and model parameter number. The monthly variation of the wind power time series is modeled by applying the LARIMA(0,1,1) model to the individual months of the time series. It is found that the monthly variation is mainly caused by different mean level (θ_1) of wind power in each month. The monthly variation in θ_1 and σ^2_a is observed to be relatively small. Furthermore, a multivariate-LARIMA model is proposed to simulate the cross-correlation of WPG from two parts of a wind farm. The model captures the sample ACC, PACC, cross-correlation and probability distribution of the measured data adequately. A bivariate-LARIMA model is presented to demonstrate the model development and parameter estimation. As the number of time series increases, the order of the cross-correlation structure also increases. However, owing to the parsimony of the LARIMA model, the multivariate-LARIMA model is able to handle the cross-correlation of a significant number of time series.

The developed stochastic wind power model can facilitate the understanding and analysis of the impact of stochastic WPG on power system planning and reliability studies. The sensitivity analysis of the stochastic WPG with respect to the variation in mean level, temporal correlation and driving noise can be readily carried out using the proposed model. Future work on the proposed LARIMA model includes the derivation of analytical expressions for the probability density function as well as its moments. If wind power measurements of longer periods are available, the year-to-year variation can be modeled and used to improve the accuracy of the model for long-term planning applications.

2.2 Stochastic load model

2.2.1 Motivation

In a temporal simulation (Willis, Scott 2000) or a sequential Monte Carlo simulation (Billinton, Wangdee 2007), hourly load time series data are usually required. The data can be obtained from the measurements. Alternatively, the time series can be simulated from a stochastic load model. Such a stochastic load model is especially useful in the following two situations:

1) If measured load data are not available, an already-validated stochastic load model can be very helpful to generate a realistic load time series of arbitrary length.
2) If measured load data are available, a stochastic load model can be used to simulate a new load time series after some load management strategies are implemented. The following example illustrates the second situation in more detail. A local network operator was concerned about a high system loading condition at 7 a.m. Thus, the network operator made an agreement with a local industrial park that if part of their load is shifted from 7 a.m. to 6 a.m., the companies in the industrial park will get a reduction in their electricity bill. The agreed amount of the load shifted has a mean value of 5 MW with ±10% error. This type of load specification can be represented by a Gaussian stochastic variable with the mean value of 5 MW and the standard deviation of 0.5 MW. To reflect such a load shift on the new load time series, the Gaussian stochastic variable can be subtracted from the original load time series at 7 a.m. every day and added to the original load time series at 6 p.m. every day. In order to perform such mathematical operation with a Gaussian variable analytically, a stochastic load model expressed in terms of Gaussian variables needs to be developed. This example illustrates the purpose of and the requirement for developing a stochastic load model. In general, as shown in Fig. 2.21, there are six types of load shape to be achieved after different load management strategies (Gellings, Smith 1989). These six types are peak clipping, valley filling, load shifting, strategic conservation, strategic load growth, and flexible load shape. Similar to the load shifting described above, the other five load management strategies can also be simulated on the basis of a proper stochastic load model.

In the following subsections, a review of existing load models for generating load time series is first provided. Then, a statistical analysis is carried out to examine the measured load data. According to the statistical analysis, a suitable stochastic load model based on a seasonal ARMA model is developed and
validated against measurements. Thereafter, the application of the developed stochastic load model for simulating the effect of load management is demonstrated. In the end, the section finishes with a conclusion.

2.2.2 Review of existing load models

In the literature, the load models developed to generate synthetic load time series fall into two categories: the deterministic model (Rahman, Rinaldy 1993, Sankarakrishnan, Billinton 1995, Wang, Billinton 1999) and the stochastic model (Suva et al. 2000, Chen, Bak-Jensen & Chen 2009). These models are mainly developed for sequential Monte Carlo simulation in reliability and planning analysis of power systems. The models proposed in (Sankarakrishnan, Billinton 1995, Wang, Billinton 1999) simulate load time series based on a typical daily load curve weighted by the peak load of a day, of a week and of a year. The model in (Rahman, Rinaldy 1993) is developed by fitting a polynomial curve to an inverted load duration curve. The load data simulated from the load duration curve do not possess any temporal correlation. The multilevel non-aggregate Markov load model proposed in (Suva et al. 2000) discretizes the load into N levels (e.g. five load levels), with a constant load transition rate for changing from one load level to another. However, these four load models cannot be used to perform arithmetic operations with Gaussian variables analytically. Therefore, they are not suitable for simulating the type of load management described in the previous section. The two models proposed in (Chen, Bak-Jensen & Chen 2009) are the joint-normal model and the AR(12) based model. The joint-normal model treats 24 hourly loads of a day as multivariate Gaussian stochastic variables. The joint-normal model is suitable for the above described application as it incorporates Gaussian stochastic variables explicitly. The only problem is that the joint-normal model has 600 parameters with 24 mean values and a 24×24 covariance matrix. Such a model requires a high number of training data in order to achieve accurate results. The AR(12) based model does not incorporate a Gaussian stochastic variable and is thus not applicable in this case.

2.2.3 Statistical analysis of load time series

The active power of a load time series measured at the Støving distribution system in North Jutland is analyzed. The time series is hourly measurement from July 1, 2006 to January 31, 2007. The length of the time series is 5160. The load time series is shown in Fig. 2.22. Fig. 2.23 shows the periodogram of the load time series, which indicates that 24 h, 168 h (1 week) and 12 h are the three dominant periods of the time series. The one-week period is caused by the weekday/weekend load variation. In order to take into
account the weekday/weekend variation as well as the seasonal load level, the data are grouped into summer weekdays, summer weekends, winter weekdays and winter weekends. Fig. 2.24 (a) shows the time series in summer weekdays. For the following analysis, only the data in summer weekdays will be considered. However, the same procedures can be used for the data in the other three groups.

As shown in (Chen, Bak-Jensen & Chen 2009), an hourly load can be represented by a Gaussian stochastic variable. As a Gaussian stochastic variable is only characterized by its mean and standard deviation, Fig. 2.24 (b) shows the diurnal mean and standard deviation of the summer-weekday time series. Fig. 2.24 (c) is the summer-weekday time series after the diurnal mean and standard deviation is removed. It is seen that the 24 h period is significantly weakened. In this way, the transformed time series shown in Fig. 2.24 (c) may be modeled by an ARMA process. In the end, a stochastic load model can be developed by combining the ARMA model and the diurnal mean and standard deviation. Although this type of model does not incorporate Gaussian variables directly, it can still be used to perform arithmetic operations with Gaussian variables. This is because a Gaussian variable is fully characterized by its mean and standard deviation.

Fig. 2.22. Measured load time series from July 2006 to January 2007.

Fig. 2.23. Power spectral density of the load time series.
2.2.4 Seasonal ARMA model of load time series

a) Model identification

In order to identify the order of an ARMA model for the transformed load time series shown in Fig. 2.24 (c), the ACC and PACC of the time series are calculated and shown in Fig. 2.25. As the sample PACC has significant values at time lag 25 and 49 and the sample ACC has a rise at time lag 24 and 48, these indicate that the 24 h period is still present in the time series even after the diurnal mean and standard deviation are removed. However, a standard ARMA model is not able to take into account the 24 h period. Instead, a seasonal ARMA model may be employed.
Generally, a multiplicative seasonal ARMA model is expressed as (Wei 1990):

\[
\Phi_p \left( B^T \right) \phi_p \left( B \right) Z(t) = \Theta_q \left( B \right) \Theta_q \left( B^T \right) a(t),
\]  
(2.26)

where the seasonal coefficient \( T \) is the period of the time series, equal to 24 in this case. \( Z(t) \) is the transformed time series from simulation, and

\[
\Phi_p \left( B^T \right) = 1 + \Phi_1 B^T + \Phi_2 B^{2T} + \cdots + \Phi_p B^{pT},
\]  
(2.27)

\[
\Theta_q \left( B^T \right) = 1 + \Theta_1 B^T + \Theta_2 B^{2T} + \cdots + \Theta_q B^{qT},
\]  
(2.28)

\[
\phi_p \left( B \right) = 1 + \phi_1 B + \phi_2 B^2 + \cdots + \phi_p B^p,
\]  
(2.29)

\[
\theta_q \left( B \right) = 1 + \theta_1 B + \theta_2 B^2 + \cdots + \theta_q B^q.
\]  
(2.30)
\{\Phi_i\} are the seasonal AR coefficients, \{\Theta_i\} are the seasonal MA coefficients, \{\phi\} are the regular AR coefficients, \{\theta\} are the regular MA coefficients. In the case that \(T = 1\), (2.27) has the same structure as (2.29), and (2.28) has the same structure as (2.30).

As shown in the lower panel of Fig. 2.25, the sample PACC at time-lag 1 to 3 has significant values. This implies an AR order of minimum 3. Between time-lag 4 and time-lag 12, the sample PACC is small but decays slowly. This may imply an MA order of minimum 1. The sample PACC at time-lag 25 also indicates a seasonal AR order of minimum 1. As a result, a seasonal ARMA\((3,1)\times(1,0)_{24}\) model is identified tentatively for the transformed time series. The notation ARMA\((3,1)\times(1,0)_{24}\) indicates that the model consists of a regular ARMA\((3,1)\) model and a 24 h seasonal ARMA\((1,0)\) model. By increasing the order of the seasonal ARMA model, it is found that a better fit can be achieved when the model orders are increased to the seasonal ARMA\((9,1)\times(1,1)_{24}\) model. The sample ACC and PACC of the seasonal ARMA\((9,1)\times(1,1)_{24}\) model are shown in Fig. 2.26. The sample ACC and PACC of the transformed time series are shown in Fig. 2.26 again for comparison.

![Fig. 2.26. Sample ACC (upper) and PACC (lower) of the seasonal ARMA\((9,1)\times(1,1)_{24}\) model.](image)

It is seen from the figure that the seasonal ARMA\((9,1)\times(1,1)_{24}\) model matches with the measured (transformed) time series adequately in terms of ACC and PACC. A further increase of the model order does not provide significant improvement in the fit of ACC and PACC. Therefore, according to the
Principle of Parsimony, the seasonal ARMA(9,1)×(1,1)24 model is identified for the transformed time series. The mathematical expression of the seasonal ARMA(9,1)×(1,1)24 model is:

\[
Z(t) = -\Phi Z(t-24) - \sum_{i=1}^{9} \phi_i Z(t-i) - \Phi \sum_{i=1}^{9} \phi_i Z(t-24-i) + a(t) + \theta a(t-1) + \Theta a(t-24) + \Theta \theta a(t-25)
\]

(2.31)

The model parameters are determined by minimizing the variance of the white noise \(a(t)\). The parameter determination is implemented in MATLAB using the optimization toolbox (Mathworks 2009). The optimized parameters are \(\Phi = -0.865\); \(\Theta = -0.680\); \(\theta = 0.097\); \(\{\phi_i\} = \{-0.860, 0.071, -0.078, 0.060, -0.043, -0.033, 0.008, -0.023, -0.030\}\); \(\sigma_a = 0.122\).

**b) Model Validation**

As a result, a stochastic load model can be established by combining the seasonal ARMA(9,1)×(1,1)24 model with the diurnal mean and standard deviation shown in Fig. 2.24 (b). This is conducted by first simulating a time series using the seasonal ARMA(9,1)×(1,1)24 model of sufficient length (integer multiple of 24). Then, the simulated time series is multiplied by the diurnal standard deviation and added with the diurnal mean. Mathematically, the final simulated load time series \(Y(t)\) is expressed as:

\[
Y(t) = Z(t) \times \sigma(\tau) + \mu(\tau)
\]

(2.32)

where

\[
\tau = \begin{cases} 
24, & t = 24, 48, 72, \ldots \\
 t-24 \times \text{floor}(t/24), & \text{otherwise}
\end{cases}
\]

(2.33)

As a result, a simulated load time series is obtained as shown in Fig. 2.27. The length of the time series is 1560. As it is not straightforward to validate the stochastic load model analytically, the model will be validated numerically through Monte Carlo simulation, which generates a sufficiently long time series. Then, the simulated times series is validated against the measured load time series in Fig. 2.24 (a) in terms of probability distribution, sample ACC and sample PACC.
Fig. 2.27. Simulated load time series (summer weekday).

Fig. 2.28 shows the cumulative distribution function of the simulated and the measured load time series, which overlap each other. Fig. 2.29 shows the corresponding sample ACC and PACC. The simulated load time series fits very well with the measured load time series. Therefore, the developed stochastic load model, including (2.31) and (2.32), are validated against the measurements.

Fig. 2.28. Cumulative distribution function of a load time series: simulation versus measurement.

Fig. 2.29. Sample ACC (upper) and PACC (lower) of a load time series: simulation versus measurement.
Based on the same procedure of model identification and model validation, the seasonal ARMA model for summer weekends, winter weekdays and winter weekends are summarized as follows.

For summer weekends, the seasonal ARMA(4,0)×(2,1)_{24} model is selected:

\[
Z(t) = -\sum_{j=1}^{2} \Phi_j Z(t-24j) - \sum_{i=1}^{4} \phi_i Z(t-i) - \Phi_1 \sum_{i=1}^{4} \phi_i Z(t-24-i) \\
\qquad \quad - \Phi_2 \sum_{i=1}^{4} \phi_i Z(t-48-i) + a(t) + \Theta a(t-24)
\]  

(2.34)

with the parameters \( \Phi = \{-0.993, 0.014, 0.086, -0.032\}; \Theta = -0.287; \{\phi_i\} = \{-0.993, 0.014, 0.086, -0.032\}; \sigma_a = 0.119. \) The load on a summer weekend has a quite different model structure from the load on a summer weekday. This may be caused by different load patterns on a summer weekday and on a summer weekend. Detailed investigation can be conducted if one year or more years of load time series is available.

For winter weekdays, the seasonal ARMA(7,0)×(7,1)_{24} model is selected:

\[
Z(t) = -\sum_{j=1}^{7} \Phi_j Z(t-24j) - \sum_{i=1}^{2} \phi_i Z(t-i) - \sum_{j=1}^{7} \sum_{i=1}^{2} \Phi_j \phi_i Z(t-24j-i) \\
\qquad \quad + a(t) + \Theta a(t-24)
\]  

(2.35)

with the parameters \( \Phi = \{-0.535, -0.051, 0.016, -0.035, -0.157, 0.084, 0.0042\}; \Theta = -0.455; \{\phi_i\} = \{-0.805, 0.011, -0.011, -0.007, -0.032, 0.006, -0.061\}; \sigma_a = 0.2004. \)

For winter weekends, the seasonal ARMA(4,0)×(2,2)_{24} model is selected:

\[
Z(t) = -\sum_{j=1}^{2} \Phi_j Z(t-24j) - \sum_{i=1}^{4} \phi_i Z(t-i) - \Phi_1 \sum_{i=1}^{4} \phi_i Z(t-24-i) \\
\qquad \quad - \Phi_2 \sum_{i=1}^{4} \phi_i Z(t-48-i) + a(t) + \Theta_1 a(t-24) + \Theta_2 a(t-48)
\]  

(2.36)

with the parameters \( \Phi = \{0.185, -0.468\}; \Theta = \{0.141, -0.312\}; \{\phi_i\} = \{-0.916, 0.243, -0.194, 0.006\}; \sigma_a = 0.224. \)
2.2.5 Load management with the stochastic load model

As discussed in 2.2.1, the amount of load that is changed at an individual hour can be modeled by a Gaussian stochastic variable. The following example demonstrates how to use the developed stochastic load model to simulate a new load time series after a specific load management strategy is implemented. Assumed that 10% of the load, both mean value and variance, between 7 a.m. and 12 a.m. is planned to be shifted to the time between 1 a.m. and 4 a.m. This can be directly implemented through the change of the diurnal mean curve and the diurnal standard deviation curve as shown in Fig. 2.30. The solid curves represent the diurnal mean and standard deviation before the load shifting and the dotted curves represent the ones after the load shifting.

![Diurnal mean and standard deviation curves before and after load shifting](image)

**Fig. 2.30.** 10% load shifted from 7 a.m.-12 a.m. to 1 a.m.-4 a.m.; (a) change of diurnal mean value, (b) change of diurnal standard deviation

Based on the new diurnal mean and standard deviation curves and the seasonal ARMA(9,1)×(1,1)_{24} model in (2.31), a new load time series after the load shifting can be simulated through Monte Carlo simulation. The load shifting usually reduces the peak load and increases the base load so that the load variation becomes smaller. In order to demonstrate whether or not this is the case for the new load time series, a load duration curve can be used. A load duration curve is obtained by sorting out the time series
data in the descending order. A load duration curve is equivalent to a cumulative distribution curve after certain transformations.

Fig. 2.31 shows the load duration curve before and after the implementation of the load shifting shown in Fig. 2.30. It is clearly shown in the figure that the peak load region is reduced and the base load region is increased after the load shifting. This example shows the effectiveness of the developed stochastic load model for simulating the consequence of load management in a load time series.

![Load duration curve of the simulated load time series before (solid) and after (dotted) the implementation of the load shifting in Fig. 2.30.](image)

**2.2.6 Conclusion of stochastic load model**

In this section, a stochastic load model based on a seasonal ARMA process has been developed. The stochastic load model consists of a seasonal ARMA model, a diurnal mean curve and a diurnal standard deviation curve. The stochastic load model is validated against the measurements in terms of probability distribution, sample ACC and sample PACC. The model has 61 parameters and is much more parsimonious than a joint-normal model, which requires 600 parameters. The developed stochastic load model is useful for simulating a realistic load time series especially when the measurements are not available. The model can also be readily used to simulate the effect of load management by changing the load time series. This is demonstrated by a load-shifting example. As a result, the developed stochastic load model is a very effective tool for power system planning and reliability analysis incorporating demand side management.
2.3 Stochastic CHP model

2.3.1 Stochastic operation of CHP units

CHP units are one of the most common distributed generators in Denmark. This is because of their high energy efficiency and contribution to the reduction of CO₂ emission. As many other DGs, small CHP units benefit the operation of local distribution systems due to its close location to the electrical loads. These benefits include reduction of network power losses, deferral of network capacity expansion, improvement of supply reliability, etc. (Pecas Lopes 2002, Barker, De Mello 2000). These aspects are normally evaluated during the stage of system planning, which requires temporal simulation or sequential Monte Carlo simulation for a detailed study. To perform these simulation techniques, time series models of CHP generation are usually required.

Unlike WTs, the fuel of CHP units, such as biomass and natural gas, can be supplied on demand and is thus not a stochastic source. However, CHP units are turned on and off according to the regulating power, which reflects the heat load and electricity price during the day. In other words, the operation status of CHP units is largely determined by the stochastic variables of heat load and electricity price. Hence, the operation or generation status of CHP units at a specific time instant, e.g. an hour of a day, is a stochastic variable with a certain number of discrete states. Furthermore, for the operation of a CHP unit over a period of time, the status of the CHP unit at different time instants is not independent of each other. For instance, the status of the CHP unit at the current hour is most likely to be the same as the status at the previous hour. Consequently, the status of a CHP unit over a period of time is a discrete stochastic process.

For modeling a discrete stochastic process, standard ARIMA models can no longer be applied as they are for continuous stochastic processes (Box, Jenkins & Reinsel 1994). On the other hand, discrete Markov chains are suitable for modeling a discrete stochastic process and will therefore be investigated in the following section (Norris 1997).

2.3.2 Discrete Markov chain

Markov chains are the simplest mathematical models for stochastic phenomena evolving in time (Norris 1997). Random walk is a simple example of a discrete Markov chain, which describes random movement among a finite number of states. This section only considers a Markov chain on a finite number of states,
i.e. \(s_1, \ldots, s_n\). The probability that one moves to another state depends only on its current state, not on the
previous states visited. Mathematically, it is expressed as

\[
P\left(Y_{t+1} = s_j | Y_0 = s_{k_1}, \ldots, Y_{t-1} = s_{k_{t-1}}, Y_t = s_i\right)
= P\left(Y_{t+1} = s_j | Y_t = s_i\right) = p_{ij},
\]

where the random process \((Y_0, Y_1, \ldots)\), with a \(n\)-state space \(s = \{s_1, \ldots, s_n\}\), is said to be a Markov chain
with the transition matrix \(P\). The transition matrix \(P\) consists of transition probabilities \(p_{ij}\), which describe
the probabilities of moving to state \(s_j\) when in state \(s_i\). A Markov chain is (time) homogeneous if \(p_{ij}\) does
not change with time \(t\), otherwise inhomogeneous. An \(n\)-state transition matrix \(P\) is expressed as

\[
P = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1n} \\
p_{21} & p_{22} & \cdots & p_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{n1} & p_{n2} & \cdots & p_{nn}
\end{bmatrix}.
\]

The first row in \(P\) provides the probabilities of moving to all states (state \(s_1\) to \(s_n\)) from state \(s_1\); the second
row provides the transition probabilities of moving to all states from state \(s_2\), and so on. The sum of the
transition probabilities at each row is 1, i.e.

\[
\sum_{j=1}^{n} p_{ij} = 1 \quad \text{for all } i = 1, \ldots, n.
\]

A Markov chain is said to be irreducible, if it is possible to go from any state to any other state in one or
more steps; it is said to be periodic, if the return to a particular state only happens at regular intervals,
otherwise aperiodic. A Markov chain has an invariant distribution if it is irreducible and aperiodic. A
probability vector \(\lambda = (\lambda_1, \ldots, \lambda_n)\) with non-negative entries is said to be an invariant distribution of \(P\), if it
satisfies:

\[
\lambda P = \lambda,
\]

(2.40)
where $\Sigma \lambda_i = 1$. The discrete Markov chain based on the model defined above is a 1\textsuperscript{st} order Markov chain, namely, the probability of moving to another state depends only on its current state. The parameter number of a 1\textsuperscript{st} order transition matrix is $n \times (n - 1)$. The transition probability of a $k$\textsuperscript{th} order Markov chain depends on the current state and its previous $(k - 1)$ states. For example, the transition matrix of a 2\textsuperscript{nd} order Markov chain can be written as

$$P_{n \times n} = \begin{bmatrix} P_{1}^{1} & \ldots & P_{n}^{1} \\ \vdots & \ddots & \vdots \\ P_{1}^{n} & \ldots & P_{n}^{n} \end{bmatrix},$$

where $P_{n \times n} = \{p_{ij}\}$ is a 1\textsuperscript{st} order transition matrix with $n$ Markov states. The parameter number for a $k$\textsuperscript{th} order transition matrix is

$$M = n^k \times (n - 1),$$

### 2.3.3 Analysis of measured CHP generation data

Before developing a Markov model for the CHP generation, it is valuable to identify the statistical behavior of the actual CHP generation. Fig. 2.32 (a) shows the hourly time series data between July 1, 2006 and January 31, 2007 recorded from a CHP plant connected to the Støvring substation. The CHP plant consists of three units, each with rated capacity of 3 MW. Thus, the CHP generation has four possible discrete states: 0, 3 MW, 6 MW and 9 MW. Furthermore, the generation status of the CHP units can change from any state to another as shown in Fig. 2.32 (b).

Fig. 2.33 shows the probability mass function of the CHP generation over the seven months. During the daily operation, all the CHP units are turned on for less than 10% of the time, while all of them are turned off for almost 50% of the time. This probability mass function of the generation states reflects the actual operation condition and should be modeled accurately.
The temporal correlation of CHP generation is another important factor for the modeling of the CHP generation. The temporal correlation reflects how much the generation status of the CHP units at the next hour is influenced by their status at the current hour. Fig. 2.34 shows the sample ACC and PACC of the measured time series of the CHP generation.

As shown in the lower panel of the figure, the sample PACC has a peak value at time-lag one, which indicates a strong correlation of the CHP generation between two adjacent hours. This can be modeled by a 1st order discrete Markov chain. Those values of the sample PACC within the critical limits are considered to be zero. Furthermore, the sample ACC decays exponentially for the first 12 time lags and rises periodically every 24 time lags. This 24 h period also affects the values of the sample PACC around...
the time lag of 24. The difficulty of the modeling lies on the issue of how to account for the 24 h period. Further discussion will be provided in the next subsection.

Fig. 2.34. Sample ACC (upper) and PACC (lower) of the measured CHP generation in Fig. 2.32 (a).

2.3.4 Discrete Markov model of CHP

a) 1st order discrete Markov model

Based on the statistical analysis carried out above, a 1st order discrete Markov model is tentatively chosen for modeling the CHP generation so that the strong correlation between two adjacent hours can be accounted for. A 1st order discrete Markov model can be developed by defining a transition matrix according to (2.37) and (2.38). The dimension of the transition matrix is n×n for an n-state Markov chain. According to the conditional probability, the transition probability \( p_{ij} \) can be obtained through

\[
p_{ij} = \frac{P(Y_{t+1} = s_j | Y_t = s_i)}{P(Y_t = s_i)} = \frac{\sum_{j=1}^{n} N_{ij}}{N_t} \quad (2.43)
\]
where \( N_{ij} \) is the total number of counts when the state value moves from \( s_i \) to \( s_j \) in one step; \( N_i \) is the total number of counts when the state value is \( s_i \). For the given measurements of the CHP generation shown in Fig. 2.32 (a), there are only four generation states with \( s = \{0, 3, 6, 9\} \). Based on (2.43), a 4×4 transition matrix can be calculated from the measured time series:

\[
\hat{P} = \begin{bmatrix}
0.915 & 0.044 & 0.031 & 0.010 \\
0.081 & 0.897 & 0.019 & 0.003 \\
0.074 & 0.023 & 0.888 & 0.015 \\
0.069 & 0.015 & 0.049 & 0.867
\end{bmatrix}
\]

(2.44)

It is observed from (2.44) that the diagonal elements of the transition matrix have much higher probability values than the off-diagonal elements. This implies a strong temporal correlation between two adjacent hours. For example, \( p_{11} = 0.915 \) means that given 0 power generation at the current hour, the probability of remaining 0 power generation at the next hour is 0.915; \( p_{23} = 0.019 \) means that given 3 MW power generation at the current hour, the probability of having 6 MW power generation at the next hour is 0.019. The rest of the transition probabilities can be interpreted in the same way. The large values of the diagonal elements are in accordance with the large value of the sample PACC at time-lag one, which is shown in the lower panel of Fig. 2.34. As a result, a 1\(^{st}\) order discrete Markov model with the transition matrix of (2.44) is obtained. In the following, the model is verified against the measurements in terms of probability distribution, ACC and PACC.

For a 1\(^{st}\) order discrete Markov model, the theoretical ACC at time-lag \( k \) can be directly obtained by (Chen et al. 2009):

\[
\text{ACC}(k) = \frac{m^T \hat{P}^k s - \mu^2}{\sigma^2},
\]

(2.45)

where the superscript T indicates matrix transposition; \( \mu \) is the mean of the Markov chain and \( \sigma \) is the standard deviation of the Markov chain, and

\[
s = [s_1, \cdots, s_n]^T
\]

(2.46)
where \( \pi(s_i) \) is the state probability of the state value \( s_i \). Alternatively, the ACC of the Markov model can be obtained from a Monte Carlo simulation of the model. The procedures of such a Monte Carlo simulation is summarized as follows:

1) Initialize the first value of the Markov chain \( Y(1) \),
2) Calculate the cumulative transition matrix \( F \) from the transition matrix \( P \):
   \[
   F = \{ f_{ij} \} = \left\{ \sum_{k=1}^{j} p_{ik} \right\}
   \]
   \[(2.48)\]
3) Generate a random number \( r \) from a uniform distribution,
4) If \( Y(t) = s_i \), the time series value at \( t = t+1 \) is determined by
   \[
   Y(t+1) = \begin{cases} s_i, & r \leq f_{i1} \\ s_j, & f_{(j-1)} < r \leq f_{ij} \end{cases}
   \]
   \[(2.49)\]
5) Repeat 3) and 4) until \( t \) reaches the desired length \( L \).

As a result, a Markov chain of length \( L \) is obtained from the Monte Carlo simulation. Therefore, the 1st order discrete Markov model can be validated by comparing the statistical properties of the simulated Markov chain and the measurements. These statistical properties include probability mass function and temporal correlation (ACC and PACC).

Fig. 2.35 shows the empirical probability mass function of the CHP generation obtained from the measurements and the simulated Markov chain. The match between the simulated and the measured CHP generation is very good. In fact, the probability mass of the CHP generation represents the state probability of each generation value. According to (2.40), the state probability vector \( \lambda \) is an invariant distribution of the transition matrix \( P \) (Norris 1997). This implies that the state probability of the simulated time series converges to that of the measurement as the simulation length increases. This is an advantage of using a discrete Markov model, which ensures an accurate modeling of the probability distribution.
Fig. 2.35. Empirical probability mass of the measurements and simulated CHP generation by a 1st order Markov model.

Fig. 2.36 compares the temporal correlation of the simulated and the measured CHP generation in terms of sample ACC and PACC. The sample ACC of the simulated time series decays exponentially without rise at time-lag 24. This is expected as the 1st order Markov model does not include this 24 h period. This can also be seen on sample PACC around the time-lag 24, where the measured time series has non-zero values. However, it is observed from the sample PACC that the simulation matches well with the measurement at time-lag one. The following subsection discusses how to include the 24 h period into the Markov model.

Fig. 2.36. Sample ACC (upper) and PACC (lower) of the measurements and simulated CHP generation by a 1st order Markov model.
b) Modeling of 24 h period by a 2nd order discrete Markov model

In order to model the 24 h period of the CHP generation, various potential approaches may be applied. One approach is to separate the hourly mean and standard deviation of a day from the rest of the time series. Then, the 1st order Markov model can be applied to the transformed time series. This is similar to the technique applied to the stochastic load model. However, the main problem with this approach is that the transformed time series will contain many more states than only four (0 MW, 3 MW, 6 MW and 9 MW). For example, if the state value 0 is subtracted by 24 different hourly mean values of a day, then 24 new state values may be obtained. As a consequence, a total state number of 96 may be obtained. This will result in a 96×96 transition matrix, which contains 9120 parameters. In this case, the model parameter number surpasses the measured data size, i.e. 5160. Thus, this approach is considered inappropriate. Another approach is to develop a higher-order Markov model. Consider that the CHP generation at hour \( t \), \( Y(t) \), is not only dependent on the state value at \( t - 1 \), but also the one at \( t - T \), where \( T \) is the period and equal to 24 in this case. This can be expressed in terms of conditional probability, which states the probability of \( Y(t) = s_j \) given that \( Y(t - 1) = s_i \) and \( Y(t - T) = s_k \). Mathematically, a 2nd order transition matrix \( \{p_{kij}\} \) can be formed with its transition probability expressed by:

\[
p_{kij} = P\left(Y_t = s_j \mid (Y_{t-1} = s_i, Y_{t-T} = s_k)\right) = \frac{P(Y_t = s_j, Y_{t-1} = s_i, Y_{t-T} = s_k)}{P(Y_{t-1} = s_i, Y_{t-T} = s_k)} = \frac{N_{kij}}{\sum_{j=1}^{n} N_{kij}} = \frac{N_{kij}}{N_{ki}} \tag{2.50}
\]

where \( i, j, k = 1, \ldots, n; N_{kij} \) is the total number of counts when the state values at time \( t, t - 1 \) and \( t - T \) are \( s_j, s_i \) and \( s_k \), respectively; \( N_{ki} \) is the total number of counts when the state value at time \( t - 1 \) is \( s_i \) and at time \( t - T \) is \( s_k \). As a result, a 2nd order discrete Markov model is established with the transition probability defined in (2.50). In this case, the model parameter number is increased to 48. Fig. 2.37 shows the sample ACC and PACC of a time series simulated from the 2nd order discrete Markov model. The sample ACC has a periodic rise every 24 h., while the sample PACC also shows a similar trend as the measurements between time-lag 17 and 24. As compared to Fig. 2.36, the 2nd order discrete Markov model has a much better fit in temporal correlation than the 1st order discrete Markov model. Although this approach does not completely take into account the 24 h period, it improves the results of the sample ACC and PACC as compared to the 1st order Markov model.
c) Model deficiency

As shown in Fig. 2.37, a 2nd order discrete Markov model provides a better modeling in the 24 h period of the CHP generation. Even though the fit in sample ACC around time-lag 12 is still quite poor, this can be improved by a 3rd order discrete Markov model taking into account the autocorrelation at time-lag 12. However, the improvement in the sample ACC and PACC does not guarantee that the hourly variation of the CHP generation during a day is properly modeled.

Fig. 2.38 (a) shows the hourly probability mass of the CHP generation from measurements. A strong diurnal variation is observed. For example, between 1 a.m. and 6 a.m., all the three units are off for more than 95% of the time, while between 9 a.m. and 20 a.m., one or more units are on for more than 70% of the time. These phenomena are mainly caused by the diurnal variation of heat load and electricity price. In contrast, as shown in Fig. 2.38 (b), the 2nd order discrete Markov model does not exhibit the same diurnal variation at all. The probability mass of each generation state is evened out over 24 hours. Therefore, even though the sample ACC and PACC of the 2nd order Markov model shows a 24 hour period, the diurnal variation of the probability mass is not captured by the model.
Fig. 2.38. Diurnal probability mass of CHP generation: (a) measurements, (b) 2nd order discrete Markov model.

**d) Proposed Markov model**

As shown in Fig. 2.38 (a), different hours have a quite different probability mass function. This indicates that it may not be appropriate to use the same transition matrix to simulate all the 24 hours. In other words, different hours of a day may be represented by a different transition matrix. For example, the probability mass functions between hour 1 and hour 6 are similar. The data at these hours can be represented by one transition matrix and the data at the rest of the hours can be represented by another transition matrix. This is demonstrated in Fig. 2.39, where two different transition matrices are obtained from the measured data at two different periods of a day (hour 1 – hour 6, hour 7 – hour 24).

![Diagram](image)

Fig. 2.39. Diagram of calculating two different transition matrices for different hours of a day.

After the two transition matrices are obtained, a Markov chain is simulated by performing a Monte Carlo simulation. The procedures of the Markov chain Monte Carlo simulation is summarized as follows:

1) Initialize the first value of the Markov chain \( Y(1) \),

2) Simulate the first Markov chain for the first six hours, \( Y(1), \ldots, Y(6) \), based on the transition matrix 1,
3) Use \( Y(6) \) to generate \( Y(7) \) based on the transition matrix 2.
4) Simulate the second Markov chain for the remaining hours of a day, \( Y(7), \ldots, Y(24) \), based on the transition matrix 2.
5) Combine the two Markov chains to one Markov chain as \( Y(1), \ldots, Y(24) \),
6) Store the combined Markov chain as a one-day simulation,
7) Use \( Y(24) \) to generate a new \( Y(1) \) based on the transition matrix 1,
8) Repeat 2) to 7) until the length of the Markov chain reaches the required value.

In this way, a Markov chain is obtained on the basis of the two transition matrices shown in Fig. 2.39. Step 3) and 7) connect the two Markov chains so that a smooth transition between the two chains can be achieved. This is demonstrated in Fig. 2.40, which shows the diurnal probability mass of the simulated Markov chain. Since hour 7, the transition matrix is switched from transition matrix 1 to transition matrix 2. A smooth shifting in the probability mass is observed at the hours after 7. This phenomenon is caused by the initialization (burn-in period) of the second Markov chain. A similar phenomenon is also observed from the measurements shown in Fig. 2.38 (a), between hour 7 and 9 and between hour 21 and 24; whereas the probability mass remains relatively stable between hour 1 and 6 and between hour 10 and 20. Nevertheless, the diurnal probability mass shown in Fig. 2.40 does not match that of the measurements shown in Fig. 2.38 (a). The implication that this model provides is that the probability mass function at each hour can be distinguished by using different transition matrices.

![Fig. 2.40. Diurnal probability mass of CHP generation by using two transition matrices.](image)

Based on the above analysis, an improvement may be achieved by categorizing the data into four groups represented by four different transition matrices. These four groups of data correspond to hour 1 – hour 6,
hour 7 – hour 9, hour 10 – hour 20, hour 21 – hour 24. This concept is illustrated in Fig. 2.41. After the
calculation of the four transition matrices, similar procedures as described above are followed to perform
a Markov chain Monte Carlo simulation. It is noted that in this case, transition matrix 1 is only a 3×3
matrix. This is because the possible generation states between hour 1 and hour 6 are 0, 3 MW and 6 MW.
However, in this case, there are four Markov chains in a day: Markov chain 1 (Y(1), …, Y(6)), Markov
chain 2 (Y(7), …, Y(9)), Markov chain 3 (Y(10), …, Y(20)), Markov chain 3 (Y(21), …, Y(24)). As also
indicated in Fig. 2.41, during the Monte Carlo simulation, Markov chain 1 is connected with Markov
chain 2. Such a connection is made by generating Y(7) conditional on Y(6) according to transition matrix
2. A similar connection is also made between Markov chain 3 and Markov chain 4. However, Markov
chain 2 is not connected with Markov chain 3. This leads to a relatively stable probability mass for
Markov chain 3 between hour 10 and 20. The same explanation applies to the independence between
Markov chain 4 and Markov chain 1.

Fig. 2.41. Diagram of calculating four different transition matrices for different hours of a day.

Fig. 2.42 shows the diurnal probability mass of the simulated Markov chain based on the Markov model
with four transition matrices. The diurnal probability mass from the measurements shown in Fig. 2.38 (a)
is shown again in Fig. 2.42 (a) for comparison. In this case, a much better fit in diurnal probability mass
is observed between the model and the measurements. Fig. 2.43 shows the sample ACC and the sample
PACC of the proposed discrete Markov model. The sample ACC of the model is lower than that of the
measurements. This may be caused by the independence between Markov chain 2 and Markov chain 3
and between Markov chain 4 and Markov chain 1. However, a strong 24 h period is still observed in the
sample ACC of the model. The fit of the model can be further improved by using more transition
matrices. In this case, with four transition matrices, the model parameter number is 42. This is even
smaller than the 2nd order discrete Markov model, which has 48 parameters.
In summary, the proposed discrete Markov model with four transition matrices has a better performance than the 2nd order discrete Markov model in terms of the diurnal probability mass and model parameter number. However, both models show a relatively poor fit in sample ACC and PACC as compared to the measurements.

e) Seasonal variation

The generation status of the CHP units reflects the variation of heat load and electricity price, which possess a strong seasonal, weekly and diurnal variation. Fig. 2.44 shows the empirical probability mass of the CHP generation at each state obtained from the measured data. According to the probability mass, it
is evident that more units are turned on in a winter day than in a summer day, as well as in a weekday than in a weekend day. Normally, in summer, the maximum units turned on are two. In other words, there is always one spare unit, which may be used as a backup. Fig. 2.45 presents the empirical probability mass of the generation status of the CHP units at individual hours of a day, for four different types of days. The diurnal variation of the probability mass is different for the four types of days. This seasonal variation and weekday/weekend behavior can be accounted for by applying the proposed discrete Markov model with multiple transition matrices to each type of the day. The only difference is that each period has its own individual transition matrix.

Fig. 2.44. Empirical probability mass of the measured CHP generation in Fig. 2.32 (a).
2.3.5 Conclusion of stochastic CHP model

In this section, a new discrete Markov model with multiple transition matrices has been developed for the CHP generation. A discrete Markov model is especially suitable for CHP generation as the generation status has a finite number of states. Furthermore, the state of the generation at the next hour is strongly dependent on the state at the current hour. However, the difficulty relies on the modeling of the 24 hour period of the CHP generation with an accurate diurnal probability mass function. This is accounted for by applying multiple transition matrices to different hours of a day. The simulation results show that the proposed discrete Markov model with multiple transition matrices outperforms a 2\textsuperscript{nd} order discrete Markov Model in terms of diurnal probability mass function and model parameter number.
2.4 Summary

In this chapter, three stochastic models for WPG, load and CHP generation has been developed. A LARIMA model is selected for simulating WPG. A seasonal ARMA model is chosen for simulating load demand. A discrete Markov model with multiple transition matrices is applied for simulating CHP generation. These stochastic models have a certain degree of similarity to probability distribution models such as a cumulative distribution function, from which random samples can be drawn. However, these models are fundamentally different from probability distribution models as a sequence of random sampling from a probability distribution is independent of each other with no temporal correlation. These stochastic models are developed for the correlated random sampling for sequential Monte Carlo simulations. Nevertheless, these models can be applied for a number of other situations. The applications of these stochastic models in the area of power systems include: 1) short-range power system planning, 2) reliability evaluation of power systems, 3) probabilistic load flow, 4) using the generated time series for testing forecasting algorithms of WPG, load and CHP generation, 5) simulating the effect of load management, and 6) sensitivity analysis to evaluate the impact in power systems due to the change of mean wind speed, peak load, etc.
Chapter 3
Probabilistic Load Flow Analysis

This chapter contains two parts. The first part focuses on numerical techniques for PLF calculations. First, a short review of PLF methods is provided. Then, the Monte Carlo based PLF method is discussed, followed by the convolution based and cumulants based PLF methods. The IEEE 14 bus system is used to demonstrate the three PLF methods. The second part of the chapter investigates the influence of temporal correlation in stochastic generation and load on the accuracy of Monte Carlo based PLF results. The investigation is demonstrated on the 20 kV Støvring distribution system with tap-changing transformers.

3.1 Probabilistic load flow

3.1.1 Introduction

Load flow calculation is a standard tool used to analyze the operation and planning of power systems. Normally, a load flow calculation solves system states and power flows for a given fixed value of power generations and load demands. This type of calculation is referred to as deterministic load flow (DLF). A DLF calculation does not consider uncertain phenomena in power systems, such as generator outages and load variations. Furthermore, modern power systems are commonly integrated with renewable energy based DG units. These renewable generations, such as wind power and photovoltaic generation, are intermittent and not fully controllable due to the stochastic nature of their prime sources. These uncertainties, including unit outages and stochastic generation and load, cannot be accounted for through a single DLF calculation. Therefore, in order to address these uncertainties, other methods, such as a probabilistic approach, fuzzy sets and interval analysis (Alvarado, Hu & Adapa 1992), can be adopted. This thesis focuses on the use of the probabilistic approach for modeling the power uncertainties in load flow calculations. Such an approach is also known as the PLF technique (Anders 1990).

PLF was first proposed in 1974 and has been developed and applied to power system normal operation, reliability evaluation, short-range/long-range planning, etc. (Borkowska 1974, Allan, Borkowska & Grigg 1974, Leite et al. 1990, Allan et al. 1981). PLF requires the probabilistic information of nodal power injections to obtain the probabilistic expressions of system states and power flows. The solution to a PLF
calculation can be obtained in three ways: a numerical approach, an analytical approach and a combined approach (Jorgensen, Christensen & Tande 1998, Allan, Grigg & Al-Shakarchi 1976, Leite, Arienti 1990). The numerical approach resorts to a Monte Carlo simulation (Billinton, Li 1994), which substitutes a large number of values for the stochastic variables to obtain the PLF results numerically. In contrast, the analytical approach uses a convolution method (Allan et al. 1981), a cumulants method (Zhang, Lee 2004), etc. The convolution method is based on the probability distribution of stochastic variables, while the cumulants method is based on the moments and cumulants of stochastic variables. Both the numerical approach and the analytical approach have their own advantages and disadvantages. The main advantage of the numerical approach is that nonlinear load flow equations can be directly used in the PLF analysis, whereas the disadvantage is that a Monte Carlo simulation is usually very time-consuming. On the other hand, the numerical approach is much faster in computation speed. However, the main issue is that it involves complex mathematical computation which usually requires linearization of the load flow equations.

For the literature on PLF techniques published before 1988, (Anders 1990) and (Schilling et al. 1990) provide a very good summary and bibliography. The literature focuses on the linearization of LF equations, network outages and the interdependence among nodal power injections. For the literature published after 1988, the research work focuses on the efficiency of the PLF algorithms, the application in power system planning, the inclusion of voltage control devices and distributed generation, etc. (Leite et al. 1990, Su 2005, Hatziargyriou, Karakatsanis & Lorentzou 2005). These research results are summarized in (Chen, Chen & Bak-Jensen 2008) with an extensive bibliography attached in the end. The following sections explain in detail the PLF techniques using the Monte Carlo simulation, the convolution method and the cumulants method.

3.1.2 Monte Carlo simulation

The IEEE standard defines Monte Carlo simulation as a simulation in which random statistical sampling techniques are employed such that the result determines estimates for unknown values (IEEE Std. 610.3 1989). The definition indicates that the Monte Carlo simulation provides a numerical estimation of unknown parameters based on a random sample. The main elements of a Monte Carlo simulation include random number generation, random variate generation and variance reduction techniques.

Software such as Matlab provides pseudo-random number generators by using different algorithms, e.g. multiplicative congruential algorithms, Marsaglia’s subtract with borrow algorithm and the Mersenne
Twister algorithm (the Mathworks 2009). This chapter uses the Mersenne Twister algorithm. The algorithm generates uniformly distributed random numbers $U$ within the interval $[2^{-53}, 1 - 2^{-53}]$. A random number $u$ can be used to determine a random sample $x$ from a stochastic variable $X$. Such a random variate generation process can be conducted through several methods, such as inverse transform method and tabulating technique (Billinton, Li 1994). For example, the inverse transform method is to generate a random sample from the inverse cumulative distribution function of a random variable:

$$x = F_X^{-1}(U)$$  \hspace{1cm} (3.1)

where $F_X(\cdot)$ is the cumulative distribution function of the random variable $X$. In the case that only observations or numerical data points are available, empirical distribution function of the observations can be derived and (3.1) can still be used to generate the random sample. Alternatively, the following method can be used

$$R = \text{ceil}(U \times N)$$  \hspace{1cm} (3.2)

Where $R$ is the position of the randomly selected observation; function ceil( ) is to round the elements to the nearest integers greater than or equal to the elements; $N$ is the length of the observations.

Normally, a basic Monte Carlo simulation uses simple random sampling. The simple random sampling is a method of selecting $n$ observations out of $N$ such that each observation of a sample has an equal chance of being drawn (Cochran 1977). However, the simple random sampling requires a relatively large sample size in order to obtain stable Monte Carlo results. In order to improve the efficiency of a Monte Carlo simulation, variance reduction techniques can be utilized. The variance reduction techniques for random sampling include correlated sampling, control variates, dagger sampling, stratified sampling, importance sampling, etc. (Cochran 1977). A detailed discussion of these variance reduction techniques can be found in (Billinton, Li 1994, Cochran 1977). In this chapter, only the simple random sampling is used.

Furthermore, as discussed in the previous section, Monte Carlo simulation does not require linearization of the load flow equations. Therefore, the exact non-linear form of load flow equations as shown in (3.3)- (3.7) can be directly used to obtain the PLF results (Anders 1990).
\[ P_i = V_i \sum_{k=1}^{n} V_k (G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik}) \]  

(3.3) 

\[ Q_i = V_i \sum_{k=1}^{n} V_k (G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik}) \]  

(3.4) 

\[ P_{ik} = -p_{ik} G_{ik} V_i^2 + V_i V_k \left( G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik} \right) \]  

(3.5) 

\[ Q_{ik} = p_{ik} B_{ik} V_i^2 - B_{ik} V_i^2 + V_i V_k \left( G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik} \right) \]  

(3.6) 

\[ Q_{i}^{th} = V_i^2 B_{i}^{th} \]  

(3.7) 

where \( P_i \) and \( Q_i \) are the net active and reactive power injection at bus \( i \); \( P_{ik} \) and \( Q_{ik} \) are the active and reactive power flows in line \( ik \) at the bus \( i \) side; \( V_i \) and \( V_k \) are the voltage magnitude at bus \( i \) and \( k \); \( \theta_{ik} \) is the angle difference between the voltage at bus \( i \) and bus \( k \); \( G_{ik} \) and \( B_{ik} \) are the real and imaginary part of the corresponding admittance matrix; \( p_{ik} \) is the tap ratio of the tap-changing transformer connected between bus \( i \) and bus \( k \), and is equal to 1 if it is a power line. 

It is worth mentioning that the PLF results obtained from a Monte Carlo simulation are usually used as reference to validate results obtained by using analytical approaches (Allan, da Silva & Burchett 1981). 

3.1.3 Convolution based PLF 

The principle of the convolution based PLF method is to perform arithmetic calculations of the probability density functions. The probability density of system states and power flows can be obtained through convolution of the probability density of nodal power injections. The difficulties of applying such method are due to (Anders 1990, Allan, Al-Shakarchi 1976): 

1) Non-linear load flow equations (3.3)-(3.7), 

2) Correlated nodal power variables. 

The difficulties can be overcome under the following approximations and assumptions: 

1) Linearization of load flow equations, 

2) The nodal power variables are independent or linearly correlated, 

3) The distribution of nodal power variables is either a Gaussian distribution or a discrete distribution,
4) The network configuration and parameter remain unchanged. Linearization of the load flow equations is conducted through a 1st-order Taylor expansion (Allan, da Silva & Burchett 1981). If the load flow equations (3.3) and (3.4) are represented by a more general form as:

\[ Y = g(X), \quad (3.8) \]

Then the 1st-order Taylor expansion around the mean value of the system states \( X_0 \) is:

\[ Y \approx Y_0 + J(X - X_0) \quad (3.9) \]

where \( Y_0 \) is the mean of the nodal power injections:

\[ Y_0 = g(X_0), \quad (3.10) \]

\[ J = \left. \frac{\partial g}{\partial x} \right|_{X=X_0}. \quad (3.11) \]

Consequently, the system states can be expressed as:

\[ X = J^{-1}Y + \left( X_0 - J^{-1}Y_0 \right). \quad (3.12) \]

Similarly, the power flow equations (3.5)-(3.7) are generalized as:

\[ Z = h(X). \quad (3.13) \]

The corresponding 1st-order Taylor expansion around \( X_0 \) gives:

\[ Z \approx Z_0 + K(X - X_0) \quad (3.14) \]
where

\[ K = \left. \frac{\partial h}{\partial X} \right|_{X_0}, \]  

(3.15)

\[ Z_0 = h(X_0). \]  

(3.16)

Substitute (3.12) to (3.14) gives:

\[ Z = KJ^{-1}Y + (Z_0 - KJ^{-1}Y_0), \]  

(3.17)

According to (3.12) and (3.17), the system states and power flows are expressed as a linear combination of the nodal power variables \( Y \). Assume that the nodal power variables are independent of each other. Then, the convolution technique can be applied to derive the probability density function of the system states \( X \) and power flows \( Z \) (Allan et al. 1981):

\[ f(X_i) = f(\omega_i (Y_i - Y_{i,0})) \otimes \cdots \otimes f(\omega_n (Y_n - Y_{n,0})) \]  

(3.18)

\[ f(Z_i) = f(\lambda_i (Y_i - Y_{i,0})) \otimes \cdots \otimes f(\lambda_n (Y_n - Y_{n,0})) \]  

(3.19)

where \( \{\omega_i\} \) is the weight according to (3.12) and \( \{\lambda_i\} \) is the weight according to (3.17); \( n \) is total bus number; \( \otimes \) is the convolution symbol. Detailed convolution techniques of mixed continuous and discrete variables can be found in (Allan et al. 1981, Allan, Grigg & Al-Shakarchi 1976, Allan, da Silva & Burchett 1981).

### 3.1.4 Cumulants based PLF

As discrete states of nodal power variables increases, the number of convolution operation increases significantly. This increases the computation time of the PLF calculation. However, such a problem can be avoided if using cumulants based PLF method. The method performs arithmetic operation with
cumulants of the stochastic variable instead of its probability density function (Zhang, Lee 2004). Take the stochastic variable \( Z = X + Y \) for example. \( X \) and \( Y \) are two independent stochastic variables. The \( k^{th} \)-order cumulant of \( Z \) is equal to the sum of the \( k^{th} \)-order cumulant of \( X \) and \( Y \). Then, the cumulants of \( Z \) can be converted to the central moments of \( Z \) (Stuart, Keith Ord 1994). Based on the central moments, the probability density function and the cumulative distribution function of \( Z \) can be approximated according to the Gram-Charlier series expansion or Cornish-Fisher series expansion (Stuart, Keith Ord 1994). The detailed implementation of using combined cumulants and Gram-Charlier series expansion for the PLF calculation can be found in (Zhang, Lee 2004).

3.1.5 Case study

The standard IEEE 14 bus test system is used to demonstrate the PLF methods. Fig. 3.1 shows the network configuration of the IEEE 14 bus system (Kodsi, Canizares 2003). The network data is summarized in (Kodsi, Canizares 2003). The probability distributions of the nodal power injections are listed in 0. In summary, the load at bus 14 is a discrete random variable with three discrete states. The distributions of the load and generation at other buses are all assumed to be Gaussian distributions. The PLF results are obtained by using three different methods: Monte Carlo simulation, convolution method and cumulants based Gram-Charlier series method. The sample size of the Monte Carlo simulation is 1000. A 6th-order Gram-Charlier series is used. Fig. 3.2 shows the probability density function of the voltage at bus 14. It is shown that the probability density function of the voltage obtained from the convolution method match the voltage from Monte Carlo simulation very well. The Gram-Charlier method is slightly worse than the convolution method, but the result also resembles the Monte Carlo results adequately.

Both the analytical methods require much shorter computation time than the Monte Carlo simulation. However, the accuracy of the results from the analytical methods is compromised. Although the difference is not significant as shown in Fig. 3.2, the error may become larger in the case of non-Gaussian and correlated nodal power variables. Furthermore, the analytical methods are not able to consider the effect of tap regulation by the tap-changing transformers. This may further increase the inaccuracy of the analytical methods. Therefore, the application of the analytical methods is limited. Moreover, for short-range and long-range power system planning, the computation time is not the main concern. Therefore, for the rest of the thesis, Monte Carlo simulation is used to obtain PLF results.
3.2 The effect of temporal correlation on PLF calculations

As discussed in Chapter 2, one of the important characteristics for the modeling of stochastic generation and load is the temporal correlation. The temporal correlation is accounted for in the time series simulation of the stochastic models. These time series of the stochastic generation and load are the inputs to the Monte Carlo based PLF algorithm, which also provides the time series outputs of bus voltage and network power flow. Nevertheless, the characteristic of interests of the voltage and power flow is their probability distribution, not the temporal correlation. This seems to indicate that although the temporal correlation is of importance for simulating stochastic generation and load, it may not be of importance for
performing PLF calculations. In other words, as long as the probability distributions of stochastic generation and load are considered, accurate voltage and power flow results can be obtained. This may be the case for some certain power networks. However, this is not the case for a power system that contains time-dependent parameters, such as the tap position of tap-changing transformers and the capacitor status of switchable capacitor banks. The following subsections illustrate the importance of the temporal correlation in PLF calculations.

### 3.2.1 Time-dependent feature of tap adjustment

In a standard load flow calculation, a tap-changing transformer is represented by a $\pi$-model as shown in Fig. 3.3 (Saadat 2002). The $\pi$-model shows that as the tap ratio $p$ is adjusted, both the series and the shunt impedance of the model will change. This change modifies both the diagonal and off-diagonal elements of the admittance matrix at the corresponding buses. In this way, the tap adjustment of the transformer affects the load flow results.

![Fig. 3.3. $\pi$-model of a tap-changing transformer.](image)

For the system operation of $N$ consecutive hours, the system load flow at hour $t$ can be expressed as:

$$ Y(t) = g\left(X(t), p(t)\right), \quad (3.20) $$

where $t \in T$; $T = [1, 2, \ldots, N]$; $Y$ is the vector of nodal power injections and $X$ is the vector of system states; $p$ is the vector of tap ratio of the tap-changing transformers in the system.

The tap ratio (position) of a tap-changing transformer can be regulated through two modes: the voltage control mode and the line drop compensation mode (Willis 1997). In the following analysis, the voltage control mode is assumed. However, similar analysis can also be conducted for the line drop compensation mode.
For the $k^{th}$ tap-changing transformer, the tap position at hour $t$ remains the same as at hour $t-1$ if the controlled voltage is within the regulation range. However, the tap position is adjusted if the controlled voltage is outside the regulation range. This can be expressed as:

$$
p^k(t) = \begin{cases} 
p^k(t-1) + \Delta p^k, & V^k(t) < V^k_{\text{min}} \\
p^k(t-1), & V^k_{\text{min}} < V^k(t) \leq V^k_{\text{max}}, \\
p^k(t-1) - \Delta p^k, & V^k(t) > V^k_{\text{max}} \end{cases}$$  \tag{3.21}

where $V$ is the controlled voltage and $[V_{\text{min}}, V_{\text{max}}]$ is the voltage regulation range of the tap-changing transformer. The time dependence of the tap ratio can be seen in (3.21).

In a Monte Carlo simulation of the stochastic generation and load, if the temporal correlation is not considered, an unbiased random sampling can be carried out to generate a sample of the stochastic generation and load from their empirical probability distributions. Alternatively, the random sample can be obtained directly from the measurements according to (3.2). In any case, the individuals in the sample are independent of each other. For the ease of illustration, a random sample of size $n$ is generated according to (3.2). In other words, a random number vector $\mathbf{R} = [r_1, \ldots, r_n]$ is generated to represent the $n$ randomly selected hours from the total $N$ hours.

Given such a random sample, a Monte Carlo based PLF can be performed. Similar to (3.21), the tap ratio at hour $r_i$ of the $k^{th}$ transformer in the Monte Carlo simulation is implemented as:

$$
p^{mc}_k(r_i) = \begin{cases} 
p^{mc}_k(r_{i-1}) + \Delta p^k, & V^k(r_i) < V^k_{\text{min}} \\
p^{mc}_k(r_{i-1}), & V^k_{\text{min}} < V^k(r_i) \leq V^k_{\text{max}}, \\
p^{mc}_k(r_{i-1}) - \Delta p^k, & V^k(r_i) > V^k_{\text{max}} \end{cases}$$  \tag{3.22}

where ‘mc’ indicates the Monte Carlo simulation and $r_i \in \mathbf{T}$.

Equation (3.22) is very similar to (3.21), but there is a major difference between the two equations. Assume that $r_i = t$, i.e. the randomly selected hour $r_i$ is the $t^{th}$ hour in the original measured time series. Then, the tap ratio $p^{mc}_k(r_i)$ will be the same as $p^k(t)$ if $p^{mc}_k(r_{i-1})$ is equal to $p^k(t-1)$. However, this is usually not the case as $r_{i-1} \neq t - 1$ due to the random sampling of the Monte Carlo simulation. In other words, it may be the case that:
\( p_{mc}^k (r_{t-1}) \neq p^k (t-1) \). \hspace{1cm} (3.23)

If (3.23) is true, the load flow results obtained from the Monte Carlo simulation will differ from the measurements. In other words, a Monte Carlo simulation with random sampling may provide inaccurate load flow results as the time sequence or the temporal correlation of the stochastic generation and load is not taken into account. This can be further demonstrated through the simulation results carried out on a distribution system described below.

### 3.2.2 Network and data set description

Fig. 3.4 shows a simplified network configuration based on the 20 kV Størving distribution system. On the STKV feeder, there is one CHP plant with three generator units, each rated 3 MW. On the SØRP feeder, there are three fixed-speed WTs connected at the end of the feeder. The loads at SØRP are connected to bus 11, 13 and 14. Other feeders connected to the substation are represented by the aggregated load ‘REST’.

Both the 150/60 kV and the 60/20 kV transformers are tap-changing transformers with the tap mounted at the low-voltage side. The set points of the two transformers are 60.2 kV (1.0033 p.u.) and 20.5 kV (1.025 p.u.), respectively. The 150/60 kV transformer has 13 tap steps, with maximum 4 steps above and 8 steps below its reference position. The 60/20 kV transformer has 21 tap steps, with maximum 11 steps above and 9 steps below its reference position. The tap steps are both 0.0166 p.u. According to the actual operation, the tap of the 60/20 kV transformer normally adjusts 1 or 2 times a day at most.

The hourly load measurements (both active and reactive power) from July 01, 2006 to January 31, 2007 are available. In addition, the hourly CHP measurements at the STKV feeder and the hourly wind power
measurements at the SØRP feeder are also available. These hourly data are average data of each hour and the measurements are synchronized at the different locations.

Fig. 3.5 shows the empirical probability distributions of the measured data of: (a) CHP generation at STKV feeder, (b) total WPG at SØRP feeder, and (c) total load demand at SØRP feeder. The probability distributions are shown for both the summer and winter season. For the CHP generation and the load, the probability distribution of a weekday and of a weekend is also shown.

Furthermore, in the following analysis, the accuracy of the voltage magnitude is examined. This is because the tap regulation has a direct impact on the bus voltage magnitude. The measured bus voltage should be used as reference for verifying the Monte Carlo results. However, a direct voltage measurement is not available for the case network. Therefore, the reference voltage results are extrapolated by performing load flow calculations with all the power measurements input in chronological order. Consequently, the extrapolated voltage results are used as reference for examining the accuracy of the PLF results from Monte Carlo simulation.
Fig. 3.5. Empirical probability density function of: (a) CHP generation, (b) wind power generation, and (c) SØRP load demand.

3.2.3 Monte Carlo based PLF using simple random sampling

a) Random sampling of nodal power injections

Fig. 3.6 shows the cumulative distribution function of the SØRP load in a summer weekday, both from the measurements and the random sampling. The size of the random sample is 600. As shown in the figure, the cumulative distribution function of the random sample matches that of the measurements very well.
In order to evaluate the accuracy of the random sampling with respect to the measurements, a 95% confidence interval is used to assess the mean and standard deviation of the random sample. For example, if the 95% confidence interval for the mean of the random sample contains the mean of the measurements, then the accuracy of the random sampling is considered sufficient. In this case, the mean of the measured SØRP load is 0.3180 MW and the standard deviation is 0.2265 MW. Furthermore, the 95% confidence interval can be calculated by drawing one hundred random samples, each of size 600. Such an approach of calculating 95% confidence interval is a typical bootstrap method (Chernick 2008). As a result, the 95% confidence interval for the mean of the random sample is [0.2968, 0.3377] MW and the interval for the standard deviation is [0.2169, 0.2365] MW. Both confidence intervals contain the corresponding measured values. This indicates that the random sampling is an accurate representation of the measurements.

In addition, it is better to use cumulative distribution function instead of probability density function to compare the random sample and the corresponding measurements. This is because the sample size and the measured data size are different. Furthermore, the empirical probability density function varies greatly as the number of bins changes, while the empirical cumulative distribution function is much less affected by the number of bins chosen.

b) Monte Carlo simulation with fixed-tap transformer

In this case, it is assumed that both tap-changing transformers in Fig. 3.4 have fixed taps. This assumption is to show the accuracy of a Monte Carlo based PLF when the system does not involve tap regulation. In the next subsection, the case with tap-changing transformers will be shown.

Fig. 3.7 shows the probability density function of the extrapolated voltage results at bus 5 in a summer weekday. The voltage results are obtained by performing load flow calculations with the nodal generation and load measurements in chronological order.
Fig. 3.7. Probability density function of extrapolated voltage results at bus 5 in a summer weekday with fixed-tap transformers.

Fig. 3.8 shows the flow chart of the Monte Carlo based PLF. In this case, the tap adjustment is not implemented. The length of the Monte Carlo simulation is 600. As shown in Fig. 3.8, power data at the same hour is selected for different buses. This is to keep the cross-correlation among the generation and load at these buses.

The Monte Carlo based PLF is carried out on the Støvring distribution system. Fig. 3.9 shows the cumulative distribution function of the voltage at bus 5 in a summer weekday obtained from the Monte Carlo simulation (dotted line denoted by SRS). For comparison, the cumulative distribution function of
the extrapolated voltage measurements (solid line denoted by SMD) are also shown in the figure. The probability distribution from the Monte Carlo simulation matches very well with the measurements. This indicates that the Monte Carlo simulation with random sampling provide accurate PLF results.

Fig. 3.9. cumulative distribution function of voltage at bus 5 in a summer weekday with fixed-tap transformers: extrapolated measurements (SMD) and Monte Carlo results with simple random sampling (SRS).

In order to obtain the 95% confidence interval of bus voltages, the Monte Carlo based PLF shown in Fig. 3.8 is performed for one hundred times. Table 3.1 summarizes the 95% confidence intervals of the mean and standard deviation of the voltage at bus 5 in a summer weekday. Both the 95% confidence intervals contain the corresponding measured value. This further verifies the accuracy of the Monte Carlo simulation. Similar results are observed for the summer weekend, winter weekday and winter weekend.

<table>
<thead>
<tr>
<th></th>
<th>Measurement by extrapolation (fixed-tap)</th>
<th>PLF using SRS (fixed-tap)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>1.0188</td>
<td>[1.0182, 1.0193]</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.0070</td>
<td>[0.0065, 0.0073]</td>
</tr>
</tbody>
</table>

Note: $\mu$ is mean value; $\sigma$ is standard deviation

It is worth mentioning that the obtained extrapolated measured voltage is not validated against the actual measurements. However, this does not disprove the above analysis and results as the main purpose here is to show how a tap-changing transformer can affect the Monte Carlo based PLF results.

c) Monte Carlo simulation with tap-changing transformer
In this case, both the 150/60 kV and 60/20 kV transformers have the tap regulation as in the actual operation. The Monte Carlo based PLF is simulated according to Fig. 3.8, with the tap adjustment implemented as (3.22).

Fig. 3.10 shows the probability density function of the extrapolated voltage results at bus 5 in a summer weekday. The mean value of the voltage is around the reference value (1.025 p.u.) and the voltage is regulated within [1.084, 1.0416] p.u. The probability distribution of the voltage is fairly symmetrical with respect to the mean value. This is different from the case in Fig. 3.7 when the transformer has no automatic tap regulation. In summary, the voltage shown in Fig. 3.10 is used as reference to verify the Monte Carlo based PLF results in this case.

A Monte Carlo simulation is carried out according to Fig. 3.8 to obtain the PLF results. Fig. 3.11 shows the cumulative distribution function of the controlled voltage at bus 5 in a summer weekday obtained from the Monte Carlo simulation (dotted line denoted by SRS). For comparison, the cumulative distribution function of the extrapolated voltage measurements (solid line denoted by SMD) are also shown in the figure. Unlike the one shown in Fig. 3.9, there is an obvious shift (or bias) of the PLF results from the measurements. The main reason is that the tap position \( p_{mc}(r_{i+1}) \) from the Monte Carlo simulation at hour \( r_{i+1} \) is not always the same as the tap position \( p(t-1) \) from the measurements at hour \( t-1 \). This difference between \( p_{mc}(r_{i+1}) \) and \( p(t-1) \) leads to the discrepancy between \( p_{mc}(r_{i}) \) and \( p(t) \). Fig. 3.12 shows the probability of the discrepancy in tap position, which occurs for more than 40% of the time in total.

![Fig. 3.10. Probability density function of extrapolated voltage results at bus 5 in a summer weekday with tap-changing transformers.](image-url)
Table 3.2 summarizes the 95% confidence intervals of the mean and standard deviation of the voltage at bus 5 in a summer weekday. The confidence interval of the mean does not contain the measured value. This corresponds to the shift in probability distribution observed in Fig. 3.12. In contrast, the 95% confidence interval of the standard deviation contains the measured value. This is mainly due to the fixed voltage regulation range of the tap-changing transformer. Therefore, it is demonstrated that, with automatic tap regulation, the Monte Carlo simulation with random sampling provides inaccurate PLF results.

**Table 3.2**

<table>
<thead>
<tr>
<th>Measurement (tap-changing)</th>
<th>PLF using SRS (tap-changing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>1.0253</td>
</tr>
<tr>
<td>σ</td>
<td>0.0079</td>
</tr>
</tbody>
</table>
In order to improve the PLF results, the time sequence or the temporal correlation of the stochastic generation and load needs to be considered. For this purpose, the stochastic models developed in Chapter 2 can be used in this case to account for the temporal correlation. This is a parametric approach, which is based on the models developed from the data. The following subsection proposes a simple nonparametric approach to include the temporal correlation in the random sample so that accurate PLF results can be obtained.

### 3.2.4 Monte Carlo based PLF using time-sequential sampling

As the inaccurate PLF results are caused by the incorrect tap positions, additional information of the tap regulation is needed. As shown in Fig. 2.8 (a), the tap position has a strong hourly variation in a day. This is mainly due to the diurnal variation of the load and CHP generation. Therefore, it is important to keep such a diurnal variation when we sample from the empirical probability distribution of the measurements. To address this issue, a different random sampling method is shown in Fig. 3.13, where ‘H’ stands for hour and ‘nx’ is the sample size of each hour. The method is referred to as time-sequential sampling. The time-sequential sampling first sorts the sample in hourly order. Then, a sample of size nx is generated for each hour. Finally, the sample in the hourly order is re-arranged into the time-sequential order. In this way, the diurnal variation of the stochastic generation and load are reflected in the final sample. A special case of the time-sequential sampling is to sample a random day at a time instead of a random hour.

![Principle of time-sequential sampling](image)

Fig. 3.13. Principle of time-sequential sampling.
According to Fig. 3.13, a sample of size 600 is obtained by sampling 25 random days. Given the sample, a Monte Carlo simulation is performed to obtain the PLF results. Fig. 3.15 shows the cumulative distribution function of the controlled voltage at bus 5 in a summer weekday obtained from the Monte Carlo simulation using time-sequential sampling (dotted line denoted by TSS). The shift in probability distribution observed in Fig. 3.12 is eliminated in Fig. 3.15. The improvement of the PLF results can be further explained by the difference of the tap position shown in Fig. 3.15. The figure indicates that for more than 90% of the cases, the tap position in the Monte Carlo simulation is the same as in the measurements.

Fig. 3.14. cumulative distribution function of voltage at bus 5 in a summer weekday with tap-changing transformers: extrapolated measurement (SMD) and Monte Carlo simulation with time-sequential sampling (TSS).

Fig. 3.15. The difference between the tap position in Monte Carlo simulation with time-sequential sampling $p_{\text{mc}}(r_i)$ and the tap position from the extrapolated measurement $p(t)$.

Fig. 3.16 shows the 95% confidence interval of the hourly mean value of the voltage at bus 5 in a summer weekday. Fig. 3.16 (a) is the result using the simple random sampling and Fig. 3.16 (b) is the result using time-sequential sampling. It is clearly shown that using the time-sequential sampling, the 95% confidence interval captures the hourly mean of the measurements very well, while it is not the case if using the simple random sampling. This further illustrates the importance of temporal correlation of stochastic generation and load in the Monte Carlo based PLF calculation.
3.3 Summary

This chapter is divided into two parts. The first part has discussed two main approaches for PLF analysis: the numerical approach and the analytical approach. The numerical approach is based on Monte Carlo simulation, while the analytical approach is based on the convolution method and the cumulants method. Both analytical methods are tested on the IEEE 14 bus system. The Monte Carlo simulation is used as reference to validate the simulation results from the analytical methods. The results show that both the convolution method and the cumulants method provide an accurate approximation to the Monte Carlo results in this case. However, in the case of non-Gaussian and correlated nodal power variables, the error of both analytical methods is expected to be larger. The second part of the chapter demonstrates the effect of temporal correlation in stochastic generation and load on a Monte Carlo based PLF calculation. It is observed that the tap position of the tap-changing transformer is time-dependent. The tap position may not be correct if the temporal correlation in stochastic generation and load is neglected. This also indicates that stochastic generation and load cannot be simply modeled by their probability distributions. Stochastic models that capture both the temporal correlation and the probability distribution are required in order to obtain accurate PLF results.
Chapter 4

Stochastic Optimization of Wind Turbine Power Factor

This chapter first presents the motivation of finding optimal WT power factors under the context of a short-range system planning, i.e. at the time scale of one year in this case. Then, it formulates the optimal WT power factor setting as a stochastic optimization problem. The procedures of the stochastic optimization are demonstrated using a modified 69-bus distribution network. In the end, the optimization results are provided and the corresponding economic benefits are evaluated regarding the optimal setting of the WT power factor.

4.1 Motivation

In order to fully utilize potential benefits and to minimize adverse impacts of WPG, many research efforts have been devoted to exploring the technical and economic contribution of wind power in power systems (Ackermann 2005). Due to their dispersed locations in distribution systems, WTs can be used to provide local reactive power consumption. This decreases the reactive power flow from the main grid and thus increases the active power transfer capacity of substation transformers. The reduced reactive power flow also brings down active and reactive power losses in distribution systems. The reduction of active power losses depletes the network operating costs without extra investment. Furthermore, the increase in transformer power transfer capacity may defer network expansion. All these benefits can be obtained by network operators if they have access to the power factor setting of the WTs. However, this is usually not the case if the network operators are not the owner of the WTs. On the other hand, the power factor setting of WTs are accessible to WT owners, although they may not be willing to change the setting unless there is an economic incentive to do so. In other words, WT owners may be motivated to change the power factor setting upon the request of network operators, if the network operators share the obtained economic benefits with WT owners. Thus, for the sake of mutual benefits, it is necessary to estimate the power losses in advance that may be reduced by the WT power factor setting and to quantify the corresponding economic benefits in the long run.

In order to evaluate such economic benefits, the capability of WTs to provide reactive power generation should be evaluated first. In other words, the power factors of WTs should be set at certain optimal values instead of at unity value in order to minimize power losses. Nevertheless, this optimal setting is strongly
affected by the WPG and the load demand in the network. As both WPG and load demand vary stochastically, a stochastic optimization is required to find the optimal setting that adapts to the stochastic behavior of the system power flow for a certain period. Such a stochastic optimization entails the stochastic models of WPG and load demand developed in Chapter 2.

4.2 Optimization formulation

This section illustrates the stochastic optimization algorithm used to design the power factor setting of WT}

Normally, grid-connected WTs are controlled to have a unity power factor. For fixed-speed WTs without power-electronic controllers, unity power factor is achieved by switching on/off capacitor banks. For variable-speed WTs with power-electronic controllers, unity power factor can be controlled by the grid-side voltage source converter. There are several reasons to set WT power factor to unity. First, a unity power factor minimizes current flow and thus converter losses. Second, active power transfer capacity is maximized with no reactive power flow through the converter. However, from the network’s perspective, WT power factor can be designed to minimize the power losses of the network. The reduced power losses lower the network operating cost for network operators.

However, system power losses vary due to the stochastic behavior, the seasonal variation, and the diurnal variation of WPG and load. Therefore, a stochastic optimization based on Monte Carlo simulation is adopted to minimize the overall system power losses. In order to account for the seasonal variation, the optimization process is divided into four main periods, which are a summer weekday, a summer-weekend day, a winter weekday and a winter-weekend day. To take into consideration the diurnal period, each period is further grouped into 24 hours. Therefore, for each of the four periods, the objective of the stochastic optimization is to minimize the expectation of the total active power losses of the network at hour $t$, $P'_L$, with respect to the power factor angle $\varphi'$ of the WTs:

$$\min E[P'_L(\varphi', P'_{WT}, P'_{D})], \quad \text{for } t = 1, 2, ..., 24,$$

(4.1)

where $E[ ]$ is to take the expectation of; $\varphi = [\varphi_1, \varphi_2, ..., \varphi_n]$ is the vector of WT power factor angle; $n$ is the total number of WTs; $P'_{WT}$ is the vector of active WPG at hour $t$; $P'_D$ is the vector of active load demand at hour $t$. The load power factor is assumed constant.
φ consists of n deterministic variables, while $P'_{WT}$ contains n stochastic variables and $P'_D$ contains d stochastic variables. As $P'_L$ is a function of $P'_{WT}$ and $P'_D$, $P'_L$ is also a stochastic variable. However, due to the non-Gaussian distribution of $P'_{WT}$ and the nonlinear loss function $P'_L(\cdot)$, it is not straightforward to evaluate the expectation of $P'_L$ analytically. Therefore, Monte Carlo simulations are adopted to evaluate the objective function (4.1). Such a Monte Carlo simulation calls for stochastic models that provide random samples of WPG and load demand.

The above objective function is subjected to the following four constraints:

\[ \varphi_{\min} \leq \varphi_i' \leq \varphi_{\max}, \quad \text{for } i = 1, 2, \ldots, n, \quad (4.2) \]

\[ P\left(V_j' > V_{\max}\right) \leq 2.5\%, \quad \text{for } j = 1, 2, \ldots, J, \quad (4.3) \]

\[ P\left(V_j' < V_{\min}\right) \leq 2.5\%, \quad \text{for } j = 1, 2, \ldots, J, \quad (4.4) \]

\[ P\left(I_k' > I_{k,\max}\right) \leq 5\%, \quad \text{for } k = 1, 2, \ldots, K. \quad (4.5) \]

where $P(\cdot)$ denotes the probability of; $J$ is the total number of buses and $K$ is the total number of branches. Equation (4.2) sets the lower ($\varphi_{\min}$) and upper ($\varphi_{\max}$) limits of WT power factor angle. Equation (4.3) specifies that the probability of overvoltage at bus $j$ at hour $t$ should be lower than 2.5%. Equation (4.4) specifies that the probability of undervoltage at bus $j$ at hour $t$ should be lower than 2.5%. Consequently, $V_j'$ is within the voltage limits at a probability of 95% or higher. Such probability constraints are in accordance with the requirements specified by the European Standard for Voltage Characteristics of Electricity Supplied by Public Distribution Systems (EN 50160 1999). Equation (4.5) states that the probability of overcurrent of branch $k$ at hour $t$ should be lower than 5%. In other words, $I_k'$ is lower than the current limit of that branch $I_{k,\max}$ at a probability of 95% or higher. The probability constraints of bus voltage and line current are further illustrated in Fig. 4.1.
The foregoing formulation based on (4.1)-(4.5) is a nonlinear constrained stochastic optimization problem. Therefore, a sequential quadratic programming implemented in the optimization toolbox of MATLAB (Mathworks 2009) is combined with the Monte Carlo simulation to find the optimal solution. For the sequential quadratic programming, each optimization iteration consists of three steps. The first step is to calculate the Hessian of the Lagrange function. The Hessian is approximated by the gradient of the Lagrange function at two points. Then, the second step is to form a quadratic programming subproblem and solve it for the search direction and Lagrange multipliers. The third step is to obtain a proper step size by minimizing a descent function. Based on the search direction and the step size, the design variables can be updated. These three steps are repeated until stopping criteria are reached. A detail procedure of the sequential quadratic programming is provided in (Arora 2004).

Fig. 4.2 shows the flow chart of the stochastic optimization algorithm for each of the four periods. The algorithm mainly consists of three parts: time series simulation, load flow calculation using Monte Carlo simulation, and nonlinear constrained optimization by sequential quadratic programming. The stop criteria of the optimization include first-order optimality measure (e.g. the gradient of the objective function) and maximum number of iterations (Mathworks 2009).
Fig. 4.2. Flow chart of the stochastic optimization algorithm for each of the four periods.
The optimization procedure is summarized as follows:

1) Simulate wind power and load time series using stochastic models and group the data into four periods with each period further grouped into 24 hours. For each period,

2) Initialize WT power factor $\phi^t$ at hour $t$,

3) For each group of the data and given $\phi^t$, perform Monte Carlo simulation of length N to obtain load flow results,

4) Evaluate the objective function and the probabilistic constraints based on the Monte Carlo simulation.

5) If the stop criteria are not reached, updates the WT power factor values $\phi^t$ by the sequential quadratic programming algorithm, and then go to step 3),

6) If any stop criterion is reached, terminate optimization at hour $t$. If $t$ is less than 24, $t = t + 1$ and go to step 2). Otherwise, output optimization results.

When one stop criterion is reached but not all the constraints are fulfilled, the optimization algorithm fails to find a feasible solution. In this case, several means may be used to solve the problem. One is to modify the stop criteria by increasing the maximum number of iterations. Another one is to relax one of the constraints, such as widening the range of power factor angle specified in (4.2).

4.3 System description

This section describes the distribution system and data that are used to demonstrate the stochastic optimization problem formulated in section 4.2 for the optimal setting of WT power factors.

4.3.1 Case network

The case network is modified on the basis of a 69-bus radial distribution system (Das 2006). The modification consists of adding one 33/11 kV substation transformer and five WTs to the distribution system. The configuration of the case network is shown in Fig. 4.3, with the network data provided in (Das 2006). The case network has 70 buses in total. The capacity of the substation transformer is 12 MVA. The transformer is tap-regulated, with the voltage magnitude at the low-voltage side controlled within $[1, 0.9833]$ p.u. There are in total 13 tap positions, with maximum six steps above and six steps below the tap reference position. One tap step adjusts voltage by 0.0167 p.u. The voltage limits of all buses are set to $\pm 7\%$ of the nominal value (11 kV), i.e. $V_{\text{max}} = 1.07$ p.u. and $V_{\text{min}} = 0.93$ p.u. The current limit of all lines is 157 A.
The network is divided into two areas. Area A consists of feeder F1 and F2 and area B consists of feeder F3 and F4. The two areas are located close to each other. Therefore, the cross-correlation of WPG between area A and area B is very strong.

![Fig. 4.3. The case network modified from the 69-bus distribution system (Das 2006).](image)

### 4.3.2 Wind power data

As shown in Fig. 4.3, there are in total five WTs connected to the network, with three WTs in area A (bus 5, 13 and 27) and two WTs in area B (bus 40 and 65). The WT connected at bus 5, 13, 40 and 65 has a capacity of 0.5 MW, while the WT connected at bus 27 is rated 0.8 MW. The WPG from the three WTs in area A is assumed to be fully correlated with each other. The full correlation is also assumed to the
WPG from the two WTs in area B. Due to the close geography of area A and area B, WPG in area A is strongly correlated with WPG in area B. Such a strong cross-correlation is simulated using the bivariate-LARIMA model presented in section 2.1.6. In order to account for the seasonal variations, the bivariate-LARIMA model is developed for the summer and winter period individually. The corresponding model parameters for the summer and winter period are summarized in 0. On the basis of the model, bivariate wind power time series are simulated for a length of five years (43800 data points) for Monte Carlo simulations. Fig. 4.4 (a) shows the simulated bivariate wind power time series for a period of two weeks.

Fig. 4.4. Simulated time series of two weeks: (a) wind power generation, (b) load.

### 4.3.3 Load data

Load is connected to all the buses from bus 2 to bus 69. The peak load data at each bus are given in (Das 2006). The total peak load of the network is \((2.90 + j1.99)\) MVA. Full correlation is assumed to the loads in area A and is also assumed to the loads in area B. However, the loads in area A are not fully cross-correlated with the loads in area B, although they are strongly cross-correlated. The strong cross-correlation of the load in area A and the load in area B are caused by the diurnal period of the load as well as the similar temperature in the two areas. The load model developed in section 2.2 is adopted for the simulation here. The model is based on an AR process and takes into account the seasonal variation, weekday/weekend and diurnal period of loads. Similarly, two load time series are simulated for a length
of five years for Monte Carlo simulations. Fig. 4.4 (b) shows the two simulated load time series for a period of two weeks. The power factors of the loads are assumed time-invariant as provided in (Das 2006).

4.4 Simulation results and discussions

This section first presents the simulation results of the stochastic optimization of WT power factor. Then, the economic benefits of the optimal power factor setting are evaluated.

4.4.1 Optimal wind turbine power factor setting

Many countries, such as Denmark, Germany and the UK, specify power factor or reactive power generation requirement for grid-connected WTs (UNIFLEX PM 2007). The requirement varies from one country to another. For example, in the Danish grid code for grid-connected WTs, reactive power generation is confined to a control band with respect to active power generation. In practice, a grid-connected WT needs to fulfill the specific requirement depending on the regulation of the country. In this paper, the minimum power factor of WT is set to 0.8 both in leading and lagging directions. In other words, the maximum power-factor angle $\phi_{\text{max}}$ is $37^0$ and the minimum power-factor angle $\phi_{\text{min}}$ is $-37^0$. Normally, power-electronic converters of WTs are usually over-rated at 130% of the rated power output. Consider that apparent power equals to $\sqrt{P^2 + Q^2} = P\sqrt{1 + \tan^2 \phi}$. Such a power factor requirement ensures that at the rated active power output, the maximum apparent power output ($1\sqrt{1 + \tan^2 \phi_{\text{max}}} = 125\%$) is within the converter rating.

Fig. 4.5 shows the optimal power factor angles of the WTs obtained from the stochastic optimization for a summer weekday, a summer weekend, a winter weekday and a winter weekend. All the power factor angles are positive, which indicates that the WTs generate reactive power. The power factor angles during a summer weekday are within $[11, 32]$ degree, while the power factor angles during the other three periods are within $[10, 24]$ degree. In addition, the power factor angles during a summer weekday fluctuate more frequently than during the other periods. This is caused by a relatively high wind power fluctuation in summer and a high load demand during weekdays. As shown in Fig. 4.5, it is also expected that the diurnal variation of load demand is reflected on the diurnal reactive power output of the WTs.

Fig. 4.6 shows the probability density function of the voltage at bus 27 over a year after the stochastic optimization. The mean value of the voltage is 0.99 p.u., and the standard deviation is around 2% of the
mean value. In this case, the maximum allowed voltage (1.07 p.u.) is not exceeded. However, there is a bulge on the probability density function around 1 p.u. This is caused by the tap changer of the substation transformer, which regulates the voltage at bus 70 within [0.983, 1] p.u. As the WT is connected at bus 27, the voltage at 27 is on average slightly higher than the voltage at bus 70.

![Optimal daily power factor angles of WT at bus 27: (a) summer weekday and weekend, (b) winter weekday and weekend.](image)

![Empirical probability density function of voltage at bus 27.](image)

Fig. 4.5. Optimal daily power factor angles of WT at bus 27: (a) summer weekday and weekend, (b) winter weekday and weekend.

Fig. 4.6. Empirical probability density function of voltage at bus 27.

Fig. 4.7 shows the average daily power losses of the network during a summer weekday (SD), a summer weekend (SE), a winter weekday (WD) and a winter weekend (WE). The network power losses with
WTs using unity power factor setting is shown on the first bin, and with WTs using optimal power factor setting shown on the second bin. The network power losses are lowered when using the optimal WT power factor setting. As compared to the case with unity power factor setting, the network losses are reduced by 10.4% during a summer weekday, 7.4% during a summer weekend, 16.7% during a winter weekday and 10.9% during a winter weekend. As a result, the annual power losses are reduced approximately by 13% from 248 MWh with unity power factor of WTs to 215 MWh with optimal power factor setting of WTs. The significance of this amount of loss reduction will be evaluated in the following subsection.

![Bar chart showing network average daily power losses during different periods with unity and optimal power factor settings](4.7)

**Fig. 4.7.** Network average daily power losses during a summer weekday (SD), summer weekend (SE), winter weekday (WD) and winter weekend (WE)

### 4.4.2 Economic benefits of optimal power factor setting

The loss reduction due to the optimal power factor setting of WTs may provide economic benefits to both network operators and WT owners. In order to evaluate such economic benefits compared to the total cost of the system, a cost assessment is carried out over a period of twenty years of operation. For such a long-range system planning, the total assessed cost should include initial fixed costs, annual fixed costs and annual variable costs (Willis, Scott 2000). The initial fixed costs consist of a 33/11 kV 12 MVA tap-changing transformer, building cost, 33 kV and 11 kV switchgears, Petersen coil, assembling, and cable cost (20 km, XLPE three-core 150mm²). Based on the price list provided by the local Danish DNO, these initial fixed costs are approximately 2.587 M€ in total. The annual fixed costs include the annual property tax, i.e. 3600 €, and annual maintenance and inspection cost, i.e. 6670 €. The above price values are provided by the Danish distribution network operator in Danish Krone (DKK) and are converted to € through the ratio of 7.50 DKK/€. The annual variable cost contains the electricity cost due to system power losses. Furthermore, system power losses may increase every year due to the annual load growth. According to the network operator, a typical annual load growth rate is 1.5% for a Danish distribution
system in North Jutland. Fig. 4.8 shows annual system power losses over twenty years with the 1.5% annual load growth rate. A fixed electricity price 70 €/MWh is used here to calculate the cost of power losses.

In order to evaluate the future money at the present value, present worth analysis is used. Present worth analysis is a method of measuring and comparing costs and savings that occur at different times on a consistent and equitable basis for decision-making (Willis, Scott 2000). The present worth analysis is based on the present worth factor $PW$, which represents the value of money one year from now in today’s terms (Willis, Scott 2000). Thus, the present worth value of $X$ euro $T$ years from now is:

$$X_{\text{present worth}} = X \cdot PW^T \quad (4.6)$$

For example, if $PW = 0.9$, then 100 € a year from now worth 90 € at present, but 100 € five years from now worth only 59.05 € at present. Thus, present worth factor discounts the value of future costs and savings versus present costs and savings. Such a discount may be caused by interest rate, inflation, earnings target, investment risk, planning error, etc. Assume a 5% interest rate, a 2% inflation rate, a 2% earnings target, a 1% investment risk and a 1% planning error, the total discount rate becomes 11%. As a result, the present worth factor is around 0.9 ($= 1 / (1+11\%)$). In the following analysis, this present worth factor of 0.9 is used.

Consequently, for the initial year, the total investment costs, including the initial fixed costs and the property tax of the initial year, are 2.590 M€ ($= 2.587 \text{ M€} + 0.0036 \text{ M€}$); the maintenance and inspection costs are 6670 €. The annual power loss costs with unity and optimal power factor setting of WTs are listed in Table 4.1. The network total cost is evaluated over twenty years and summarized in Table 4.1.
As shown in Table 4.1, the network total cost is 2.848 M€ when the unity power factor setting of the WTs is used. However, the network total cost is reduced to 2.824 M€ when the optimal power factor setting of the WTs is used. A total amount of 24000 € will be saved in this case. This saved money can be shared between the network operator and the WT owners.

<table>
<thead>
<tr>
<th>Study Year</th>
<th>Invest. &amp; Maint. Cost</th>
<th>Loss Cost</th>
<th>Annual Cost</th>
<th>Present Worth Factor</th>
<th>Discount Cost</th>
<th>Wind Energy (MWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2590</td>
<td>6.67</td>
<td>17.4</td>
<td>15.1</td>
<td>2614</td>
<td>2612</td>
</tr>
<tr>
<td>1</td>
<td>3.6</td>
<td>6.67</td>
<td>17.4</td>
<td>15.3</td>
<td>27.9</td>
<td>25.6</td>
</tr>
<tr>
<td>2</td>
<td>3.6</td>
<td>6.67</td>
<td>17.9</td>
<td>15.5</td>
<td>28.2</td>
<td>25.8</td>
</tr>
<tr>
<td>3</td>
<td>3.6</td>
<td>6.67</td>
<td>18.2</td>
<td>15.8</td>
<td>28.5</td>
<td>26.0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>19</td>
<td>3.6</td>
<td>6.67</td>
<td>25.1</td>
<td>21.4</td>
<td>35.4</td>
<td>31.6</td>
</tr>
<tr>
<td>Total</td>
<td>2658.4</td>
<td>133.4</td>
<td>415</td>
<td>356</td>
<td>3207</td>
<td>3148</td>
</tr>
</tbody>
</table>

Total wind energy transfer fee reduced is \((2848-2824) \times 10^3 \text{ €} / 77661 \text{ MWh} = 0.03 \text{ cents/kWh}\)

Assume that WT owners are rewarded with all the savings obtained (24000 €). This amount of money can be offered by network operators to WT owners in two forms. One is annual cash payment, which is 1200 € per year. Another one is to reduce the energy transfer fee that network operators charge WT owners. This requires the following calculation of the energy transfer fee for WT owners. During a year, the total wind energy generated is 8841 MWh (for the total WT capacity of 2.8 MW). According to (Willis, Scott 2000), the energy flow should also be discounted using the present worth factor. Therefore, as shown in Table 4.1, over a period of twenty years, the total wind energy generated is 77661 MWh. As a result, the energy transfer fee for WT owners is reduced by 0.03 cents/kWh \((= 24000 \text{ €} / 77661 \text{ MWh})\). Although this reduced energy transfer fee seems to be small, according to the local network operator, it actually can deplete the energy transfer fee by around 11% of what WT owners are paying at the moment.
(i.e. 0.28 cents/kWh). It is also worth mentioning that, for the above calculation, the optimal power factor setting is not updated every year even though the load grows annually. However, if the stochastic optimization is performed for every year considering annual load growth, a higher amount of annual system power losses can be achieved. Based on the above calculation, this will lead to a further reduction in total system costs and thus an even lower energy transfer fee for WT owners.

4.5 Summary

This chapter has proposed a stochastic optimization algorithm that provides optimal power factor settings of WTs for each hour of a day and for four types of days, i.e. a summer weekday, a summer-weekend day, a winter weekday and a winter-weekend day. As a result, a set of 96 power factor values is obtained for each of the WTs in the network. These power factor values considerably abate the system power losses under various combinations of WPG and load demand. In this case, an annual loss reduction of 13% is achieved. In light of the cost evaluation conducted, including the investment costs and operating costs of the network over a period of twenty years, the total costs are curtailed by 0.8%, which amounts to a saving of 24000 €. This amount of savings, if rewarded to the WT owners, may deplete the wind energy transfer fee by 11%. The developed stochastic optimization algorithm can be used as a basic tool by network operators to estimate power losses of their networks and to negotiate with WT owners to achieve a more economic operation of the system.
Chapter 5

Short-range distribution system planning

This chapter focuses on a short-range distribution system planning using measured time series data. First, the basic concept and process of a distribution system planning are introduced. Then, different scenarios for the distribution system planning are presented. Third, various simulation approaches for the system planning and evaluation methods for the simulation results are discussed. This is followed by a case study based on a distribution system at Stovring in North Jutland, Denmark.

5.1 Distribution system planning

Distribution system planning is a responsibility of distribution network operators to ensure that there is adequate substation capacity and feeder capacity to meet the load demand growth (Khator, Leung 1997). Distribution system planning can be divided into short-range planning and long-range planning, corresponding to the time scale of load forecasting (Gönen 1990). The main purpose of short-range planning is to make sure that the system can serve load while fulfilling all technical and environmental standards and criteria; whereas the aim of long-range planning is to make sure that the equipment and facilities purchased provide the lowest overall cost during their lifetime (Willis, Scott 2000). In other words, short-range planning aims at identifying problems and providing feasible solutions to the indentified problems in various lead times. The process of a short-range planning is shown in Fig. 5.1. The load forecast in the short-range planning refers to the forecast of annual peak load (Henault et al. 1970, Billinton, Huang 2008). In contrast, long-range planning assures that the decisions being made have the most lasting value.

Therefore, the time scale of a short-range planning normally varies from a few months to around five years, depending on the lead time required to implement the specific solution. For instance, it takes approximately one year to set up a DG rated between 1 and 10 MVA and five years to build a new primary distribution substation (Willis, Scott 2000). On the other hand, the time scale of a long-range planning may vary from 10 years to 30 years, depending on the life time of various equipment and facilities. For example, the life time of a WT is around 20 years. Furthermore, a long-range planning focuses on minimizing the overall cost accumulated along several short-range planning stages. Thus, it is usually formulated as multistage planning issues (Henault et al. 1970, Miranda, Ranito & Proenca 1994).
This chapter studies the short-range planning issue of a distribution system. A distribution system at Størving in North Jutland is used as a case network. The Størving system consists of fixed-speed WTs, a CHP plant and a mixed type of loads. Due to the stochastic behavior of WPG, CHP regulation and load, a probabilistic method is adopted for analyzing the system planning process using available generation and load time series data from the measurements. Different scenarios and corresponding feasible options are demonstrated when investigating the system in a 5-year lead time.

5.2 Planning approach

5.2.1 Simulation approach for system planning

In order to study DG in system planning, a variety of simulation approaches can be used to evaluate the DG performance with different levels of detail. These approaches fall into three categories: screening approach, duration curve approach and temporal simulation approach (Willis, Scott 2000). The screening approach uses annual maximum, minimum or average values for simulation studies. For example, the annual average value of the energy production of DG can be used to evaluate the cost of the DG over its lifetime. The duration curve approach, such as a wind power duration curve and a load duration curve, provides more details than the screening approach. For instance, a load duration curve provides the information of load level and the percentage of time that load level occurs in a year (Harrison et al. 2007).
A duration curve can be transformed to a cumulative distribution function curve. In other words, the duration curve approach is similar to a standard probability approach. Nevertheless, the duration curve approach ignores the time dependence of the load and DG output. Therefore, the temporal simulation approach needs to be employed if more detailed information of the load and DG is to be included. Temporal simulation usually requires hourly or one-minute time series data of load and DG output over a typical peak day or the entire year.

5.2.2 Evaluation method for simulation results

If the temporal simulation approach is employed for load flow analysis, the load flow results, e.g. voltage at a busbar, will be a set of time series values. This is because the simulation approach requires inputs of time series data of load and DG. The obtained time series results can be evaluated through either a deterministic analysis or a probabilistic analysis. The deterministic analysis normally considers the maximum power flow through a transformer or the maximum or minimum voltage at a bus bar, etc. The rest of the time series results will be discarded. On the other hand, the probabilistic analysis evaluates the whole time series results through probability theory. In this case, power flow through a transformer or voltage at a bus bar is treated as a random variable. For random variables, standard probability measures that can be used are probability density function and cumulative distribution function. Alternatively, quantile values taken from a cumulative distribution function curve at regular intervals can also be used. Simulation based confidence interval can be used to provide an uncertainty estimation of a random variable. For instance, a 95% simulated confidence interval is the interval between the 2.5% and 97.5% quantiles of a random variable. An example of a 95% confidence interval of random variable X is shown in Fig. 5.2.
5.3 Scenario analysis
A scenario analysis of a short-range planning is to propose feasible solutions based on identified capacity shortfalls and power quality standard violations. The following summarizes various system operating conditions and available options to solve the problems identified during the planning.

5.3.1 System operating conditions
The studied short-range planning process covers a five-year time span. According to the network operator, the annual demand growth rate at the Størvring area is around 1.5%. The considered cases during these five years are summarized as follows.

1) No component on outage
2) One substation transformer on outage
3) One cable or overhead line on outage
4) Substation circuit breaker open
5) Higher WT capacity

The above five system operating cases consist of the normal operating condition (1), the N−1 condition (2 and 3) and the lead-time modified system condition (4 and 5). Case 4 may also be an N−1 condition if the circuit breaker is opened unintentionally.
5.3.2 Options

If no problems are identified from the above operating conditions, the best option will be to do nothing. Otherwise, options to solve system capacity shortfalls, voltage limit and thermal limit violations should be conceived. For example, for the substation capacity shortfall, the transformer capacity may be upgraded. For the feeder capacity shortfall, according to the network operator, overhead line expansion is no longer considered an option as the local network operator finds it is too difficult to get permission from the government to install new overhead lines. Furthermore, the network operator is planning to replace existing overhead lines with underground cables so that line outage rate can be reduced in the case of storms. If the network is installed with power electronic based DG, both the active and reactive power output of the DG can be regulated to improve the system performance. Currently, in Denmark, the operational strategy of small CHP units is based on on/off control, which reflects the heat demand and electricity market price. It is suggested that a continuous control of CHP units may contribute to fulfilling the future demand growth. In summary, the potential options to solve the problems identified during the short-range planning are summarized as follows:

1) Substation transformer and/or cable expansion
2) Gas turbine based DG procurement
3) Demand side management
4) DG output control
5) Continuous operation of CHP units
6) Energy storage procurement, e.g. super capacitors
7) Reactive power compensation, e.g. capacitor or reactor
8) Network reconfiguration

5.4 Case study

This section first introduces the case network and the corresponding data set. Then, the system operating condition with one substation transformer on outage is chosen as a base case for planning studies. Two different solutions to system capacity shortfall are evaluated and compared both from a technical and an economic point of view. In the end, the impact of WPG on the frequency of transformer tap regulation is investigated.
5.4.1 Network and data set description
The case network is similar to the simplified 20 kV Støvring distribution system shown in Fig. 3.4, but with a more detailed network configuration as shown in Fig. 5.3. The network consists of ten primary feeders. The network data of the STKV and SØRP feeder are known. However, the network data of the other eight feeders are not available. The only data available are the aggregated load time series at each feeder. A detailed description of the data set is provided in section 3.2.2. In the following study, the network topology is assumed unchanged and the line outage rate is neglected.

Fig. 5.3. Network configuration of Støvring distribution system.

5.4.2 Planning with one transformer on outage
Both the basic and temporal simulation approaches are used to identify the system capacity shortfall and to provide corresponding options under the condition that transformer Trf2b is on outage. The results obtained by the two approaches are summarized and compared.

a) Screening approach
The screening approach uses extreme values of generation and load data. There are three combinations of these extreme values, i.e. maximum load with no generation (screening 1), maximum load with maximum generation (screening 2) and minimum load with maximum generation (screening 3). This
The approach is simple but may overestimate the severity of the system capacity shortfall, which will require unnecessary investment with high cost. It is demonstrated later that the screening approach may ignore certain potential options and lead to a wrong decision-making.

Based on the screening approach, the loadings of the transformer Trf2a under three different extreme cases are summarized in Table 5.1. The maximum generation is 9 MW for CHP and 2 MW for WPG. The maximum load is $(22.29 + j7.61)$ MVA and the minimum load is $(0.62 + j0.10)$ MVA. As shown in Table 5.1, it is identified that transformer Trf2a will be overloaded in both power flow directions if no actions are taken. No line thermal violation or voltage violation is detected. One solution is to add a new transformer. According to the load flow analysis, an extra transformer capacity of at least 20 MVA is needed in order to keep its loading below 100%. Another potential solution is to use a gas turbine as DG. In this case, the total capacity of the gas turbine should reach at least 18 MW. However, under the condition of minimum load with maximum generation, the gas turbine cannot reduce the reverse power flow overloading of the substation transformer. In this case, the gas turbine based DG may be rejected by the decision maker.

<table>
<thead>
<tr>
<th>Transformer Loading</th>
<th>Options</th>
<th>Do nothing</th>
<th>Transformer expansion (+20MVA)</th>
<th>Gas turbine based DG (+18 MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening 1</td>
<td>max. load &amp; no generation</td>
<td>273.1%</td>
<td>91.0%</td>
<td>96.7%</td>
</tr>
<tr>
<td>Screening 2</td>
<td>max. load &amp; max. generation</td>
<td>163.1%</td>
<td>54.3%</td>
<td>98.0%</td>
</tr>
<tr>
<td>Screening 3</td>
<td>min. load &amp; max. generation</td>
<td>−117.3%</td>
<td>−39.1%</td>
<td>−117.3%</td>
</tr>
</tbody>
</table>

Note: ‘−’ indicates reverse power flow through transformer

**b) Temporal simulation approach**

When performing temporal simulation, however, a more detailed loading condition of the transformer Trf2a can be obtained.

**Do nothing**

If no actions are taken, the cumulative distribution function s of the loading of transformer Trf2a are shown in Fig. 5.4 (a). It is observed that the transformer overloading occurs only during weekdays, and that the maximum overloading is less than 140%. This is much lower than the results shown in Table 5.1, i.e. 273.1% under maximum load with no generation. It is also worth mentioning that no overloading
occurs for the reverse power flow situation. More details can be observed from the daily loading curve. Fig. 5.4 (b) shows the daily mean value and 95% confidence interval (2.5% and 97.5% quantile) curves of the transformer loading in a summer weekday, while Fig. 5.4 (c) shows similar results in a winter weekday. From these daily loading curves, it is further discovered that the overloading occurs only at 8 a.m. in summer weekdays and between 7 a.m. and 12 a.m. in winter weekdays. This information is particularly important for the network operators in decision-making. However, it was not observed when using the screening approach with extreme values as discussed in the previous subsection.

Fig. 5.4. Loading of transformer Trf2a: (a) cumulative distribution function curves, (b) daily mean value and 95% confidence interval in summer weekday, and (c) daily mean value and 95% confidence interval in winter weekday.
Transformer expansion

According to the temporal simulation of load flow calculation, an extra transformer capacity of only 6 MVA is needed in order to solve the transformer overloading problem. This is much lower than the required capacity of 20 MVA from the screening approach. Fig. 5.5 shows the corresponding daily mean value and 95% confidence interval curves in a summer and winter weekday after an extra 6 MVA transformer is included. As shown in Fig. 5.5, the loading at each hour of a day is reduced below 100%.

![Daily Quantile Curves of Trf2a (summer weekday)](image1)

![Daily Quantile Curves of Trf2a (winter weekday)](image2)

Fig. 5.5. Daily mean value and 95% confidence interval of the loading of transformer Trf2a with transformer expansion of 6 MVA: (a) summer weekday, and (b) winter weekday.

Gas turbine based DG

An alternative to transformer expansion is to procure a gas turbine as DG. The operation of the gas turbine can be flexible. The gas turbine can be turned on when the transformer overloading occurs and turned off when the system loading is low.

Based on the results of temporal simulation, a gas turbine with a capacity of 4 MW is sufficient to solve the transformer overloading problem; whereas a capacity of 18 MW is required according to the screening approach. In the simulation, it is assumed that the gas turbine operates at the unity power factor. Furthermore, the gas turbine is required to be turned on only between 7 a.m. and 12 a.m. in a
summer and winter weekday and can be turned off for the rest of the time. This is adequate as transformer overloading occurs only at those hours as shown in Fig. 5.4.

The gas turbine should be connected to the location selected by the network operator based on a network with all the feeder configurations. In this case, the gas turbine is directly connected to the low voltage side of the substation bus bar to simulate its power contribution. Fig. 5.6 presents the corresponding daily mean value and 95% confidence interval curves of the transformer loading in a summer and winter weekday after the gas turbine is included. The transformer loading between 7 a.m. and 12 a.m. is reduced below 100% due to the operation of the gas turbine; whereas the loadings during the remaining hours remain unchanged. This is the main difference in operation between the option of substation transformer expansion and the procurement of a gas turbine. The flexibility of operation could provide an incentive for the network operator to consider the option of procuring gas turbine. A more detailed cost evaluation of the two options should be conducted to make the final decision.

![Daily Quantile Curves of Trf2a (summer weekday)](image1)

![Daily Quantile Curves of Trf2a (winter weekday)](image2)

**Fig. 5.6.** Daily mean value and 95% confidence interval of the loading of transformer Trf2a with 4 MW gas turbine based DG turned on between 7 a.m. and 12 a.m.: (a) summer weekday, and (b) winter weekday.
5.4.3 Cost analysis of a gas turbine

In order to assess the cost effectiveness of purchasing a gas turbine, a cost evaluation of the gas turbine over its life time (20 years) is provided. The cost analysis should include the initial fixed cost $C_{IF}$, initial variable cost $C_{IV}$, annual fixed cost $C_{AF}$ and annual variable cost $C_{AV}$ (Willis, Scott 2000).

Based on the price lists provided in (Willis, Scott 2000), the cost of a gas turbine itself is $431.1/kW. Using the currency exchange ratio of 1.5$/€, the value is converted to €287.4/kW. As the 4 MW gas turbine is on for six hours between 7 a.m. and 12 a.m. during a weekday, this amounts to a total 1564 hours operation per year. Thus, the total energy production is 6256 MWh per year. The following summarizes the four cost components: $C_{IF}$, $C_{IV}$, $C_{AF}$, and $C_{AV}$. All the prices are based on the information provided in (Willis, Scott 2000).

1) The initial fixed cost $C_{IF}$ consists of the cost of the gas turbine itself, site preparation, protection, backup tank, etc. For a 4 MW gas turbine, the cost of the turbine itself $C_{GT}$ is €1,149,600. The rest of the initial fixed cost $C_{RIF}$ amounts to €86,267. In total, the initial fixed cost is:

$$C_{IF} = C_{GT} + C_{RIF} = €1,235,867.$$ 

2) The initial variable cost is the fee for emissions permit for more than 1001 h/year operation, i.e. €2,133. Thus, the initial variable cost is:

$$C_{IV} = €2,133.$$ 

3) The annual fixed cost contains both the property tax $C_{tax}$, i.e. €2,316, and the annual mechanical & electrical inspection $C_{insp}$, i.e. €913. Thus, the annual fixed cost is:

$$C_{AF} = C_{tax} + C_{insp} = €3,229.$$ 

4) The annual variable cost is comprised of maintenance and fuel cost. The maintenance cost is 0.2 cents/kWh and the fuel cost is 2.44 cents/kWh. For 1564 hours per year operation at 4 MW output, the annual maintenance cost $C_{maint} = €12,512$ and the annual fuel cost $C_{fuel} = €152,646$. Thus, the annual variable cost is:

$$C_{AV} = C_{maint} + C_{fuel} = €165,158.$$ 

Table 5.2 summarizes the twenty-year cost evaluation of the gas turbine. For the initial year (year 0), the unit & site cost $C_{u&s} = C_{IF} + C_{IV} + C_{tax} = €1,240,316$; the maintenance and inspection cost $C_{m&i} = C_{maint} + C_{insp} = €13,425$. A present worth (PW) factor of 0.9 is used to evaluate the future money at the present value (Willis, Scott 2000). The spot market price in west Denmark in 2007 is used here to calculate the revenue of selling electricity gained by the network operator (Energinet.dk 2009). As the gas turbine is only turned on between 7 a.m. and 12 a.m during a weekday, only the spot price during this period is used for the calculation.
As shown in Table 5.2, the total discounted cost over twenty years is around €2,717,145 and the total discounted energy production is around 54,964 MWh. Dividing the discounted cost by the discounted energy gives an evaluated cost of 4.944 euro cents/kWh for the gas turbine. The total discounted revenue gained by selling electricity is €2,341,047, which is lower than the total discounted cost €2,717,145. Thus, the net PW cost of using a gas turbine is €376,098. It is worth mentioning that the revenue considered here does not include the potential network loss reduction due to the use of the gas turbine. On the other hand, buying a 6 MW transformer itself will require an initial cost of around €400,000, not to mention other additional cost such as transportation and installation. Therefore, from the perspective of the long-term cost over twenty years, buying a gas turbine requires less cost than buying a transformer in order to solve the substation capacity shortfall problem.

<table>
<thead>
<tr>
<th>Study Year</th>
<th>Unit &amp; Site</th>
<th>Maint. &amp; Insp.</th>
<th>Fuel Cost</th>
<th>Annual Cost</th>
<th>PW Factor</th>
<th>Disc. Cost</th>
<th>Disc. MWh Production</th>
<th>Disc. Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1,240,316</td>
<td>13,425</td>
<td>152,646</td>
<td>1,406,387</td>
<td>1.000</td>
<td>1,406,387</td>
<td>6,256</td>
<td>266,506</td>
</tr>
<tr>
<td>1</td>
<td>2,316</td>
<td>13,425</td>
<td>152,646</td>
<td>168,387</td>
<td>0.900</td>
<td>151,548</td>
<td>5,630</td>
<td>239,855</td>
</tr>
<tr>
<td>2</td>
<td>2,316</td>
<td>13,425</td>
<td>152,646</td>
<td>168,387</td>
<td>0.810</td>
<td>136,393</td>
<td>5,067</td>
<td>215,869</td>
</tr>
<tr>
<td>3</td>
<td>2,316</td>
<td>13,425</td>
<td>152,646</td>
<td>168,387</td>
<td>0.729</td>
<td>122,754</td>
<td>4,561</td>
<td>194,283</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>19</td>
<td>2,316</td>
<td>13,425</td>
<td>152,646</td>
<td>168,387</td>
<td>0.135</td>
<td>22,747</td>
<td>845</td>
<td>36,001</td>
</tr>
<tr>
<td>Total</td>
<td>4,605,740</td>
<td></td>
<td></td>
<td>2,717,145</td>
<td></td>
<td>54,954</td>
<td>2,341,047</td>
<td></td>
</tr>
</tbody>
</table>

Evaluated cost of a gas turbine = 2,717,145 / 54,954 = 4.944 cents/kWh
Net PW cost of using gas turbine = €2,717,145 - €2,341,047 = €376,098

5.4.4 Higher Wind Power Integration

The criterion from the local network operator for connecting WTs is that the maximum voltage increment at the connection point should not exceed 1% under no load condition. By obeying this criterion, based on the screening approach, the maximum WT capacity at SØRP feeder can be increased from 1.8 MW to 3.6 MW with the voltage increment of 0.9%. In addition, an extra 7.2 MW can be connected to the HJOR and FLØE feeder. In total, the WT capacity is increased to 10.8 MW, which is six times higher than the
existing WT capacity. With the extra amount of wind power integration, no capacity shortfalls or thermal and voltage limits violation are detected.

The local network operator is concerned that the higher wind power integration, due to its fluctuating power, may increase the frequency of the transformer tap adjustment at the substation. This will aggravate the mechanical stress of the tap and increase the need of maintenance of the transformer. In order to evaluate the frequency of tap regulation, temporal simulation of load flow calculation is also carried out. Fig. 5.7 shows the daily tap position of transformer Trf2a in a winter weekday before and after the WT capacity is increased by six times. The legend 1, 2 and 3 indicates the tap steps above the reference position. It is observed that the tap position 2 and 3 between 6 a.m. and 12 p.m. is reduced due to higher wind power integration. Although not shown here, the results also indicate that the higher WT capacity does not increase the frequency of the tap regulation. This may be due to a positive correlation between the wind power generation and load demand.

![Tap Position of Trf2a (winter weekday)](image)

5.5 Summary

This chapter analyzes four scenarios for a five-year-ahead distribution system planning using measured time series data. It is demonstrated that the temporal simulation approach using time series data and the
probabilistic analysis using probability density function, cumulative distribution function and 95% confidence interval provides much more accurate and insightful information than the screening approach with the deterministic analysis. An example of procuring a gas turbine as an alternative to the transformer expansion is presented. The flexible operation time of the gas turbine provides a good incentive for the distribution network operator to consider it as a feasible option before the decision-making. The cost analysis of a gas turbine provides further economic incentive for the distribution network operators to choose gas turbine as an alternative to transformer expansion. Finally, it is illustrated that higher wind power integration contributes to the reduction of the frequency of transformer tap adjustment.
Chapter 6

Optimal Cable Selection for Medium Voltage Wind Energy Network

This chapter presents the optimal cable design for a medium voltage wind energy network. First, the approximate formulas for voltage rise and power losses are studied. Then, economical loading range and load reach are introduced to determine the optimal cable conductor size. In the end, the Götene 20 kV wind energy network is used as an example to demonstrate the optimal cable sizing for the network.

6.1 Voltage rise and power losses

Fig. 2.1 shows a π-model of an AC cable that transmits wind power to the grid. In order to calculate voltage rise and power losses in the cable, the standard Newton-Raphson algorithm can be used.

However, the computation time may become a concern if thousands of such load flow calculations are performed. To address this, approximate but fast calculations can be used as long as the accuracy is within an acceptable range. The following derives the approximate equations for calculating the voltage rise and power losses of a cable and evaluates the corresponding error that occurs.

The voltage at the wind power side $V_2$ can be calculated by

$$V_2 = V_1 - (a + jb),$$

where

$$a = \frac{1}{V_2} \left[ RP_2 + X \left( Q_2 + |V_2|^2 B/2 \right) \right],$$

$$b = \frac{1}{V_2} \left( P_2 + Q_2 V_2 \right).$$
\[ b = \frac{1}{V_2^2} \left[ XP_2 - R \left( Q_2 + |V_2|^2 B/2 \right) \right]. \quad (6.3) \]

For per unit calculation, \(|V_1| = 1\). Assuming \(|V_2| \approx 1\) p.u. in (6.2) leads to

\[ a \approx RP_2 + X \left( Q_2 + B/2 \right). \quad (6.4) \]

As \(b\) in p.u. is normally close to zero, the voltage magnitude at the wind power side \(|V_2|\) can be approximated by

\[ |V_2| = \sqrt{|V_1|^2 - b^2} + a \approx |V_1| + a. \quad (6.5) \]

Thus, the voltage rise \(\Delta V\) in p.u. is approximated by

\[ \Delta V = |V_2| - |V_1| \approx a \approx RP_2 + X \left( Q_2 + B/2 \right), \quad (6.6) \]

and the current magnitude \(|I|\) is calculated by

\[ |I| = \frac{\sqrt{P_2^2 + \left( Q_2 + |V_2|^2 B/2 \right)^2}}{|V_2|}. \quad (6.7) \]

Accordingly, the active power losses can be calculated by

\[ \Delta P = |I|^2 R = \frac{P_2^2 + \left( Q_2 + |V_2|^2 B/2 \right)^2}{|V_2|^2} R, \quad (6.8) \]

and the reactive power losses are
The results obtained by using the approximated voltage formula (6.5) and the active power losses formula (6.8) are compared to the results obtained by the standard Newton-Raphson algorithm. The error is calculated by

\[
\text{Error} = \frac{\text{Approximated value} - \text{Exact value}}{\text{Exact value}} \times 100, \quad (6.10)
\]

where the exact value refers to the one obtained by the Newton-Raphson algorithm with a maximum tolerated error of 1e-6.

Fig. 6.2 shows the errors of the results obtained from the approximated formulas for different wind power injection \(P_2\) and \(Q_2\) (or the power factor angle). The active wind power ranges from 0 to 10 MW and the power factor ranges from 0.64 (for power factor angle of 50°) to 1 in both lagging and leading directions. The test cable is a three-core XLPE cable with a conductor size of 120 mm\(^2\). The impedance of the cable is \(R = 3.2207 \, \Omega\), \(X = 1.0367 \, \Omega\), and the shunt susceptance \(B = 7.5398 \times 10^{-4} \, \text{S}\).

As shown in Fig. 6.2, the errors are minimum when the WT's absorb reactive power. This is reasonable as it reduces reactive power flow in the cable and thus keeps the voltage at the wind power terminal \(|V_2|\) close to 1 p.u. However, the voltage is overestimated as the power factor angle increases. This is mainly caused by neglecting \(b\) in (6.3) and the approximation of \(a\) in (6.4). According to (6.8), the overestimation of the voltage leads to an underestimation of the active power losses as shown in Fig. 6.2 (c) and (d). Furthermore, as shown in Fig. 6.2 (b) and (d), when the cable length increases to 10 km, the maximum error in voltage increases to around 1.1%. This occurs when the active power is 10 MW and the power factor angle is 50°. This amount of error is not acceptable if the maximum error allowed in voltage is 0.5%. In this case, the standard Newton-Raphson algorithm should be used. The error in power losses is due to the error in voltage and the absolute error in power losses reaches maximum when the error in voltage reaches maximum.

Similar results are obtained for single-core XLPE cables in both flat and trefoil formation. In general, for a certain type of cable, as the conductor size increases, the corresponding error decreases. In summary, if
the WT capacity is lower than 7 MW or if the WT power factor is around 1, the approximated formulas (6.5)-(6.9) can be used for a cable length up to 10 km.

The loss calculation in (6.8) includes only conductor losses of the cable. According to (IEC-60287-1-1 2001), the total losses of a cable include conductor losses, sheath losses, armour losses, and dielectric losses. The total losses are calculated by

$$P_{\text{loss}} = \Delta P (1 + \gamma_1 + \gamma_2) + W_d$$

(6.11)

where $\gamma_1$ is the ratio of sheath loss to resistive losses; $\gamma_2$ is the ratio of armour loss to resistive losses; the dielectric loss $W_d$ is
\[ W_d = B |V_1|^2 \tan \delta \]  

(6.12)

where \( \tan \delta \) is the loss factor of the insulation. All these four loss elements in (6.11) should be accounted for when evaluating the total losses for a cable.

### 6.2 Cable sizing based on lowest total cost

Power losses of a cable are influenced by both the conductor size and the loading of the cable. A thicker cable induces less power losses and may cost less than a thinner cable over twenty years of operation, even though the thinner cable has a lower investment cost per km. The overall cost of a cable, however, also depends on the loading of the cable. In other words, for a certain loading range, cable A may be cheaper than cable B; for another loading range, it may be the other way around. The loading range in which a particular conductor offers lower cost than any other available conductors is called the economical loading range of the cable (Willis 1997).

The following example illustrates the economical loading ranges of two three-core cables with conductor sizes of 120 mm\(^2\) and 150 mm\(^2\), respectively. The impedance, current rating and cost of various types of XLPE cable can be found in (ABB 2006). The total present worth cost of a cable is calculated by

\[ C_{\text{cable}} = L \times C_{\text{inv}} + C_{\text{loss}} \]  

(6.13)

where \( L \) is the length of the cable, \( C_{\text{inv}} \) is the investment cost of the cable per km, and

\[ C_{\text{loss}} = P_{\text{loss}} \times \alpha \times \frac{1 - PW^T}{1 - PW} \]  

(6.14)

where \( P_{\text{loss}} \) is the annual power losses of the cable calculated according to (6.11); \( \alpha \) is the electricity price for the power losses; \( T \) is the number of evaluation years; \( PW \) is the present worth factor, which is used to evaluate the future money at the present value (Willis 1997). In this case, \( L = 1 \) km, \( \alpha = 70 \) €/MWh, \( PW = 0.9 \) and \( T = 20 \) years. As wind power is fluctuating throughout a year, the hourly wind power measurement from an 850 kW WT in Jung (Sweden) is used to calculate the power losses of the cable. Fig. 6.3 shows the measured wind power time series in 2007. The wind power generated from a WT is
scaled up by the capacity of the WT. According to (Zhao 2006), the losses in a wind turbine system include gear box losses (if any), mechanical losses, generator losses, back-to-back converter losses (if any) and step-up transformer losses. In this case, a total loss of 5\% of the generated wind power is assumed. Consequently, the actual wind power injected to the cable is de-rated to 95\%.

![Fig. 6.3. Hourly measured wind power time series from an 850 kW wind turbine in 2007.](image)

Fig. 6.4 shows the total present worth cost of a 120 mm$^2$ and a 150 mm$^2$ three-core cable with different WT capacities. The total present worth cost of the 120 mm$^2$ cable is lower when the WT capacity is below 4.9 MW; whereas the total present worth cost of the 150 mm$^2$ cable becomes lower when the WT capacity is higher than 4.9 MW. This is because of the lower cable losses on the thicker cable.

![Fig. 6.4. Total present worth cost of a 120 mm$^2$ and a 150 mm$^2$ three-core cable with different WT capacities.](image)

Fig. 6.5 shows the total present worth cost of three-core cables with the conductor sizes of 120 mm$^2$, 150 mm$^2$, 185 mm$^2$ and 240 mm$^2$. The figure further shows that the economical loading range of the 150 mm$^2$ cable is only between 4.9 MW and 5.6 MW. Instead, the 185 mm$^2$ cable becomes the cheapest choice when the WT capacity is between 5.6 MW and 7.3 MW, and the 240 mm$^2$ cable is the most economical one when the WT capacity is higher than 7.3 MW. As a result, each conductor size has its own loading range that gives the lowest cost.
Fig. 6.5. Total present worth cost of three-core cables (120 mm², 150 mm², 185 mm² and 240 mm²) with different WT capacities.

However, these loading ranges may be affected by the choice of cable length, evaluation period, \( PW \) factor and electricity price. In order to study and understand these effects, Fig. 6.6 presents the economical loading ranges of three-core cables for six different cases. The results are based on the calculations according to the approximate equations derived in section 6.1.

Fig. 6.6. Economical loading ranges of 20 kV three-core cables for six different cases.

Case 1 is the base case, corresponding to the result shown in Fig. 6.5. The 240 mm² cable has the thermal rating of 13.3 MW. Thus, the loading range is shown between 0 and 13.3 MW. Case 2 indicates that the economical loading ranges of the four conductor sizes remain relatively unchanged even though the cable
length increases from 1 km to 10 km. According to (6.13), the total costs of the cables are shifted upward by around 10 times when the cable length is ten times longer. This keeps the economical loading range unchanged or slightly shifted to the right. This is an important observation as the economical loading range is relatively independent of the cable length. In Case 3, the evaluation period of the cable cost is reduced to 10 years. The breakpoints of the four economical loading ranges are moved slightly to the right. However, the change as compared to Case 1 is not as significant as one might expect. This is because according to (6.14), the present worth of the power losses drops by only 26% when the evaluation period is reduced from 20 years to 10 years. In other words, 74% of the present worth of the power losses occur during the first decade. Thus, a short evaluation period does not affect the total present worth cost of power losses to a large extent. In Case 4, the $PW$ factor is reduced to 0.8. A reduced $PW$ factor indicates a higher discount rate for further power losses. As a result, the present worth of the power losses over 20 years drops by around 44%. This explains why the breakpoints of the four economical loading ranges are moved further to the right. Thus, it is important to estimate the $PW$ factor accurately for a specific case study. In case 5, the electricity price is reduced by half, i.e. 35 €/MWh. This results in a 50% reduction of the cost of power losses as compared to Case 1. Thus, the breakpoints move to the right even further. The influence of electricity price can be very significant. Case 6 investigates how the economical loading range changes if the WT capacity increases by 20% after four years of cable operation. The increase in WT capacity raises the amount of future losses. Consequently, as compared to Case 1, the breakpoints of the economical loading ranges move to the left instead.

Table 6.1 summarizes the economical loading ranges of single-core cables with trefoil formation and flat formation. The trefoil formation has the same economical loading ranges as the flat formation except the one for the 1000 mm$^2$ conductor size. They are the same because of the identical resistance and price of the cable per km for the same conductor size. Although the inductance of the flat formation is around 1.6 times the value of the trefoil formation, this has very little impact on the active power losses according to (6.6)-(6.8). The difference for the 1000 mm$^2$ conductor size is because the flat formation has a higher current rating than the trefoil formation in general.
Table 6.1
Economical loading ranges (MW) of 20 kV single-core cables with trefoil and flat formation

<table>
<thead>
<tr>
<th>Line conductor size (mm²)</th>
<th>low</th>
<th>high</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>0</td>
<td>4.9</td>
</tr>
<tr>
<td>150</td>
<td>4.9</td>
<td>5.6</td>
</tr>
<tr>
<td>185</td>
<td>5.6</td>
<td>7.3</td>
</tr>
<tr>
<td>240</td>
<td>7.3</td>
<td>9.6</td>
</tr>
<tr>
<td>300</td>
<td>9.6</td>
<td>13.1</td>
</tr>
<tr>
<td>400</td>
<td>13.1</td>
<td>14.8</td>
</tr>
<tr>
<td>500</td>
<td>14.8</td>
<td>21.9</td>
</tr>
<tr>
<td>800</td>
<td>21.9</td>
<td>31.7</td>
</tr>
<tr>
<td>1000</td>
<td>31.7</td>
<td>40.5 (trefoil)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44.5 (flat)</td>
</tr>
</tbody>
</table>

6.3 Load reach

Economic loading range determines cable sizes on the basis of total cable costs, which depend on the power losses of each cable. However, in addition to power losses, voltage rise is another important factor for deciding whether or not a cable is suitable for transporting a certain amount of wind power to the grid over a long distance. The amount of voltage rise per km can be approximated by (6.6). Voltage rise of a cable at a given loading condition increases almost proportionally to the cable length. The cable reaches its maximum length when the voltage rises to the limits stipulated by technical standards (EN 50160 1999). This maximum length is referred to as the load reach of the cable. Formally, the load reach of a cable is defined as the maximum distance that the cable can transmit power before encountering engineering criteria, such as voltage limits (Willis 1997). For example, if the voltage limits are set to ±6%, and a cable has a 2% voltage drop per km at a given loading, then the load reach of the cable is 3 km. Mathematically, the load reach $L^*$ is defined as (Willis 1997)

$$L^* = \frac{\Delta V_{\text{max}}}{\Delta V(P)}$$  \hspace{1cm} (6.15)
where $\Delta V_{\text{max}}$ is the stipulated voltage limit; $\Delta V$ is the voltage drop per km expressed by (6.6), and is a function of the cable loading $P$. In this case, the unity power factor of WTs is assumed.

Furthermore, the load reach of a cable is called the economical load reach if the cable is loaded at the maximum value of its economical loading range indicated in Fig. 6.6. Table 6.2 summarizes the economical load reach of the four three-core XLPE cables at the 20 kV voltage level. The results are obtained on the basis of the economical loading ranges under the condition of Case 1. In practice, the ideal feeder length laid out is the economic load reach. For instance, as shown in Table 6.2, the economical load reach of the 240 mm$^2$ cable is 11.3 km. If the cable length is longer than 11.3 km, then the maximum loading of the cable must be reduced below its thermal limit (13.3 MW in this case) in order not to exceed the voltage limit. As a result, the cable capacity is not fully utilized. On the other hand, if the cable length is shorter than 11.3 km, the cable has a certain amount of ‘unused’ voltage rise even the cable is loaded at its thermal limit. Thus, the ideal cable length is the economical load reach of the cable.

<table>
<thead>
<tr>
<th>Conductor size (mm$^2$)</th>
<th>Maximum loading (MW)</th>
<th>Maximum economical loading (MW)</th>
<th>Voltage rise per km (%)</th>
<th>Economical load reach (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>9.2</td>
<td>4.9</td>
<td>0.39</td>
<td>15.2</td>
</tr>
<tr>
<td>150</td>
<td>10.2</td>
<td>5.6</td>
<td>0.37</td>
<td>16.3</td>
</tr>
<tr>
<td>185</td>
<td>11.6</td>
<td>7.3</td>
<td>0.38</td>
<td>15.7</td>
</tr>
<tr>
<td>240</td>
<td>13.3</td>
<td>13.3</td>
<td>0.53</td>
<td>11.3</td>
</tr>
</tbody>
</table>

The economical load reach calculation in (6.15) is an approximate calculation based on the voltage rise per km. In general, the load reach of three-core cables at any loading can be obtained accurately through a standard optimal power flow algorithm. The objective function of the optimal power flow is to maximize the cable length at a given loading until the maximum voltage limit is reached. The load reach of the four three-core cables are shown in Fig. 6.7 (a) as a function of active power loading. Each curve has two parts corresponding to voltage limit and current limit. It is observed that the load reach (constrained by voltage limit) shortens exponentially as the loading increases. This is because of the inverse relation between load reach and active power as indicated in (6.15). The part constrained by
current limit is not a vertical line but with a positive slope. This can be explained by the use of current rating instead of power rating, which increases slightly as the voltage increases. The exact economical load reach can be found in the curve at the corresponding maximum economical loading of the conductor. The results are very close to the values shown in Table 6.2, with approximately 5% difference.

Fig. 6.7 (b) shows the load reach of 240 mm² cables of three different types: three-core, single-core trefoil formation and single-core flat. The three cable types have very similar load reach when the loading is higher than 4 MW. However, the single-core cable with flat formation has the highest current limit, which is around 6% higher than the single-core cable with trefoil formation and 14% higher than the three-core cable. Fig. 6.7 is very useful for finding the load reach (and the economical load reach) of a cable at a given loading condition and for determining the maximum loading at a given load reach without violating the voltage limit and current limit requirements.

Fig. 6.7. Load reach of 20 kV XLPE cables at the voltage limit of 6%: (a) three-core, (b) 240 mm²

The load reach and economical loading range of a cable seems to be independent of each other. However, the load reach affects the determination of the economical loading range of a cable. This can be illustrated through Fig. 6.8, which shows the voltage rise per km of the four 20 kV three-core cables as a function of loading. The economical loading ranges for the cables are marked by the thicker part of each
line in the figure. Assume that a cable length of 17 km is required. For a 6% voltage limit, a maximum 0.35% voltage rise per km is allowed. If the WT has the capacity of 7 MW, according to the economical loading ranges shown in Fig. 6.8, the 185 mm$^2$ cable should be selected. However, in this case, the voltage rise per km is 0.37% and will lead to a voltage rise of 6.3% at the end of the cable. This is not allowed as it violates the voltage limit requirement. Consequently, the economical loading ranges should be updated to the one shown in Fig. 6.9. In this case, the 240 mm$^2$ cable should be selected instead. It is noted that only around 53% (= 7/13.3) of the thermal capacity of the 240 mm$^2$ cable is utilized. If considering that WPG is normally lower than 7 MW during a year, the planner may still choose the 185 mm$^2$ cable instead of the 240 mm$^2$ cable and limit the loading below 6.7 MW. This implies that a certain amount of wind energy needs to be curtailed during a year.

In summary, the following procedure is used to determine the optimal conductor size of cables:

1) Select all types and conductor sizes of cables that are available,
2) Determine the evaluation period, present worth factor and price per MWh power losses,
3) Calculate annual cable losses based on time series data of wind power,
4) Obtain economical loading ranges of all the cables based on the overall cost of each cable,
5) Derive load reach curves based on the voltage limits and current limits requirement,
6) Update the economical loading ranges based on the load reach curves,
7) Determine the optimal cable type and size according to the updated economical loading ranges and calculate corresponding overall costs.

![Fig. 6.8. Voltage rise per km of the four 20 kV three-core cables as a function of loading.](image-url)
6.4 Götene 20 kV wind energy network

This section provides two examples of optimal cable sizing for a 20 kV wind energy network according to the procedure described above. The two examples have two different total WT capacities. The effect of WT capacity factor on the optimal cable sizing is investigated in the end.

6.4.1 Low wind turbine capacity

Fig. 6.10 shows the configuration of the 20 kV wind energy network connected to the Götene grid. There are in total 8 WTs, each rated 2 MW. The aim is to select the conductor size of the cables to be used for the 20 kV network. The investigated cable conductor sizes are 120 mm$^2$, 150 mm$^2$, 185 mm$^2$ and 240 mm$^2$. It is also assumed that the ground temperature is 20 °C, the laying depth is 1 m, and the ground thermal resistivity is 1 km/W. According to 0, the total cable current rating factor for the base case is 1.

The cable conductor temperature is assumed to be 90 °C.

Assume that the $PW$ factor is 0.9 and the evaluation period is 20 years. As demonstrated in Fig. 6.6, the electricity price used for evaluating the cost of power losses has a significant impact on the economical loading ranges of the cables. Therefore, the hourly time series of Elspot market price in 2007 from
Energinet.dk is used to calculate the cost (Energinet.dk 2009). The Elspot market price in 2007 is shown in Fig. 6.11. The maximum electricity price is 150.3 €/MWh and the minimum price is 4.09 €/MWh. On average, the electricity price is 30.3 €/MWh. The hourly wind power data shown in Fig. 6.3 is used to represent the WPG from WTs. A sheath loss factor ($\gamma_1$) of 5% is used. The armoring loss factor ($\gamma_2$) is neglected. The dielectric loss factor $\tan \delta$ is 0.001.

Fig. 6.11. Hourly Elspot market price in 2007 (Energinet.dk 2009).

Fig. 6.12 shows the economical loading ranges of the three-core cables obtained on the basis of the Elspot market price. The load reach curves of the cables are presented in Fig. 6.7 (a). In the network shown in Fig. 6.10, the maximum WT capacity at a feeder is 6 MW. According to Fig. 6.7 (a), the load reach of the three-core cables is at least 13 km at such a low loading. As the maximum length of a single cable in the network is only 3.3 km, there is no overvoltage problem in this case. Thus, the economical loading ranges presented in Fig. 6.12 can be directly used. The economical loading ranges clearly indicate that the cheapest solution is to use the 120 mm$^2$ cable when the WT capacity is below 7.5 MW. Thus, the 120 mm$^2$ cable is selected for all the six cables in the network.

Fig. 6.12. Economical loading ranges of 20 kV three-core cable using Elspot market price.

The present worth costs of the total 10.1 km cables loaded with 16 MW WT are summarized in Table 6.3 for all the four conductor sizes. It is noted that using 120 mm$^2$ instead of 240 mm$^2$ saves 63,850 €, which is almost 13% of the total cost. This illustrates the importance of choosing the right cable size.
### Table 6.3.
Present worth cost of the total 10.1 km three-core cables over 20 years.

<table>
<thead>
<tr>
<th>Total WT Capacity (MW)</th>
<th>120 mm²</th>
<th>150 mm²</th>
<th>185 mm²</th>
<th>240 mm²</th>
<th>Optimal cable size</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 (Fig. 6.10)</td>
<td>506,200</td>
<td>518,640</td>
<td>536,120</td>
<td>570,050</td>
<td>506,200</td>
</tr>
<tr>
<td>30 (Fig. 6.13)</td>
<td>653,830</td>
<td>639,690</td>
<td>633,100</td>
<td>644,400</td>
<td>626,560</td>
</tr>
</tbody>
</table>

#### 6.4.2 Higher wind turbine capacity

For a higher total wind turbine capacity in the network, the final choice of the cable conductor sizes may differ significantly. For example, if the WT capacity at each bus is increased to the values shown in Fig. 6.13 (with the total capacity of 30 MW), the corresponding optimal conductor size may change for each feeder or even each section of the feeder. Based on the economical loading ranges shown in Fig. 6.12, the optimal conductor sizes of the network are selected and shown in Fig. 6.13. These conductor sizes include 1 km of 120 mm² cable (L3 and L6), 2.9 km of 150 mm² cable (L2 and L5), 3.3 km 185 mm² cable (L7), and 2.9 km 240 mm² cable (L4). Table 6.3 also summarizes the present worth costs of the cables loaded with 30 MW WT using either only one of the four conductor sizes or the optimal combination of the conductor sizes. In this case, it turns out that using 120 mm² cable costs the most among the other four options. Using 185 mm² cable is cheaper than using any other conductor sizes alone. However, the cheapest solution is to implement the cables with the conductor sizes shown in Fig. 6.13. The minimum present worth cost of the cables is 626,560 €, which saves 27,270 € as compared to using 120 mm² cable alone.

In the case that the cable length of feeder K5 is 15 km instead of 3.3 km, the optimal conductor size for the feeder will be different. According to Fig. 6.7 (a), the load reach of a 185 mm² cable is only 12 km at the loading of 10 MW. Therefore, the 185 mm² cable can no longer be used. Instead, the 240 mm² cable is selected for the feeder K5. This leads to a final cost of 1,421,000 € for a total cable length of 21.8 km.
6.4.3 The effect of WT capacity factor

WPG from a WT may vary greatly at a different location. In particular, the capacity factor of the WT changes as the wind condition changes. This may also happen at the same wind location in a different year. Although the WT capacity is not changed, the mean value or the capacity factor of a WT may increase if the wind level is relatively high during the year, and vice versa. This change in WPG affects the power losses on the cable, which may alter the economical loading range of the cables.

As the above analyses are all based on a one-year time series measured in 2007, which may not be representative of the WPG of the WT over 20 years. Therefore, it is useful to investigate the effect of WT capacity factor on the economical loading range and consequently the choice of cable conductor sizes. In order to perform such a sensitivity analysis, wind power time series measured at different years should be collected. However, these data are usually difficult to obtain, especially when the WT has only been operating for a short period. On the other hand, it is not possible to simply scale up or down the wind power time series as this will change the maximum wind power production. To address this issue, the stochastic wind power model developed in Chapter 2 can be particularly useful. The LARIMA(0,1,1) model can be used to generate synthetic wind power time series at any given capacity factor by tuning the parameter $\theta_0$. Although the LARIMA(0,1,1) was developed for a different wind power time series at a different location, the conclusion drawn below is still valid.

Therefore, in order to investigate the effect of capacity factor of WTs, four synthetic wind power time series have been generated according to the LARIMA(0,1,1) model, with $\theta_0$ equal to $-0.1$, $-0.05$, $0.03$, $0.1$, respectively. The capacity factors of the four time series are 0.18, 0.25, 0.38 and 0.48. Fig. 6.14 shows the corresponding economical loading ranges of the three-core cable for the four synthetic wind
power time series. The economical loading ranges of the three-core cables are shifted to the left as the capacity factor of the WT increases. This is due to higher power losses on the cable when more WPG is transmitted. It is also observed that when the capacity factor is relatively low, the economical loading ranges are more sensitive to the change in the capacity factor. For example, for the case shown in Fig. 6.13, if the capacity factor of the WT is 0.18, then cable L2 should use 120 mm$^2$ conductor size instead of 150 mm$^2$. This sensitivity analysis also demonstrates that it is important to have a wind power time series of several years so that it covers various possible wind situations.

Fig. 6.14. The effect of wind turbine capacity factor on economical loading range.

6.5 Summary

This chapter has discussed the optimal cable sizing on the basis of economical loading range and load reach. The economical loading range provides the information about the cheapest cable type or conductor size at various loading conditions. In theory, the economical loading ranges are independent of the cable length if no voltage and current limits requirements are imposed. However, in reality, this is not the case. Therefore, the load reach information is introduced for each cable type and conductor size. The load reach transforms the voltage and current limits requirements into the information of maximum cable length under different loading conditions. In other words, load reach provides the information of how the voltage and current limits affect the choice of optimal cable design through the assessment of cable length. This significantly simplifies the evaluation of optimal cable sizing. Otherwise, the evaluation has to resort to a much more complex nonlinear constrained optimization problem that involves a significant
number of discrete variables including cable type, conductor size and cable length and continuous variables such as the cable loading. In addition, the implication of the results from such an optimization problem is much more obscure than the ones obtained according to economical loading range and load reach. Finally, two cases with different network WT capacities are used to demonstrate the optimal sizing of the cables in the Götene 20 kV wind energy network. Both cases show savings that can be obtained by choosing the most economical conductor sizes for the network. A sensitivity analysis is followed to investigate the effect of WT capacity factor on the economical loading range and cable sizing. It is concluded that the economical loading ranges are shifted to the left when the capacity factor increases. In other words, it becomes more economical to use a thicker cable when the capacity factor of WTs is high.
Chapter 7

Stochastic Evaluation of Maximum Wind Turbine Capacity

This chapter aims to find the maximum WT capacity of a medium voltage distribution system. The evaluation considers the stochastic behavior of load demand and WPG. First, the evaluation is carried out on a single cable. Then, the evaluation is extended to a radial feeder. Third, an optimization algorithm that combines the constrained nonlinear optimization and the Monte Carlo based constrained load flow is proposed to assess the maximum WT capacity of a distribution system. Finally, a study case based on the 20 kV Støvring distribution system is used to demonstrate the proposed optimization algorithm.

7.1 Evaluation on a single cable

The capability of a cable to transmit power is constrained by the current and voltage limit requirements of the cable. Thus, a cable has a maximum intake of wind power. The evaluation of the maximum wind power is similar to the evaluation of the load reach of a cable shown in Fig. 6.7. The difference is that in this case it searches for the maximum wind power instead of the maximum cable length. Furthermore, the maximum wind power transmitted also depends on the power factor setting or the reactive power output of the WT. Such a maximization issue can be formulated as a standard nonlinear constrained optimization problem (Arora 2004). The objective function of the optimization problem is to maximize the WT capacity $P_r$ with respect to the power factor $\phi$ of the WT:

$$\text{Max } P_r(\phi),$$

subject to

$$|\phi| \leq \phi_{\text{max}},$$

$$V_{\text{min}} \leq V_{\text{cable}} \leq V_{\text{max}},$$

$$I_{\text{cable}} \leq I_{\text{max}}.$$
According to (7.1)-(7.4), simulations are carried out on a three-core 120 mm$^2$ cable with the same wind power time series as in Fig. 6.3. The cable length varies from 0.1 km to 60 km at a step of 0.1 km. Fig. 7.1 (a) shows the maximum WT capacity of the cable under three different power factor settings: 1) unity power factor ($\tan \phi = 0$), 2) power factor no less than 0.8 ($|\tan \phi| \leq 0.75$), and 3) any power factor values ($|\tan \phi| \leq \infty$). As expected, the solid curve ($\tan \phi = 0$) in Fig. 7.1 (a) is identical to the load reach curve (the solid one) shown in Fig. 6.7 (a). However, as the power factor range is widened, the maximum WT capacity is increased. For instance, for a 40 km cable, the maximum WT capacity of the cable is 1.8 MW when $\tan \phi = 0$, but increased to 2.4 MW when $|\tan \phi| \leq 0.75$ and to 5.6 MW when $|\tan \phi| \leq \infty$. This indicates that the power factor setting of the WT has a significant impact on the maximum wind power intake of a cable. Fig. 7.1 (b) shows the corresponding optimal power factor setting of the WT. In the case of $|\tan \phi| \leq \infty$, the optimal power factor angle reaches $-56^\circ$ at the maximum WT capacity of 5.4 MW. Consequently, a large amount of reactive power is drawn by the WT to bring down the voltage rise. However, the large reactive power drawn causes high active power losses on the cable. This can be seen from Fig. 7.1 (c), which shows the active power injected to the grid as a percentage of the active power generated from the WT. In the case of $-56^\circ$ power factor angle, the injected power to the grid is less than 40% of the active power generated from the WT. In other words, more than 60% of the wind power is dissipated as losses. The high power losses are apparently not favored in the actual application. Furthermore, the rating of the WT converters is usually only overrated 125%. Thus, as also discussed in Chapter 4, it is reasonable to limit the WT power factor to a certain value such as 0.8.

Another way to increase the annual generated wind energy is to allow a certain amount of energy curtailment so that the installed WT capacity can be increased. The relation between the annual generated wind energy $E$ and the installed WT capacity $P_T$ can be calculated by:

$$E = C_f \cdot 8760 \cdot P_T \cdot (1 - C_E),$$

(7.5)

where $C_f$ is the capacity factor of the WPG; $P_T$ is the installed capacity of the WT; $C_E$ is the allowed energy curtailment in percentage. The capacity factor of the wind power time series in Fig. 6.3 is 0.25.

In the case when $C_E = 0$, which is no energy curtailment, the maximum WT capacity can be determined using Fig. 7.1 (a). In the case when $C_E > 0$, the maximum WT capacity depends on the probability distribution of the wind power. Fig. 7.2 shows the cumulative distribution function of the wind power.
time series in Fig. 6.3. If $C_E = 5\%$, then the corresponding wind power is 0.812 p.u. Thus, the maximum WT capacity is increased to 123\% ($= 1/0.812$). Consequently, according to (7.5), the annual generated wind energy $E$ rises to 117\% ($= 123\% \times (1 - 5\%)$) of the value in the case when no energy curtailment is allowed. For this particular wind power time series, Fig. 7.3 shows the increased percentage of annual wind energy and installed WT capacity when the annual wind energy is curtailed from 0 to 20\%. The figure shows that the annual wind energy has a slower increment than the installed WT capacity.

![Fig. 7.1](image_url)

(a) Maximum Wind Turbine Capacity of a 20 kV 120 mm$^2$ three-core cable under different power factor values: (a) for different cable length, (b) corresponding optimal power factor angle, and (c) grid-side active power in percentage of maximum wind turbine capacity.
Fig. 7.2. Cumulative distribution function of the measured wind power time series shown in Fig. 6.3.

Fig. 7.3. Increased annual wind energy and wind turbine capacity due to annual energy curtailment.

7.2 Evaluation on a radial feeder

Normally, WTs are distributed along a radial feeder as shown in Fig. 7.4. According to Fig. 7.1 (a), when the voltage limit is the main constraint, the maximum WT capacity increases as the cable length decreases. Therefore, in order to maximize the total WT capacity on the feeder, all the WTs should be connected to as close as possible to the grid, e.g., bus 1. In this case, the method described in section 7.1 can be used to determine the maximum WT capacity. On the other hand, when the current limit becomes the main constraint, the maximum WT capacity increases as the cable length increases. This is because a longer cable induces higher voltage rise, which causes a lower current at a fixed power injection. This makes the optimal allocation of WTs less straightforward than the case with voltage limit constraint. The solution can also be based on the optimization similar to (7.1) but with two control variables. For instance, for the radial feeder shown in Fig. 7.4, assume that \( n = 2 \), \( L_1 = L_2 \), and the cable is three-core with conductor size of 120 mm\(^2\). For such a two-section feeder, the maximum WT capacity at bus 1 (\( P_{r1} \)) and bus 2 (\( P_{r2} \)) are presented in Fig. 7.5. When the feeder length is longer than 16 km, the main constraint is the voltage limit (1.06 p.u.) at bus 2. Thus, all the wind power is injected to bus 1 (\( P_{r1} \) is maximum) and \( P_{r2} \) is zero. When the feeder length is shorter than 16 km, the current limit of section \( L_1 \) becomes the
dominant constraint. Consequently, more and more wind power is injected into bus 2 so that the current through section $L_1$ is reduced as the voltages at bus 1 and bus 2 rises. When the feeder length decreases even further ($\leq 10.7$ km), the voltage at bus 2 drops rapidly, which leads to a slight cutback of $P_{r2}$.

![Fig. 7.4. WTs connected to a radial feeder of a cable.](image)

Fig. 7.4. WTs connected to a radial feeder of a cable.

![Fig. 7.5. Maximum wind turbine capacity at bus 1 and bus 2 of a two-section feeder.](image)

Fig. 7.5. Maximum wind turbine capacity at bus 1 and bus 2 of a two-section feeder.

It is also not complicated to evaluate the maximum WT capacity of the feeder if involving reactive power control of the WTs. Similar curves to the ones in Fig. 7.5 can be obtained. Furthermore, if energy curtailment is also considered, for the case when the dominant constraint is voltage limit, the solution is to curtail the wind energy from the WTs connected at the end of the feeder first. However, this is not the case when the dominant constraint is current limit. The optimal solution is not to cut for example 5% of wind energy at both WT locations as the maximum WT capacity of the feeder does not increase linearly with respect to the WT capacity at each location.

Moreover, in the case when the feeder is mixed with load demand and WPG as shown in Fig. 7.6, the optimal solution also becomes more complex. The reason is that the load demand at bus 1 causes a forward voltage drop, which varies as the load fluctuates. This voltage drop compensates the voltage rise caused by the wind power at bus 2. Consequently, the voltage at bus 2 is not necessarily the highest when the WT generates at its rated power as it also depends on the voltage drop at bus 1. In other words, if the strategy of energy curtailment is employed, it is not necessarily to curtail the top 5% wind energy as discussed in section 7.1. In this case, in order to evaluate maximum WT capacity, a more detailed
analysis is required to include both the stochastic load variation and wind power variation. Such an analysis may require another optimization process for the energy curtailment.

Fig. 7.6. A two-section feeder with load demand and wind power generation.

Fig. 7.7 (a) presents a potential solution to the above problem. It mainly consists of two optimization loops: the outer loop maximizes the total WT capacity and the inner loop minimizes the energy curtailment while fulfilling the technical constraints. In order to account for the stochastic variation of WPG and load when curtailing the wind energy, a Monte Carlo simulation is adopted to carry out the inner-loop optimization. This leads to a large number of optimization calculations, which increase the simulation time drastically.

In order to alleviate the computation burden, a constrained load flow algorithm (Karakatsanis, Hatzigioryiou 1994) is employed to substitute for the load flow calculation and the inner-loop optimization. The new optimization process is shown in Fig. 7.7 (b). In this case, the inner-loop
constrained nonlinear optimization is eliminated. In addition, the Monte Carlo simulation of the constrained nonlinear optimization is replaced by the Monte Carlo simulation of the constrained load flow. This contributes to the reduction of the computation time without compromising the accuracy of the optimization process. The following section introduces the constrained load flow algorithm based on sensitivity analysis (Karakatsanis, Hatziaiargyriou 1994, Hatziaiargyriou, Karakatsanis 1994, Hatziaiargyriou 2000).

7.3 Constrained load flow based on sensitivity analysis

This section presents the fundamental theory of constrained load flow based on sensitivity analysis. A detailed derivation of sensitivity factors is shown in 0.

7.3.1 Constrained load flow

The standard load flow equations can be formulated as (Karakatsanis, Hatziaiargyriou 1994):

\[
Y = g(X, U), \quad (7.6)
\]

\[
Z = h(X, U), \quad (7.7)
\]

where \( Y \) is the input vector of nodal power injections; \( X \) is a set of system states including voltage magnitude and phase angle; \( Z \) is a set of output vectors including active and reactive power flow; \( U \) is a set of control variables that constrain selected electrical quantities in a power system; \( g \) and \( h \) are standard load flow functions (Saadat 2002).

The common control variables \( U \) are as follows:

- Tap ratio \( a \) of tap-changing transformers,
- Amount of reactive power compensation, e.g. from switchable capacitor banks, static var compensators, static synchronous compensators, etc
- Voltage magnitude and active power generation at PV buses,
- Load to be shed.

Whereas the common constrained variables \( W \) are:

- Voltage magnitude at load buses or other critical buses,
- Reactive power generation/consumption at PV buses,
Current magnitude, active power flow, reactive power flow or apparent power flow through power lines and transformers. The control variables $U$ are adjusted in order to fulfill the technical requirements of system operation. However, the control variables themselves are usually also constrained due to physical limitations. These limitations can be:

- Minimum and maximum values of tap ratio (maximum number of tap steps),
- Minimum and maximum values of reactive power generation/absorption, due to the limited capacity of an individual capacitor and number of capacitors, maximum equivalent inductance and capacitance of an static var compensator, current rating of power electronic valves and voltage of DC capacitor, etc.
- Minimum and maximum allowed voltage and active power setting of generators,
- Maximum amount of load that can be shed.

Normally, an unconstrained load flow calculation may result in a number of operating violations in the system states $X$ and outputs $Z$. Thus, the main objective of a constrained load flow calculation is to confine the selected system states $X$ and outputs $Z$ within their allowed limits. This is achieved by adjusting the selected control variables $U$. The principle of the adjustment can be based on a sensitivity analysis, i.e. how sensitive the constrained variables are with respect to the changes of the control variables. The core of such a sensitivity analysis is to obtain the corresponding first-order sensitivity factor. This is discussed in detail in the following subsection.

### 7.3.2 Calculation of sensitivity factors

Assume that the constrained variables $W$ are a function of system states $X$ and control variables $U$:

$$ W = f(X, U). \quad (7.8) $$

According to the common types of constrained variables described in the previous subsection, the function $f$ contains a selected number of load flow equations in (7.6) and (7.7). Linearizing (7.8) at the initial operating point $(X_0, U_0)$ gives (Karakatsanis, Hatziargyriou 1994):
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\[ W = W_0 + \sum_{c=t}^{M} \frac{df}{du_{ct}} \Delta u_{ct}, \quad (7.9) \]

where \( W_0 = f(X_0, U_0) \); \( M \) is the vector of total control variables; \( \frac{df}{du_{ct}} \) is the sensitivity factor. For a particular constrained variable \( w \), the sensitivity factor can be further expressed as (Karakatsanis, Hatziargyriou 1994):

\[
\frac{df}{du_{ct}} (X, U) = \frac{\partial f}{\partial u_{ct}} (X, U) + \left[ \frac{\partial f}{\partial X} (X, U) \right]^T \frac{\partial X}{\partial u_{ct}}, \quad (7.10)
\]

where \( X = [x_1, \ldots, x_{2n-s-1}]^T \); \( U = [u_1, \ldots, u_m]^T \); \( n \) is the total bus number; \( s \) is the total PV bus number; \( m \) is the total number of control variables used to constrain \( w \). The first-order partial derivative of (7.6) with respect to \( u_{ct} \) gives:

\[
0 = \frac{\partial g(X, U)}{\partial u_{ct}} + \frac{\partial g(X, U)}{\partial X} \frac{\partial X}{\partial u_{ct}}. \quad (7.11)
\]

Rearranging (7.11) gives:

\[
\frac{\partial X}{\partial u_{ct}} = - \left[ \frac{\partial g(X, U)}{\partial X} \right]^{-1} \frac{\partial g(X, U)}{\partial u_{ct}}. \quad (7.12)
\]

Substituting (7.12) to (7.10) gives the expression of the sensitivity factor:

\[
\frac{df}{du_{ct}} (X, U) = \frac{\partial f}{\partial u_{ct}} (X, U) - A^T \frac{\partial g(X, U)}{\partial u_{ct}}, \quad (7.13)
\]

where
where $J$ is the Jacobian matrix of the load flow equations. Matrix $A$ has a dimension of $(2n - s - 1) \times 1$.

In summary, (7.13) and (7.14) provide a generic calculation for the sensitivity factor of the constrained variable $w$ with respect to the control variable $u_{ct}$. The following subsection provides an example to illustrate the sensitivity factor calculation concerning active and reactive power control of a WT.

### 7.3.3 Sensitivity analysis with wind turbines

A WT can control its reactive power output by switching capacitor banks or through power electronic controllers. A WT can also regulate its active power output through pitch control or crowbar. Normally, a WT does not control its terminal voltage and is thus treated as a PQ node in a load flow calculation.

During system operation when the power production is low and the load demand is high, undervoltage at the load buses may occur. In contrast, when the power production is high and the load demand is low, overvoltage at certain buses may occur. Undervoltage can be mitigated if the WTs generate reactive power to boost the bus voltage. Similarly, overvoltage can be mitigated if the WTs absorb reactive power from the network or reduce the active power injection to the network. Besides voltage regulation, the WTs can also reduce the line current by regulating the reactive power output and curtailing a certain amount of wind energy during contingency periods. This indicates that both active and reactive power outputs of WTs can be treated as control variables, while the bus voltage and line current can be treated as constrained variables. Therefore, the related sensitivity factors are $dV/dP$, $dV/dQ$, $dl/dP$ and $dl/dQ$.

According to (7.13) and (7.14), in order to obtain these sensitivity factors, the following three terms need to be calculated:

$$
\frac{\partial f(X, U)}{\partial u_{ct}}, \frac{\partial g(X, U)}{\partial u_{ct}}, \text{ and } \frac{\partial f(X, U)}{\partial X}.
$$

In the following, only the calculation of sensitivity factors $dV/dP$ and $dV/dQ$, will be demonstrated. The derivation for other types of sensitivity factors can be found in 0.

The sensitivity factor calculation is demonstrated on the basis of the generic network shown in Fig. 7.8. In the network, a WT is connected at bus $i$, injecting active power $P_i$ and reactive power $Q_i$ to the
network. Furthermore, the voltage magnitude at bus $j$ and the current magnitude through line $jk$ need to be constrained within the required limits.

![Diagram of a generic network with wind turbines](image)

Fig. 7.8. A Generic network for sensitivity analysis with wind turbines.

In this case, the voltage magnitude $V_j$ is constrained by controlling active power $P_i$ and reactive power $Q_i$. Thus, the constrained variable is $W = f(X, U) = V_j$, and the control variables are $U = [P_i, Q_i]$. Consequently, the sensitivity factors of interest are $\frac{dV_j(X, U)}{P_i}$ and $\frac{dV_j(X, U)}{Q_i}$. The following calculates the above three terms for these two sensitivity factors.

1) Calculation of $\frac{\partial f(X, U)}{\partial u_{ct}}$

As voltage magnitude is a system state, its partial derivatives with respect to system inputs are zero:

\[
\frac{\partial V_j}{\partial P_i} = 0 \\
\frac{\partial V_j}{\partial Q_i} = 0
\] (7.15) (7.16)

2) Calculation of $\frac{\partial g(X, U)}{\partial u_{ct}}$

According to (7.6), $g(X, U) = Y$, which is the nodal power injection. Thus, the nodal power injection at bus $t$ does not depend on the nodal power injection at any other buses. This leads to:
\[
\frac{\partial P_i}{\partial P_i} = \begin{cases} 1, & t = i \\ 0, & t \neq i \end{cases} \quad (7.17)
\]

\[
\frac{\partial Q_i}{\partial P_i} = 0
\]

\[
\frac{\partial P_i}{\partial Q_i} = 0 \quad (7.19)
\]

\[
\frac{\partial Q_i}{\partial Q_i} = \begin{cases} 1, & t = i \\ 0, & t \neq i \end{cases}
\]

3) Calculation of \(\frac{\partial f(X, U)}{\partial X}\)

System states \(X\) include voltage magnitude \(V_t\) and phase angle \(\theta_t\). Thus, it is straightforward that

\[
\frac{\partial V_j}{\partial V_i} = \begin{cases} 1, & t = j \\ 0, & t \neq j \end{cases} \quad (7.21)
\]

\[
\frac{\partial V_j}{\partial \theta_i} = 0 \quad (7.22)
\]

Consequently, according to (7.13) to (7.22), the sensitivity factor \(dV_j/dP_i\) and \(dV_j/dQ_i\) can be easily calculated.

**7.3.4 Constrained load flow algorithm**

Based on the above sensitivity calculations, Fig. 7.9 shows the flow chart of the constrained load flow algorithm. The constrained load flow algorithm implements three main subroutines into the standard Newton-Raphson based load flow algorithm. The main purpose of these subroutines is to constrain the bus voltages and the line currents by regulating the WT power output. The first subroutine checks if the
lower limit of the voltage is violated. In the case of undervoltage, the reactive power control of the WT is activated. The second subroutine checks if the upper limit of the voltage is violated. In the case of overvoltage, the reactive power control is activated first. If the reactive power output reaches its limit, then the active power control takes over by curtailing wind power. The third subroutine checks if overcurrent through a line occurs. In this case, the strategy of wind power curtailment is applied.
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Fig. 7.9. Flow chart of constrained load flow algorithm with reactive power control and energy curtailment of WT.
7.3.5 Simulation results

In order to demonstrate the constrained load flow algorithm in Fig. 7.9, simulation studies are carried out on the two-section feeder shown in Fig. 7.6. The studies include the following three scenarios.

a) Constrain the voltage at bus 2 by controlling the WT reactive power output

In this scenario, the load power at bus 1 is \((1 + j0.48)\) MVA, and the initial wind power at bus 2 is \((5 + j0)\) MVA. The maximum reactive power of the WT is set to 75% of the rated capacity. The standard load flow results show that the voltage at bus 2 is 1.068 p.u. However, the maximum voltage allowed is 1.06 p.u. Thus, the voltage needs to be lowered by controlling the WT reactive power output.

Fig. 7.10 (a) shows the bus 2 voltage at each iteration of the constrained load flow. The voltage is settled to the maximum limit 1.06 p.u. in 12 iterations. Fig. 7.10 (b) shows the corresponding sensitivity factor \(dV_2/dQ_2\), which evaluates the change in voltage at bus 2 with respect to the change in reactive power output of the WT at the same bus. The sensitivity factor is also updated at each iteration. The negative value indicates that the WT absorbs reactive power. According to the sensitivity factor, the voltage changes by around 5% for a unit change of reactive power.

![Fig. 7.10. Constrain bus voltage by controlling only reactive power output of a 5 MW wind turbine: (a) Voltage at bus 2, (b) sensitivity factor \(dV_2/dQ_2\).](image-url)
Fig. 7.11 (a) presents the step change of the WT reactive power at each iteration. Fig. 7.11 (b) shows the reactive power output at each iteration. In total, the WT absorbs 1.79 MVAr reactive power (power factor 0.94). For the first few iterations in a load flow calculation, the voltage deviation can be quite large, which may cause a large step change in reactive power. This may lead to an unnecessary reduction of the reactive power, which constrains the voltage to be well below the maximum limit. Thus, the step change in reactive power is limited to a certain maximum value. In this case, it is set to 0.25 MVAr. This can be seen in Fig. 7.11 (a) between iteration 1 and 7. When the voltage is slightly higher than the maximum value at 8th iteration, the reactive power output is adjusted by a small amount (−0.03 MVAr) so that the voltage at the next iteration reaches 1.06 p.u. This indicates that the first-order sensitivity factor can fine-tune the voltage when it is close to the reference value (1.06 p.u.).

![Step change of reactive power output](image1.png)

![Reactive power output](image2.png)

Fig. 7.11. Constrain bus voltage by controlling only the reactive power output of a 5 MW wind turbine: (a) step change of the wind turbine reactive power output, (b) the wind turbine reactive power output.

b) Constrain the voltage at bus 2 by controlling the WT reactive power and active power output

This scenario is similar to scenario a), but the initial wind power at bus 2 is increased to (8 + j0) MVA. If only using the reactive power control, the voltage at bus 2 converges to 1.076 p.u. as shown in Fig. 7.12. The voltage is not constrained to 1.06 p.u. This is because the reactive power absorbed by the WT reaches the maximum value. Thus, in order to keep the voltage within limits, the WT needs to reduce its active power generation. In other words, a certain amount of wind energy needs to be curtailed.
Consequently, with both the reactive and active power control of the WT, the voltage at bus 2 is reduced to its maximum value as shown in Fig. 7.13 (a). It takes around 34 iterations for the algorithm to converge. Fig. 7.13 (b) shows the sensitivity factor $dV_2/dP_2$, which evaluates the change in voltage at bus 2 with respect to the change in active power output of the WT. The negative value indicates that the WT needs to lower the active power output in order reduce the voltage. The sensitivity factor $dV_2/dP_2$ is around three times higher than the sensitivity factor $dV_2/dQ_2$ as shown in Fig. 7.10 (b). This is because for the three-core 120 mm$^2$ cable, the R/X ratio is around three.

![Fig. 7.12. Constrain bus voltage by controlling only the reactive power output of an 8 MW wind turbine with minimum power factor limit of 0.8.](image1)

![Fig. 7.13. Constrain bus voltage by controlling both the reactive and active power output of an 8 MW wind turbine: (a) Voltage at bus 2, (b) sensitivity factor $dV_2/dP_2$.](image2)
Fig. 7.14 (a) presents the step change of WT active power generation. Fig. 7.14 (b) shows the active power generation at each iteration. Before the 15th iteration, the active power control is not active. This is because in the case of overvoltage, as illustrated in Fig. 7.9, the reactive power control is executed before the active power control. In total, the active power generation of the WT is reduced by around 15% from 8 MW to 6.78 MW.

![Graph showing step change of WT active power](image)

![Graph showing active power output](image)

**Fig. 7.14.** Constrain bus voltage by controlling both the reactive and active power output of an 8 MW wind turbine: (a) step change of the wind turbine active power output, (b) the wind turbine active power output

c) Constrain the current at line $L_2$ by controlling the WT active power output

In this scenario, the initial wind power at bus 2 is further increased to $(12 + j0)$ MVA and the feeder length is shortened to 5 km. This causes an overcurrent problem at the feeder section $L_2$. In the case of overcurrent, the reactive power of the WT is set to zero. Only the active power control of the WT is activated.

Fig. 7.15 (a) shows the current through section $L_2$. The current decreases gradually and converges to its rated value in 13 iterations. Fig. 7.15 (b) shows the sensitivity factor $dI_2/dP_2$, which evaluates the change in current at the feeder section $L_2$ with respect to the change in the active power output of the WT. The sensitivity factor $dI_2/dP_2$ is around 1. This is because the reactive power of the WT is zero and thus the active power is almost proportional to the current. Fig. 7.16 (a) presents the step change of WT active power output. The step change is limited to 0.24 MW. Fig. 7.16 (b) shows the WT active power output. In total, the active power generation of the WT is reduced by around 19% from 12 MW to 9.77 MW.

![Graph showing current through section L2](image)

![Graph showing sensitivity factor](image)
Fig. 7.15. Constrain line current by controlling the active power output of a 12 MW wind turbine: (a) Current at line $L_2$, (b) sensitivity factor $dI_2/dP_2$.

Fig. 7.16. Constrain line current by controlling the active power output of a 12 MW wind turbine: (a) step change of the wind turbine active power output, (b) the wind turbine active power output.
7.4 Optimal constrained load flow

The algorithm of the optimization procedures described in Fig. 7.7 (b) is presented in Fig. 7.17.

![Flow chart of the proposed algorithm for finding maximum wind turbine capacity of the network.](image)

The algorithm combines constrained load flow and constrained nonlinear optimization. The algorithm requires inputs of wind power and load time series and provides outputs in the form of maximum WT capacity in a feeder or network. The algorithm mainly consists of two parts. The first part is the Monte Carlo simulation of the constrained load flow that is carried out for each time step of the time series data. The aim of the first part is to constrain the bus voltages and line currents within the required limits by...
regulating the reactive and active power output of the WTs. The second part is the constrained nonlinear optimization based on sequential quadratic programming (Mathworks 2009). The objective of this part is to find the maximum WT capacity in the network while allowing a given amount of annual energy curtailment. In the following section, the 20 kV Støvring distribution system is used to demonstrate the proposed algorithm.

7.5 Støvring 20 kV distribution system

7.5.1 Network description

Fig. 7.18 shows the modified configuration of the Støvring distribution system described in Fig. 3.4. There are two main modifications. The first one is that the substation is planning to supply a new load area, which is 5 km away. In the new load area, new WTs are also planned. The second one is that the old WTs connected to the end of the SØRP feeder are to be replaced by new WTs. The capacities of all the new WTs are to be decided. On the basis of such a network, the following two subsections demonstrate the Monte Carlo simulation with the constrained load flow and the optimal constrained load flow algorithm proposed in Fig. 7.17, respectively.

Fig. 7.18. Modified network configuration of the Støvring distribution system.

7.5.2 Monte Carlo simulation with constrained load flow

According to Fig. 7.17, the constrained nonlinear optimization provides inputs of the WT capacities to the Monte Carlo simulation of the constrained load flow. Assume that the WT capacity connected to the SØRP feeder is 3 MW each and the one connected to the new load area is 12 MW. The cable that
supplies the new load area is a three-core cable with a conductor size of 120 mm². All the WTs can regulate the power factor within [0.95, 1] in both leading and lagging direction. The load, wind power and CHP data are shown in Fig. 3.5. The total length of the hourly time series available is 5160. The maximum allowed voltage is set to 1.06 p.u. The current rating of the 120 mm² cable is 265 A.

A Monte Carlo simulation of the constrained load flow is carried out on the network. Fig. 7.19 (a) shows the time series of the voltage at bus 14. The voltage is constrained under the maximum limit 1.06 p.u. Fig. 7.19 (b) shows the corresponding cumulative distribution function of the voltage, where around 15% of the time, the voltage is around 1.06 p.u. This indicates that overvoltage may occur if the reactive or active power control is not active.

![Fig. 7.19. Voltage magnitude at bus 14: a) time series, b) cumulative distribution function.](image)

Fig. 7.20 shows the reactive power of the WT at bus 14. The reactive power is expressed in percentage of the WT capacity (3 MW). The negative value indicates that the WT absorbs reactive power to keep the bus voltage within limits. For around 15% of the time, the reactive power output of the WT is higher than 2% (0.06 MVAr). For the remaining 85% of the time, the reactive power output of the WT is close to but not exactly zero. This is because the reactive power control is already activated from the 2nd iteration of the constrained load flow algorithm. Even though the steady-state voltage may be lower than 1.06 p.u., the voltage at the early iterations may still be higher than 1.06 p.u. as the algorithm has not converged.
yet. However, this does not affect the effectiveness of the algorithm as a small amount of reactive power absorption only brings down the voltage slightly. Furthermore, as shown in Fig. 7.20 (b), for around 1% of the time, the reactive power absorption of the WT reaches its minimum value (0.99 MVAr). In this case, the active power control of the WT is activated. Fig. 7.21 shows the corresponding active power reduction when the reactive power control reaches its limit. A maximum reduction of 25% (0.75 MW) occurs during the whole period. However, the total energy curtailed during the whole period is only 0.6% (22.6 MWh).

Fig. 7.20. Reactive power absorption of the WT at bus 14: a) time series, b) cumulative distribution function.

Fig. 7.21. Active power reduction of the WT at bus 14.

Fig. 7.22 (a) shows the current through the 5 km cable connecting the new load area. The current rating of the cable is 0.0918 p.u. (265 A). Overcurrent occurs for around 1% of the time. In the case of
overcurrent, only the active power control is activated. Fig. 7.22 (a) shows the corresponding active power reduction of the WT at bus 15. A maximum reduction of 12% (1.44 MW) occurs during the whole period. However, the total energy curtailed during the whole period is only 0.3% (42.2 MWh).

![Current through the 120 mm² three-core cable](image)

![Active power reduction of the WT at bus 15](image)

Fig. 7.22. New load area: a) current through the 120 mm² three-core cable, b) active power reduction of the WT at bus 15.

### 7.5.3 Optimal constrained load flow

According to Fig. 7.17, the maximum WT capacity of the distribution network can be evaluated by implementing a constrained nonlinear optimization on top of the Monte Carlo simulation. Such a combined optimization approach not only takes into account the stochastic behavior of load demand, WPG, and CHP generation, but also ensures that the energy curtailment strategy is executed under necessary conditions such as during high generation and low demand period.

It is assumed that the three WTs connected to the SØRP feeder have the same capacity and are controlled simultaneously. However, the WT in the new load area is controlled individually. It is also assumed that the substation transformer is large enough to transport the maximum reverse power flow.

Table 7.1 summarizes the maximum WT capacity of the network for five different cases. Case 1 is the base case, which does not implement the reactive and active power control strategies. In this case, the maximum capacity is 1.3 MW for each WT connected to the SØRP feeder, and 10.7 MW for the WT at
bus 15. It is the voltage limit that stops the increment of the WT capacity at bus 12, 13 and 14. In contrast, it is the current limit that prevents the growth of the WT capacity at bus 15. In case 2, when 5% wind energy curtailment is allowed, the maximum WT capacity at bus 14 is increased by around 15%, while the maximum WT capacity at bus 15 is increased almost by 50%. Case 3 further allows the WT power factor to be between 0.95 and 1. This raises the maximum WT capacity at the SØRP feeder by almost three times. However, the power factor of the WT at bus 5 remains around 1 in order to minimize the current flow in the network. It can be seen from the first three cases that the energy curtailment strategy is more effective to increase the maximum WT capacity if the restricting factor is the current limit, whereas the reactive power control strategy is more effective if the restricting factor is the voltage limit. In case 5, the minimum power factor value is extended to 0.9. In this case, the maximum WT capacity at SØRP is increased by another 28%. The last case uses a 240 mm² cable instead of the 120 mm² cable for supplying the new load area. Compared to case 2, the maximum WT capacity at bus 15 is increased by 57%. This is expected as a thicker cable has a higher current rating. Thus, a thicker cable can be a good choice if more WTs are expected to be built in the future. For this particular network, the simulation time of each case is around 12 to 20 min.

<table>
<thead>
<tr>
<th>Case</th>
<th>Cable size (mm²)</th>
<th>Minimum power factor</th>
<th>Curtailed wind energy</th>
<th>Maximum WT capacity (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
<td>1</td>
<td>0</td>
<td>1.3 10.7</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>1</td>
<td>5%</td>
<td>1.5 15.9</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>0.95</td>
<td>5%</td>
<td>4.3 15.8</td>
</tr>
<tr>
<td>4</td>
<td>120</td>
<td>0.90</td>
<td>5%</td>
<td>5.5 15.7</td>
</tr>
<tr>
<td>5</td>
<td>240</td>
<td>1</td>
<td>5%</td>
<td>1.4 25.0</td>
</tr>
</tbody>
</table>

### 7.6 Summary

This chapter has evaluated the maximum WT capacity of a single cable, a radial feeder and a distribution system in terms of network bus voltages and feeder cable capacity. Due to the stochastic behavior of load and wind power, the evaluation method requires a sophisticated optimization algorithm. The proposed
algorithm in this chapter combines the sequential quadratic programming method and the Monte Carlo based constrained load flow algorithm, which incorporates the voltage and current limits into the load flow algorithm. Consequently, the proposed optimization approach can reduce the computation time significantly, for instance as compared to a two-loop optimization approach. Finally, it is concluded that both a reactive power control and an energy curtailment of WTs can effectively increase the maximum WT capacity in a network. In particular, the reactive power control is more helpful when the restricting factor is the voltage limit, while the energy curtailment strategy is more beneficial if the restricting factor is the current limit.
Chapter 8

Steady-State Frequency Deviation and Wind Power Forecasting Error

This chapter investigates the basic relation between the system steady-state frequency deviation and wind power forecasting error. First, an overview of different types of frequency control in power systems is provided. Then, in order to analyze the steady-state frequency deviation, primary frequency control of a synchronous generator is discussed. Third, a forecasting algorithm for predicting 15 min ahead wind power is illustrated. Finally, simulation results are carried out to demonstrate the wind power forecasting algorithm and the relation between the forecasting error and the system frequency deviation.

8.1 Overview of power system frequency control

According to the European Network of Transmission System Operators for Electricity (ENTSO-E), there are four types of frequency control in the European transmission system: primary control, secondary control, tertiary control and time control (ENTSO-E 2009). These four control schemes are implemented in a successive order at an increasing time scale.

Fig. 8.1 shows the relation between the four control schemes (ENTSO-E 2009). The primary control is activated automatically by the local generator to limit system frequency deviation. After a few minutes, upon the command of the transmission system operator (TSO), the secondary control may take over by responsible generators to restore the system frequency to the nominal value (e.g. 50 Hz). In some cases, the secondary control may be implemented automatically by a designated generator. Afterwards, the tertiary control may take over to restore the secondary control reserve of the responsible generators and/or to execute economic dispatch. The command is sent by the generation companies in the case of a monopoly market or by the TSO in the case of a pool market. The tertiary control is normally carried out every 15 min or every hour, depending on the local implementation. The time control is used to limit the discrepancy observed between synchronous time and universal coordinated time in the synchronous area. Table 8.1 summarizes the characteristics of the four frequency control schemes in terms of their objective, time scale, main controller and action taker (ENTSO-E 2009, Rebours, Kirschen 2005). Although not included in the table, electricity customers who are willing to provide load-shedding service can also be action takers for secondary control.
Fig. 8.1. Four frequency control schemes in the European transmission system (ENTSO-E 2009).

Table 8.1
Characteristics of four frequency control schemes.

<table>
<thead>
<tr>
<th></th>
<th>Objective</th>
<th>Time Scale</th>
<th>Main Controller</th>
<th>Action Taker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>To limit and stabilize system frequency deviation</td>
<td>Seconds</td>
<td>Speed governor</td>
<td>Local automatic control</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>To restore system frequency and tie line power to their target value</td>
<td>Seconds to 15 min</td>
<td>Automatic generation control</td>
<td>Normally TSO</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>To restore secondary control reserve, to manage congestions, to re-dispatch generation economically, etc.</td>
<td>15 min to 1 h</td>
<td>Economic Dispatch with security assessment</td>
<td>Generation company (TSO in pool market)</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>To monitor and limit discrepancies observed between synchronous time and universal coordinated time in the synchronous area</td>
<td>One day</td>
<td>Reset set-point frequency for secondary control</td>
<td>Generation company &amp; TSO</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8.2 Primary frequency control of a synchronous generator

As discussed in section 8.1, the primary (frequency) control is implemented locally on a synchronous machine. Fig. 8.2 presents the scheme of the primary frequency control of a synchronous generator (Saadat 2002). The control loop mainly consists of a system frequency sensor, a droop control and a
valve control mechanism. The valve control mechanism regulates the valve through a governor controller. Fig. 8.3 shows the corresponding control block diagram in Laplace domain (Saadat 2002). The control loop represents the system frequency deviation ($\Delta \Omega$) subject to a small perturbation of the load ($\Delta P_L$).

![Fig. 8.2. Schematic diagram of primary frequency control of synchronous generator.](image)

![Fig. 8.3. Control block diagram of primary frequency control.](image)

The close-loop transfer function of the control block diagram can be expressed as (Saadat 2002):

$$\frac{\Delta \Omega(s)}{-\Delta P_L(s)} = \frac{(1 + \tau_g s)(1 + \tau_T s)}{(2Hs + D)(1 + \tau_g s)(1 + \tau_T s) + 1/R}$$

(8.1)

where $\Delta P_{ref}$ is the change of the power reference value given by the secondary and tertiary frequency control; $\tau_g$ is the time constant of the governor system; $\tau_T$ is the time constant of the turbine; $H$ is the
inertia constant of the rotating mass; \( D \) is the coefficient for the frequency-dependent load; \( R \) is the droop constant.

For a step change of system load, according to the final value theorem, the steady-state frequency deviation can be expressed as:

\[
\Delta \omega_{ss} = \lim_{s \to 0} s \Delta \Omega(s) = \left(-\Delta P_L\right) \frac{1}{D + 1/R}. \tag{8.2}
\]

The steady-state frequency deviation depends on three parameters: the load disturbance \( \Delta P_L \), the coefficient for the frequency-dependent load \( D \) and the droop constant \( R \). Fig. 8.4 shows the step response of the system frequency, where \( \Delta P_L = 0.2 \) p.u., \( \tau_g = 0.2 \) sec, \( \tau_f = 0.5 \) sec, \( H = 5 \) sec, \( D = 0.8 \), \( R = 0.05 \) p.u. (Saadat 2002). The frequency stabilizes at 49.52 Hz in around 35 sec after the load disturbance. This is in accordance with (8.2), which gives the steady-state frequency deviation of 0.48 Hz.

![Fig. 8.4. Step response of primary frequency control.](image)

8.3 15 min ahead wind power forecasting

The steady-state frequency deviation shown in Fig. 8.4 can be eliminated through the secondary frequency control performed by the TSO at the end of every 15 min interval. The secondary frequency control calls for the secondary control reserve (part of spinning reserve) in order to bring the system frequency back to the nominal value. However, if the knowledge of the load disturbance can be obtained before it actually occurs, then the steady-state frequency deviation can be reduced or even avoided. In other words, a smaller frequency deviation can be obtained in the case of a better load forecasting. Fig. 8.5 shows the actual load \( P_L \), the forecasted load \( \hat{P}_L \), and the forecasting error \( \Delta P_L \). In the case of wind power, which can be considered as a negative load of the system, an improved (15 min ahead) wind
power forecasting can also reduce the system frequency deviation. Consequently, the system spinning reserve requirement can be cut down, which contributes to a reduction of the system operating cost for the TSO.

![Fig. 8.5. Load disturbance $\Delta P_L$ between the actual load (solid) and the forecasted load (dashed) at a 15 min step.](image)

Many research efforts have been devoted to wind power forecasting during the last two decades (Kariniotakis, Stavrakakis & Nogaret 1996, Madsen et al. 2005, Nielsen, Madsen & Nielsen 2006, Sideratos, Hatziargyriou 2007, Pinson et al. 2009). These forecasting algorithms fall into two categories: the physical approach and the statistical approach (Pinson 2006). In order to test the accuracy of these miscellaneous forecasting algorithms, it is necessary to possess a sufficiently long wind power time series measurement. In the case that wind power measurements are unavailable or the available time series is limited, stochastic models that can generate synthetic wind power time series is very useful. The following subsection demonstrates a simple algorithm for wind power forecasting of 15 min head using the synthetic wind power time series.

**8.3.1 Forecasting based on LARIMA model**

The standard reference model for wind power forecasting is the persistence model (Madsen et al. 2005). The persistence model states that the future wind power remains the same as the last measured value of wind power:

$$\hat{P}(t + k | t) = P(t). \quad (8.3)$$

Normally, the persistence model provides the best forecast for a one-step ahead wind power forecasting. In contrast, advanced forecasting algorithms, such as artificial intelligence algorithms, have a better
performance than the persistence model at large look-ahead steps. Nevertheless, the use of a more advanced forecasting model can be justified if it provides a better prediction than the persistence model. For example, a linear minimum mean square error (LMMSE) estimator may be sufficient if it can reduce the forecasting error as compared to the persistence model. A LMMSE estimator is to estimate the stochastic variable $Y$ through a linear form (Simon 2002):

$$
\hat{Y} = h_0 + \sum_{m=1}^{M} h_m X(m),
$$

where $\hat{Y}$ is the predicted value of $Y$; $X(1), \ldots, X(M)$ is a stochastic process whose realizations can be observed. The coefficients of the LMMSE estimator are given by:

$$
h = (\Sigma_{XX})^{-1} \Sigma_{XY},
$$

$$
h_0 = \mu_Y - (h)^T \mu_X,
$$

where $\Sigma_{XX}$ is the covariance matrix of vector $X$; $\Sigma_{XY}$ is the cross-covariance matrix between vector $X$ and variable $Y$; $\mu_X$ is the mean of vector $X$ and $\mu_Y$ is the mean of variable $Y$. As shown in (8.5) and (8.6), it is necessary to obtain the covariance matrices $\Sigma_{XX}$ and $\Sigma_{XY}$ in order to develop the LMMSE estimator. These two covariance matrices can be estimated from the available wind power time series. For example, a wind power time series can be obtained by simulating the LARIMA(0,1,1) model developed in section 2.1. However, the LARIMA(0,1,1) model is developed for hourly wind power measurements. 15 min wind power measurements may have a different model structure. According to the same procedure of model development described in section 2.1, a LARIMA(0,1,3) model is obtained for the 15 min WPG from the Nysted offshore wind farm. By simulating the LARIMA(0,1,3) model, two synthetic wind power time series are generated. The length of each time series is 5 years. One of the time series is used as the training data to estimate the covariance matrices $\Sigma_{XX}$ and $\Sigma_{XY}$ for the LMMSE estimator. The other time series is used as testing data to evaluate the performance of the LMMSE estimator. The performance of the LMMSE estimator can be evaluated by mean square error (MSE) (Simon 2002):

\[166\]
\[ E[\Delta Y^2], \quad (8.7) \]

where \( E[ \cdot ] \) is to take the expectation, \( \Delta Y \) is the forecasting error defined by:

\[ \Delta Y = Y - \hat{Y}, \quad (8.8) \]

### 8.3.2 Simulation results

As shown in Fig. 2.10 (b), the LARIMA model has a square transformation. As the LMMSE estimator is a linear estimator, a better forecasting may be achieved by predicting the square-root of the wind power instead of the wind power directly. This is to reduce the nonlinearity of the original wind power time series. However, the nonlinearity because of the upper and lower limits is still present in the transformed wind power time series.

Based on the training data (with a square-root transformation) generated by the LARIMA(0,1,3) model, the covariance matrices \( \Sigma_{XX} \) and \( \Sigma_{XY} \) are estimated. According to (8.5) and (8.6), the coefficients of the LMMSE estimator can be calculated. The order \( M \) of the LMMSE estimator is chosen to be 3. The coefficients of the estimator are: \( h_0 = 0.0765 \) and \( h = [1.21, -0.34, 0.12]^T \). According to further simulation results, a higher model order does not improve the prediction results significantly.

The developed LMMSE estimator is then used to forecast the wind power of the testing data set at the look-ahead time of 15 min. Fig. 8.6 shows the testing wind power data and the forecasted wind power data using the persistence model and the LMMSE estimator over 150 min. It can be seen from the figure that for certain periods, e.g. between 15 min and 75 min, the LMMSE estimator provides a better wind power forecast than the persistence model. However, for some other periods, e.g. 90 min, the persistence model has a slightly better performance. Generally, the MSE of the persistence model is around 5.3% of the installed wind farm capacity (165.6 MW), while the MSE of the LMMSE estimator is reduced to 5.1%. The forecasting error by using the LMMSE estimator is around 4% lower than the persistence model. The forecasting error may be further reduced by using a better predictor such as a nonlinear estimator, which can take into account the nonlinearity of WPG. This, however, will not be investigated in this chapter as the purpose here is to show the possibility of using the stochastic wind power model for
testing wind power forecasting algorithms and to study the relation between the frequency deviation and the forecasting error.

Fig. 8.6. 15 min ahead forecast of wind power time series: Testing data (solid), persistence model (dashed) and LMMSE estimator (dotted).

Fig. 8.7 shows the probability distribution (approximated by 50 bins) of the wind power forecasting error by using the LMMSE estimator over a period of 5 years. The forecasting error is expressed in percentage of the wind farm capacity. The figure indicates that the over-forecasting and the under-forecasting of wind power are symmetrical with respect to zero. The maximum forecasting error can reach around 50% of the installed capacity. According to (8.2), the steady-state frequency deviation is proportional to the forecasting error of wind power. Fig. 8.8 shows the steady-state frequency variation. The corresponding probability distribution is shown in Fig. 8.9. In this case, the maximum frequency reaches 52.71 Hz and the minimum value reaches 47.44 Hz. However, for 95% of the time, the system frequency is within [49.08, 50.85] Hz. This amount of frequency deviation requires spinning reserve in order to restore the system frequency to the nominal value.

Fig. 8.7. Probability distribution of wind power forecasting error by LMMSE estimator.
The foregoing analysis is carried out on a simple system with one generator and one load. For a more complex system, however, similar approach can be adopted to analyze the impact of wind power and load forecasting on the frequency deviation of the system.

8.4 Summary

This chapter has provided a basic study on the relation between wind power forecasting error and system steady-state frequency deviation. For a single-generator-single-load system, the frequency deviation is proportional to the wind power forecasting error. However, the relation may become more complex in a system with multiple generators and loads. This can be investigated in the future work. This chapter has also tested the LMMSE estimator for forecasting 15 min ahead wind power. The test is carried out on the basis of the synthetic time series generated from the LARIMA model. The LMMSE estimator provides a better performance than the persistence model. However, a nonlinear estimator may be used to further reduce the forecasting error.
Chapter 9
Conclusions and Future Work

9.1 Summary
In this thesis, stochastic models of WPG, load demand and CHP generation have been developed. Several aspects of the operation and planning of a renewable energy based distribution system are investigated through a probabilistic approach. The contents of the thesis consist of seven topics:

1) Modeling of stochastic WPG, load demand and CHP generation,
2) PLF analysis for evaluating system steady-state performance,
3) Optimal power factor setting of WT for minimizing network power losses,
4) Short-range distribution system planning considering system capacity shortfalls,
5) Optimal cable selection for wind energy network through economic evaluation,
6) Maximum wind turbine capacity of a network considering energy curtailment,
7) Steady-state frequency deviation due to wind power forecasting error.

Topics 3)-6) are examined on the basis of PLF techniques presented in 2). The PLF analysis commonly relies on Monte Carlo simulation, which calls for stochastic models of renewable generation and load demand as developed in 1). The last topic evaluates the impact of wind power forecasting error on system steady-state frequency deviation. Furthermore, the stochastic wind power model is utilized to generate synthetic wind power time series, which are further used to test wind power forecasting algorithms. Based on the wind power forecasting error, the probability distribution of the steady-state frequency deviation is derived.

9.2 Conclusions
In this thesis, stochastic models are developed for simulating the stochastic process of WPG, CHP and load demand. For the stochastic wind power modeling, the important characteristics to be considered are probability distribution, temporal correlation, cross-correlation and seasonal variation. The diurnal period is regarded insignificant for the analyzed time series and thus ignored during the modeling. As a result, a LARIMA model and a multivariate-LARIMA model are developed for simulating a single and multiple wind power time series, respectively. Both models are validated against the field measurements from the Nysted offshore wind farm. For stochastic load modeling, in contrast to wind power, the diurnal period is
an essential element to be considered. Consequently, a seasonal ARMA model is developed for simulating the stochastic process of the load demand. For stochastic CHP modeling, a discrete Markov chain model is selected to represent the generation states of a CHP plant, which is regulated on and off. These three stochastic models are particularly useful when time series measurements are not available. Furthermore, these stochastic models serve as the basis of Monte Carlo simulations for PLF analysis.

PLF analysis can be performed through Monte Carlo simulation, as well as through an analytical approach such as the convolution method and the cumulants method. Although the analytical approach is faster in computation time, it is not straightforward to account for non-Gaussian distributions and the temporal correlation and cross-correlation among stochastic processes. Furthermore, the analytical approach is not able to take into account the automatic tap regulation of tap-changing transformers. Therefore, Monte Carlo simulation is preferred for PLF analysis. Although the Monte Carlo simulation is computation-intensive, the simulation time is not a major concern for power system planning. It is also found that the automatic tap regulation of a transformer is time-dependent. Such a time-dependent feature requires a realistic simulation of the temporal correlation of stochastic generation and load. In other words, if the temporal correlation is ignored or inappropriately modeled, the tap position of the transformer may not be correctly simulated in a Monte Carlo simulation. As a result, the probability distribution of the bus voltage is shifted. This indicates that the modeling of temporal correlation is not only crucial for simulating stochastic generation and load, but also critical for obtaining accurate PLF results.

For the short-range planning of a distribution system, the substation capacity shortfall is normally dealt with by expanding the capacity of the substation transformer according to its maximum loading. However, based on the probabilistic analysis, the probability and the corresponding period when the capacity shortfall occurs during a day are identified. Accordingly, it is demonstrated that procuring a gas turbine as an alternative solution not only solves the capacity shortfall problem, but also provides economic benefits for the network operator in the long run.

Unity power factor setting of WTs is commonly used for WT owners. However, the optimal power factor setting of WTs can abate system power losses and thus the operating costs for the network operators. A stochastic optimization method is developed to find the optimal WT power factor setting while taking into account the stochastic behavior of WPG and load. The simulation results on the investigated network indicate that annual losses can be reduced by 13%. This corresponds to a saving of 0.8% of the total system costs. This amount of saving, if paid back to WT owners, may cut their wind energy transfer fee
by 11% of the current cost. Therefore, such an optimization algorithm can be used as a basic tool by network operators to estimate power losses of their networks and to negotiate with WT owners to achieve a more economic operation of the system.

In order to integrate new WTs to the existing grid, network operators need to determine the cable type and optimal conductor size for connecting the WTs. The optimal cable sizing should consider both the technical constraints and economic benefits from a cable. Such an evaluation needs to account for the rated capacity of WTs and the stochastic behavior of WPG. The study demonstrates that by utilizing the economical loading range and load reach of the cable, the optimal conductor size of a cable can be determined. Such a method significantly simplifies the calculation, which can be easily adopted for practical applications.

In order to evaluate the maximum penetration level of wind power in the system, an optimal constrained load flow algorithm is proposed. The algorithm combines the sequential quadratic programming method and a Monte Carlo based constrained load flow algorithm. The system maximum WT capacity is obtained by performing reactive power control and energy curtailment of WTs. The simulation results show that the reactive power control is more effective when the restricting factor is the voltage limit, while the energy curtailment strategy is more beneficial when the restricting factor is the current limit.

The last part of the thesis investigates the relation between wind power forecasting error and system steady-state frequency deviation. For a single-generator-single-load system, the frequency deviation is proportional to the wind power forecasting error. However, this may not be the case in a system with multiple generators and loads. Furthermore, it is also demonstrated that the stochastic wind power model can be used as data source for testing various wind power forecasting algorithms.

### 9.3 Future Work

During the process of the research work, a number of interesting and promising research topics are identified. These research topics may deserve a further investigation in the future:

1. Implement diurnal period in the stochastic wind power model,
2. Model the cross-correlation between the WPG and load demand,
3. Derive analytical expressions for the probability density function of the LARIMA model,
4. Investigate year-to-year variation of WPG,
5. Study reliability issues of distribution systems using stochastic models of WPG and load,
6. Evaluate the effect of forecasting error on the system frequency deviation on a larger network,
7) Study the contribution of WTs to the primary frequency control of the system,
8) Optimal spinning reserve of power systems considering forecasting error of load and wind power
generation under market environment.
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Appendix A

Parameter Estimation of Bivariate-LARIMA model

The estimated model parameters of the bivariate-LARIMA(0,1,1) model shown in Fig. 2.17 are summarized as follows.

\[
\hat{\theta}_1 = \begin{bmatrix} \hat{\theta}_{11} \\ \hat{\theta}_{21} \end{bmatrix} = \begin{bmatrix} -0.15 \\ -0.44 \end{bmatrix}
\]

\[
\hat{\theta}_{12} = \begin{bmatrix} \hat{\theta}_{12} \\ \hat{\theta}_{22} \end{bmatrix} = \begin{bmatrix} -0.04 \\ 0.22 \end{bmatrix}
\]

(A.1)

\[
\hat{\Sigma}_a = \begin{bmatrix} 0.62 & 0.56 \\ 0.56 & 0.61 \end{bmatrix}
\]

(A.2)

\[
\hat{\theta}_0 = \begin{bmatrix} \hat{\theta}_{0,1} \\ \hat{\theta}_{0,2} \end{bmatrix} = \begin{bmatrix} 0.008 \\ 0.007 \end{bmatrix}
\]

(A.3)

The model parameters \( \hat{\theta}_1 \) and \( \hat{\Sigma}_a \) are calculated from the covariance matrices of the two measured wind power time series through:

\[
\begin{align*}
\hat{\theta}_1^T \Gamma (1) + \hat{\theta}_0 \Gamma (0) + \Gamma^T (1) &= 0 \\
\Gamma (1) &= -\hat{\Sigma}_a \hat{\theta}_1^T 
\end{align*}
\]

(A.4)

where \( \Gamma (0) \) is the covariance matrix at time-lag zero and \( \Gamma (1) \) is the covariance matrix at time-lag one. \( \Gamma (0) \) and \( \Gamma (1) \) are estimated from the measured wind power time series. Equation (A.4) is also valid for multivariate-LARIMA(0,1,1) model.

The model parameter \( \hat{\theta}_0 \) is adjusted to match the mean values of the simulated time series \( Y_1(t) \) and \( Y_2(t) \) with the measured values through a Monte Carlo simulation.

When the bivariate-LARIMA model is applied to the summer and winter season individually, the corresponding model parameters are summarized as follows. For summer season,
\[
\hat{\theta}_{1,sm} = \begin{bmatrix}
-0.18 & 0.01 \\
-0.46 & 0.25
\end{bmatrix},
\]

(A.5)

\[
\hat{\Sigma}_{1,sm} = \begin{bmatrix}
0.68 & 0.61 \\
0.61 & 0.65
\end{bmatrix},
\]

(A.6)

\[
\hat{\theta}_{0,sm} = \begin{bmatrix}
-0.03 \\
-0.04
\end{bmatrix}.
\]

(A.7)

For winter season,

\[
\hat{\theta}_{1,wt} = \begin{bmatrix}
-0.11 & -0.10 \\
-0.42 & 0.18
\end{bmatrix},
\]

(A.8)

\[
\hat{\Sigma}_{1,wt} = \begin{bmatrix}
0.56 & 0.51 \\
0.51 & 0.56
\end{bmatrix},
\]

(A.9)

\[
\hat{\theta}_{0,sm} = \begin{bmatrix}
0.04 \\
0.05
\end{bmatrix}.
\]

(A.10)
Appendix B

Probability Distribution Data for the IEEE 14 Bus System

The probability distribution of the generation at bus 2 in the IEEE 14 bus system shown in Fig. 3.1 is assumed to be a Gaussian distribution with mean value of 18.3 MW and the standard deviation of 12.7% of the mean value.

The rest of the loads are assumed to have a Gaussian distribution. Table B.1 summarizes the probability data of these loads. The standard deviation is expressed in percentage of the mean value. The probability distribution of the active power of the load connected at bus 14 is a discrete distribution. The corresponding probability is summarized in Table B.2.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>Active power</th>
<th>Reactive power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$ (MW)</td>
<td>$\sigma$ (%)</td>
</tr>
<tr>
<td>3</td>
<td>94.2</td>
<td>10.0</td>
</tr>
<tr>
<td>4</td>
<td>47.8</td>
<td>11.0</td>
</tr>
<tr>
<td>5</td>
<td>7.6</td>
<td>5.0</td>
</tr>
<tr>
<td>6</td>
<td>11.2</td>
<td>1.0</td>
</tr>
<tr>
<td>9</td>
<td>29.5</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>9.0</td>
<td>10.0</td>
</tr>
<tr>
<td>11</td>
<td>3.5</td>
<td>9.5</td>
</tr>
<tr>
<td>12</td>
<td>6.1</td>
<td>1.0</td>
</tr>
<tr>
<td>13</td>
<td>13.5</td>
<td>1.0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table B.2
Discrete probability distribution of the active power of the load connected at bus 14.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>Active power</th>
<th>Value (MW)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td></td>
<td>13</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18</td>
<td>0.20</td>
</tr>
</tbody>
</table>
Appendix C

Technical Data of XLPE Underground Cable

The technical data of the XLPE underground cable is summarized from the ABB cable catalog. The data are for cables in the ground with aluminum conductor.

C.1 Cable Impedance

This subsection summarizes resistance, capacitance and inductance of standard ABB 20 kV three-core cables as shown in Table C.1, and 20 kV single-core XLPE cables as shown in Table C.2.

Table C.1
Resistance, capacitance and inductance of ABB XLPE cable: three-core, 20 kV.

<table>
<thead>
<tr>
<th>Conductor cross section mm²</th>
<th>Screen cross section mm²</th>
<th>R (20°C) Ω/km</th>
<th>C μF/km</th>
<th>L mH/km</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>10</td>
<td>1.20</td>
<td>0.15</td>
<td>0.43</td>
</tr>
<tr>
<td>35</td>
<td>16</td>
<td>0.868</td>
<td>0.17</td>
<td>0.40</td>
</tr>
<tr>
<td>50</td>
<td>16</td>
<td>0.641</td>
<td>0.18</td>
<td>0.39</td>
</tr>
<tr>
<td>70</td>
<td>16</td>
<td>0.443</td>
<td>0.20</td>
<td>0.37</td>
</tr>
<tr>
<td>95</td>
<td>25</td>
<td>0.320</td>
<td>0.22</td>
<td>0.35</td>
</tr>
<tr>
<td>120</td>
<td>25</td>
<td>0.253</td>
<td>0.24</td>
<td>0.33</td>
</tr>
<tr>
<td>150</td>
<td>35</td>
<td>0.206</td>
<td>0.26</td>
<td>0.32</td>
</tr>
<tr>
<td>185</td>
<td>35</td>
<td>0.164</td>
<td>0.28</td>
<td>0.32</td>
</tr>
<tr>
<td>240</td>
<td>35</td>
<td>0.125</td>
<td>0.31</td>
<td>0.30</td>
</tr>
</tbody>
</table>

The resistance values are given at the conductor temperature of 20 °C. The resistance values at another temperature can be obtained through

\[
R_1 = R_0 \left[ 1 + \alpha (T_1 - T_0) \right] \tag{C.1}
\]

where \( R_0 \) and \( R_1 \) are the resistance at temperature \( T_0 \) and \( T_1 \), respectively; \( \alpha \) is the coefficient. \( \alpha = 0.0039 \) for aluminum and \( \alpha = 0.00382 \) for copper.
The inductance of single-core cable is related to the distance between conductors. The inductances shown in the tables are given by standard ABB XLPE cables. However, inductance can also be calculated by

\[ L = 0.05 + 0.2 \ln \left( \frac{K \cdot s}{r} \right) \]  
(C.2)

where \( L \) is in mH/km; \( K = 1 \) and 1.26 for trefoil formation and flat formation, respectively; \( s \) is the distance between conductor axes (mm); \( r \) is the conductor radius (mm).

<table>
<thead>
<tr>
<th>Conductor cross section mm²</th>
<th>Screen cross section mm²</th>
<th>R (20°C) Ω/km</th>
<th>C (Trefoil) μF/km</th>
<th>L (Trefoil) mH/km</th>
<th>L (Flat) mH/km</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>16</td>
<td>0.641</td>
<td>0.18</td>
<td>0.45</td>
<td>0.74</td>
</tr>
<tr>
<td>70</td>
<td>16</td>
<td>0.443</td>
<td>0.20</td>
<td>0.42</td>
<td>0.70</td>
</tr>
<tr>
<td>95</td>
<td>25</td>
<td>0.320</td>
<td>0.22</td>
<td>0.40</td>
<td>0.68</td>
</tr>
<tr>
<td>120</td>
<td>25</td>
<td>0.253</td>
<td>0.24</td>
<td>0.39</td>
<td>0.65</td>
</tr>
<tr>
<td>150</td>
<td>35</td>
<td>0.206</td>
<td>0.26</td>
<td>0.37</td>
<td>0.63</td>
</tr>
<tr>
<td>185</td>
<td>35</td>
<td>0.164</td>
<td>0.28</td>
<td>0.36</td>
<td>0.62</td>
</tr>
<tr>
<td>240</td>
<td>35</td>
<td>0.125</td>
<td>0.31</td>
<td>0.35</td>
<td>0.60</td>
</tr>
<tr>
<td>300</td>
<td>35</td>
<td>0.100</td>
<td>0.34</td>
<td>0.33</td>
<td>0.57</td>
</tr>
<tr>
<td>400</td>
<td>35</td>
<td>0.0778</td>
<td>0.38</td>
<td>0.32</td>
<td>0.56</td>
</tr>
<tr>
<td>500</td>
<td>35</td>
<td>0.0605</td>
<td>0.42</td>
<td>0.31</td>
<td>0.54</td>
</tr>
<tr>
<td>630</td>
<td>35</td>
<td>0.0469</td>
<td>0.47</td>
<td>0.30</td>
<td>0.52</td>
</tr>
<tr>
<td>800</td>
<td>35</td>
<td>0.0367</td>
<td>0.52</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>1000</td>
<td>35</td>
<td>0.0291</td>
<td>0.57</td>
<td>0.29</td>
<td>0.48</td>
</tr>
<tr>
<td>1200</td>
<td>35</td>
<td>0.0247</td>
<td>0.67</td>
<td>0.28</td>
<td>0.46</td>
</tr>
<tr>
<td>1400</td>
<td>35</td>
<td>--------</td>
<td>0.74</td>
<td>0.28</td>
<td>0.45</td>
</tr>
<tr>
<td>1600</td>
<td>35</td>
<td>0.0186</td>
<td>0.77</td>
<td>0.27</td>
<td>0.45</td>
</tr>
<tr>
<td>2000</td>
<td>35</td>
<td>0.0149</td>
<td>0.83</td>
<td>0.27</td>
<td>0.44</td>
</tr>
</tbody>
</table>
C.2 Cable current rating

XLPE cables can be loaded continuously to a conductor temperature of 90 °C. The continuous current ratings for three-core cables are given in Table C.3, and for single-core cables in Table C.4.

### Table C.3
Current rating (in A) for three-core cables: rated voltage up to 220 kV.

<table>
<thead>
<tr>
<th>Cross Section mm²</th>
<th>16</th>
<th>25</th>
<th>35</th>
<th>50</th>
<th>70</th>
<th>95</th>
<th>120</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductor Temperature</td>
<td>65°C</td>
<td>74</td>
<td>95</td>
<td>115</td>
<td>135</td>
<td>165</td>
<td>195</td>
<td>220</td>
</tr>
<tr>
<td></td>
<td>90°C</td>
<td>89</td>
<td>115</td>
<td>135</td>
<td>160</td>
<td>195</td>
<td>230</td>
<td>265</td>
</tr>
<tr>
<td>Cross Section mm²</td>
<td>185</td>
<td>240</td>
<td>300</td>
<td>400</td>
<td>500</td>
<td>630</td>
<td>800</td>
<td>1000</td>
</tr>
<tr>
<td>Conductor Temperature</td>
<td>65°C</td>
<td>280</td>
<td>320</td>
<td>365</td>
<td>410</td>
<td>465</td>
<td>525</td>
<td>585</td>
</tr>
<tr>
<td></td>
<td>90°C</td>
<td>335</td>
<td>385</td>
<td>435</td>
<td>490</td>
<td>560</td>
<td>635</td>
<td>715</td>
</tr>
</tbody>
</table>

### Table C.4
Current rating (in A) for single-core cables: rated voltage 10-70 kV, 25 or 35 mm² screen

<table>
<thead>
<tr>
<th>Cross Section mm²</th>
<th>Flat formation</th>
<th>Trefoil formation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cross bonded</td>
<td>Both ends</td>
</tr>
<tr>
<td></td>
<td>65°C</td>
<td>90°C</td>
</tr>
<tr>
<td>95</td>
<td>220</td>
<td>265</td>
</tr>
<tr>
<td>120</td>
<td>250</td>
<td>300</td>
</tr>
<tr>
<td>150</td>
<td>280</td>
<td>335</td>
</tr>
<tr>
<td>185</td>
<td>320</td>
<td>380</td>
</tr>
<tr>
<td>240</td>
<td>370</td>
<td>445</td>
</tr>
<tr>
<td>300</td>
<td>420</td>
<td>500</td>
</tr>
<tr>
<td>400</td>
<td>480</td>
<td>575</td>
</tr>
<tr>
<td>500</td>
<td>550</td>
<td>660</td>
</tr>
<tr>
<td>630</td>
<td>630</td>
<td>755</td>
</tr>
<tr>
<td>800</td>
<td>710</td>
<td>855</td>
</tr>
<tr>
<td>1000</td>
<td>795</td>
<td>960</td>
</tr>
<tr>
<td>1200</td>
<td>860</td>
<td>1040</td>
</tr>
<tr>
<td>1400</td>
<td>920</td>
<td>1115</td>
</tr>
<tr>
<td>1600</td>
<td>970</td>
<td>1175</td>
</tr>
<tr>
<td>2000</td>
<td>1060</td>
<td>1285</td>
</tr>
</tbody>
</table>
The initial current ratings shown in Table C.3 and Table C.4 are calculated based on the following conditions, where $D_e$ is the diameter of a cable.

- Ground temperature: 20 °C
- Laying depth $L$: 1.0 m
- Distance ‘$s$’ between cable axes laid in flat formation: $70 \text{ mm} + D_e$
- Ground thermal resistivity: 1.0 Km/W

However, there are several rating factors to calculate the final current rating of a cable. These are:

1) Cross section area of metal (copper) screen ($f_1$)
2) Laying depth ($f_2$)
3) Ground temperature ($f_3$)
4) Ground thermal resistivity ($f_4$)
5) Phase spacing (flat formation) ($f_5$)
6) Groups of cables ($f_6$)
7) Cables in pipes ($f_7$)

The final current rating of a cable should be obtained by

$$I = I_0 \cdot \left( f_1 \cdot f_2 \cdot f_3 \cdot f_4 \cdot f_5 \cdot f_6 \cdot f_7 \right). \quad (C.3)$$

### C.3 Cable cost

The prices for the 20 kV single-core cable used in the thesis is summarized in Table C.5. The prices for the 20 kV three-core cable are assumed to be the same as corresponding single-core cables.

<table>
<thead>
<tr>
<th>Table C.5 20 kV single-core cable price.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductor size (mm²)</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>120</td>
</tr>
<tr>
<td>150</td>
</tr>
<tr>
<td>185</td>
</tr>
<tr>
<td>240</td>
</tr>
</tbody>
</table>
Appendix D

Sensitivity Factor Calculation for Constrained Load Flow

D.1 Calculation of sensitivity factors

a) Function of constrained variable \( w \)

In order to numerically calculate the sensitivity factor, the functions \( f \) of different constrained variables \( W \) need to be first identified. For the constrained variables described in section 7.3.1, the functions \( f \) are as follows.

- If \( w = V_i \), where \( V_i \) is the voltage magnitude at bus \( i \), then
  \[
f = V_i \quad \text{(D.1)}
\]

- If \( w = Q_{\text{PV}_i} \), which is the reactive power generation/consumption at the PV bus \( i \), then
  \[
f - Q_{\text{PV}_i} = \begin{cases} 
-V_i^2 \left( B_i + \frac{B_{ik} a_{ik}^2}{a_{ii}} \right) + V_i \sum_{k=1}^{n-1} V_k \frac{G_{ik}}{a_{ik}} \left( \sin \theta_{ik} - B_{ik} \cos \theta_{ik} \right), & \text{ik is transformer} \\
& \& i \text{ is tap side} \\
-V_i \sum_{k=1}^{n-1} V_k \frac{G_{ik}}{a_{ik}} \left( \sin \theta_{ik} - B_{ik} \cos \theta_{ik} \right), & \text{for the rest}
\end{cases}
\]  
  \[
\text{(D.2)}
\]

where \( Q_{\text{PV}_i} \) is the total reactive load connected to bus \( i \); \( a_{ik} \) is 1 if line \( ik \) is a power line, or the tap ratio if line \( ik \) is a tap-changing transformer; \( a_{ii} \) is defined as 1; \( B_{ik}^0 \) is the tap-ratio independent part of the total diagonal susceptance of bus \( i \).

- If \( w = P_{ij} \), which is the active power flow through line \( ij \) at bus \( i \) side, then
  \[
f = \frac{1}{a_{ij}} \left[ G_{ij} V_i^2 - G_{ij} V_i^2 - V_i V_j \left( G_{ij} \cos \theta_{ij} + B_{ij} \sin \theta_{ij} \right) \right]
\]  
  \[
\text{(D.3)}
\]

where \( G_{ij} \) and \( B_{ij} \) is the real and imaginary part of the series admittance of line \( ij \);
\[
G_i' = \begin{cases} 
0, & \text{if line } ij \text{ is a power line} \\
(a_j - 1)G_{ij}, & \text{if line } ij \text{ is a transformer} \& \text{bus } i \text{ is the tap side} \\
(1/a_j - 1)G_{ij}, & \text{if line } ij \text{ is a transformer} \& \text{bus } i \text{ is the nontap side}
\end{cases}, \quad (D.4)
\]

- If \( w = Q_{ij} \), which is the reactive power flow through line \( ij \) at bus \( i \) side, then

\[
f = \frac{1}{a_j} \left[ -B_{ij}V_i^2 + B_j'V_i^2 - V_iV_j \left( G_{ij} \sin \theta_j - B_{ij} \cos \theta_j \right) \right] 
\]

\[\text{where}\]

\[
B_i' = \begin{cases} 
B_i'/2, & \text{if line } ij \text{ is a power line} \\
(a_j - 1)B_{ij}, & \text{if line } ij \text{ is a transformer} \& \text{bus } i \text{ is the tap side} \\
(1/a_j - 1)B_{ij}, & \text{if line } ij \text{ is a transformer} \& \text{bus } i \text{ is the nontap side}
\end{cases}, \quad (D.6)
\]

and \( B_{ij}' \) is the total susceptance of the power line.

- If \( w = S_{ij}^2 \), which is the square of the apparent power flow through line \( ij \) at bus \( i \) side, then

\[
f = P_{ij}^2 + Q_{ij}^2 \quad (D.7)
\]

- If \( w = I_{ij}^2 \), which is the square of the current flow through line \( ij \) at bus \( i \) side, then

\[
f = \frac{P_{ij}^2 + Q_{ij}^2}{V_i^2} \quad (D.8)
\]

- If \( w = Q_i^{sh} \), which is the shunt reactive power compensation at bus \( i \), then
\[ f = V^2 B_i^{sh} \]  \hspace{1cm} \text{(D.9)}

where \( B_i^{sh} \) is the equivalent shunt susceptance.

b) Expression of \( \left[ \frac{\partial f(X, U)}{\partial u_{ct}} \right]^T \)

Once the function \( f \) is identified, the partial derivation of the function \( f \) with respect to the control variable \( u_{ct} \) is easy to derive. As discussed in section 7.3.1, there are mainly five types of control variables, i.e. tap ratio \( a \), amount of reactive power compensation, voltage magnitude of a PV bus, active power of a PV bus and the load power to be shed. The term \( \left[ \frac{\partial f(X, U)}{\partial u_{ct}} \right]^T \) indicates the change of the constrained variable \( w \) due to the change of the control variable \( u_{ct} \), under the assumption that all the other system states (excluding \( w \)) remain unchanged (i.e. \( \frac{\partial X}{\partial u_{ct}} = 0 \)).

- If \( w = V_i \), for all the types of \( u_{ct} \),
  \[ \frac{\partial V_i}{\partial u_{ct}} = 0 . \] \hspace{1cm} \text{(D.10)}

- If \( w = Q_{Gi} \),
  if \( u_{ct} \) is the tap ratio \( a_{ik} \) and bus \( i \) is the tap side, then
  \[ \frac{\partial Q_{Gi}}{\partial a_{ik}} = 2V_i^2 \frac{B_i}{a_{ik}^2} - \frac{V_i^4}{2} \left( \frac{G_i}{a_{ik}^2} \sin \theta_i - \frac{B_i}{a_{ik}^2} \cos \theta_i \right) \] \hspace{1cm} \text{(D.11)}

  if \( u_{ct} \) is the tap ratio \( a_{ik} \) and bus \( i \) is the non-tap side, then
  \[ \frac{\partial Q_{Gi}}{\partial a_{ik}} = -\frac{V_i^4}{2} \left( \frac{G_i}{a_{ik}^2} \sin \theta_i - \frac{B_i}{a_{ik}^2} \cos \theta_i \right) \] \hspace{1cm} \text{(D.12)}
if \( u_{ct} \) is the voltage \( V_i \) of the PV bus \( i \), then

\[
\frac{\partial Q_{Gi}}{\partial V_i} = -2B_i V_i + \sum_{k=1}^{m-1} V_k / a_{ik} \left( G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik} \right).
\]  

(D.13)

for other types of \( u_{ct} \),

\[
\frac{\partial Q_{Gi}}{\partial u_{ct}} = 0.
\]  

(D.14)

- If \( w = P_j \),

  if \( u_{ct} \) is the tap ratio \( a_{ij} \), then

\[
\frac{\partial P_{ij}}{\partial a_{ij}} = \frac{1}{a_j^2} \left[ -2G_j V_i^2 + V_j V_j \left( G_j \cos \theta_j + B_j \sin \theta_j \right) \right], \text{ if the tap side is bus } i; 
\]  

(D.15)

or

\[
\frac{\partial P_{ij}}{\partial a_{ij}} = \frac{1}{a_j^2} \left[ -G_j V_i^2 + \frac{2}{a_j} - 1 \right] G_j V_j^2 
+ \frac{1}{a_j} \left( G_j \cos \theta_j + B_j \sin \theta_j \right) V_j V_i 
\]  

if \( u_{ct} \) is the voltage \( V_i \) of the PV bus \( i \), then

\[
\frac{\partial P_{ij}}{\partial V_i} = \frac{1}{a_j} \left[ 2V_i \left( G_j - G_i \right) - V_j \left( G_j \cos \theta_j + B_j \sin \theta_j \right) \right].
\]  

(D.16)

if \( u_{ct} \) is the voltage \( V_j \) of the PV bus \( j \), then

\[
\frac{\partial P_{ij}}{\partial V_j} = \frac{1}{a_j} \left[ 2V_i \left( G_j - G_i \right) - V_j \left( G_j \cos \theta_j + B_j \sin \theta_j \right) \right].
\]  

(D.17)
\[
\frac{\partial P_u}{\partial V_j} = \frac{1}{a_y} \left[ -V_j \left( G_y \cos \theta_y + B_y \sin \theta_y \right) \right]. \tag{D.18}
\]

for other types of \( u_{ct} \),

\[
\frac{\partial P_u}{\partial u_{ct}} = 0. \tag{D.19}
\]

- If \( w = Q_y \),
  if \( u_{ct} \) is the tap ratio \( a_{ij} \), then

\[
\frac{\partial Q_y}{\partial a_{ij}} = \frac{1}{a_y} \left[ 2B_y V_j^2 + V_j V_j \left( G_y \sin \theta_y - B_y \cos \theta_y \right) \right], \text{ if the tap side is bus } i; \tag{D.20}
\]

or

\[
\frac{\partial Q_y}{\partial a_{ij}} = \frac{1}{a_y^2} \left[ B_y V_i^2 - \left( 2|a_y| - 1 \right) B_y V_i^2 \right] + \frac{1}{a_y^2} \left( G_y \sin \theta_y - B_y \cos \theta_y \right) V_j V_j, \text{ if the tap side is bus } j. \tag{D.21}
\]

if \( u_{ct} \) is the voltage \( V_i \) of the PV bus \( i \), then

\[
\frac{\partial Q_y}{\partial V_i} = \frac{1}{a_y} \left[ -2V_i \left( B_y - B_y \right) - V_j \left( G_y \sin \theta_y - B_y \cos \theta_y \right) \right]. \tag{D.22}
\]

if \( u_{ct} \) is the voltage \( V_j \) of the PV bus \( j \), then
\[
\frac{\partial Q_{ij}}{\partial V_j} = \frac{1}{a_y} \left[ -V_j \left( G_y \sin \theta_y - B_y \cos \theta_y \right) \right].
\]  

(D.23)

for other types of \( u_{eo} \),

\[
\frac{\partial Q_{ij}}{\partial u_{ct}} = 0.
\]  

(D.24)

- If \( w = S_y^2 \),
  if \( u_{ct} \) is the tap ratio \( a_{ij} \) or the voltage \( V_i \) (\( V_j \)) of the PV bus \( i \) (\( j \)), then

\[
\frac{\partial S_{ij}^2}{\partial u_{ct}} = 2 \left( P_y \frac{\partial P_y}{\partial u_{ct}} + Q_y \frac{\partial Q_y}{\partial u_{ct}} \right)
\]  

(D.25)

where the expressions for \( P_y \) and \( Q_y \) are (12) and (13), respectively; the expressions for the two partial derivative terms are found from the previous two bullets.

for other types of \( u_{eo} \),

\[
\frac{\partial S_{ij}^2}{\partial u_{ct}} = 0.
\]  

(D.26)

- If \( w = I_y^2 \),
  if \( u_{ct} \) is the tap ratio \( a_{ij} \), then

\[
\frac{\partial I_{ij}^2}{\partial a_{ij}} = \frac{2}{V_i^2} \left( P_y \frac{\partial P_y}{\partial u_{ct}} + Q_y \frac{\partial Q_y}{\partial u_{ct}} \right).
\]  

(D.27)
if \( u_{ct} \) is the voltage \( V_i \) of the PV bus \( i \), then

\[
\frac{\partial I_u^2}{\partial V_i} = -\frac{2}{V_i^3} \left[ S_{ij}^2 - V_i \left( P_{ij} \frac{\partial P_{ij}}{\partial V_i} + Q_{ij} \frac{\partial Q_{ij}}{\partial V_i} \right) \right].
\] (D.28)

if \( u_{ct} \) is the voltage \( V_j \) of the PV bus \( j \), then

\[
\frac{\partial I_u^2}{\partial V_j} = \frac{2}{V_i} \left( P_{ij} \frac{\partial P_{ij}}{\partial u_{ct}} + Q_{ij} \frac{\partial Q_{ij}}{\partial u_{ct}} \right).
\] (D.29)

for other types of \( u_{ct} \),

\[
\frac{\partial I_u^2}{\partial u_{ct}} = 0.
\] (D.30)

- If \( w = Q_i^{sh} \),
  if \( u_{ct} \) is the voltage \( V_i \) of the PV bus \( i \), then

\[
\frac{\partial Q_i^{sh}}{\partial V_i} = 2V_i B_i^{sh}.
\] (D.31)

if \( u_{ct} \) is the susceptance \( B_i^{sh} \) of the shunt compensator at bus \( i \),

\[
\frac{\partial Q_i^{sh}}{\partial B_i^{sh}} = V_i^2.
\] (D.32)

c) Expression of \( \frac{\partial g(X, U)}{\partial u_{ct}} \)
The expression of the partial derivative of load flow equations with respect to the control variables is independent of the chosen constrained variables. The term \( \mathbf{J}^{-1} \frac{\partial \mathbf{g}(\mathbf{X}, \mathbf{U})}{\partial u_{ct}} \) indicates the change of all the system states \( \mathbf{X} \) (voltage magnitude and phase angle) due to the change of the control variable \( u_{ct} \). The load flow equation (1) can be expressed as:

\[
P_i = \begin{cases} 
- V_i^2 \left( G_{ii}^0 + \frac{G_{ii}}{a_{ik}^2} \right) + V_i \sum_{k=1}^{n-m-1} V_k / a_{ik} \left( G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik} \right), & \text{ik is transformer} \\
& \text{& i is tap side} \\
& \text{for the rest}
\end{cases} \tag{D.33}
\]

\[
Q_i = \begin{cases} 
- V_i^2 \left( B_{ii}^0 + \frac{B_{ii}}{a_{ik}^2} \right) + V_i \sum_{k=1}^{n-m-1} V_k / a_{ik} \left( G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik} \right), & \text{ik is transformer} \\
& \text{& i is tap side} \\
& \text{for the rest}
\end{cases} \tag{D.34}
\]

where \( G_{ii}^0 \) is the tap-ratio independent part of the total diagonal conductance of bus \( i \); \( P_i \) and \( Q_i \) is the equivalent active and reactive power injections to bus \( i \):

\[
\begin{align*}
P_i &= P_{Gi} - P_{Li} \\
Q_i &= Q_{Gi} - Q_{Li} + Q_i^{\text{th}}
\end{align*} \tag{D.35}
\]

where \( P_{Gi} (P_{Li}) \) and \( Q_{Gi} (Q_{Li}) \) are the active and reactive generation (load) injected to bus \( i \).

- If \( u_{ct} \) is the tap ratio \( a_{ik} \),
\[
\frac{\partial P_i}{\partial a_{ik}} = \begin{cases} 
2V_i^2 \frac{G_{ik}}{a_{ik}^2} - \frac{V_i V_k (G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik})}{a_{ik}^2} & \text{if } i \text{ is tap side} \\
-\frac{V_i V_k (G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik})}{a_{ik}^2} & \text{if } i \text{ is nontap side} \\
0 & \text{if } ik \text{ is power line}
\end{cases}
\]  
(D.36)

\[
\frac{\partial Q_i}{\partial a_{ik}} = \begin{cases} 
2V_i^2 \frac{B_{ik}}{a_{ik}^2} - \frac{V_i V_k (G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik})}{a_{ik}^2} & \text{if } i \text{ is tap side} \\
-\frac{V_i V_k (G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik})}{a_{ik}^2} & \text{if } i \text{ is nontap side} \\
0 & \text{if } ik \text{ is power line}
\end{cases}
\]  
(D.37)

- If \( u_{ci} \) is the voltage \( V_i \) at the PV bus \( i \),

\[
\frac{\partial P_j}{\partial V_i} = \begin{cases} 
0 & \text{if } j \text{ is PV bus or } j = i \\
V_j/a_{ji} \left( G_{ji} \cos \theta_{ji} + B_{ji} \sin \theta_{ji} \right) & \text{if } j \neq i
\end{cases}
\]  
(D.38)

\[
\frac{\partial Q_j}{\partial V_i} = \begin{cases} 
-2B_i V_i + \sum_{k=1, k \neq i}^{n-1} V_k/a_{ik} \left( G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik} \right), & \text{if } j = i \\
-V_j/a_{ji} \left( G_{ji} \sin \theta_{ji} - B_{ji} \cos \theta_{ji} \right), & \text{if } j \neq i
\end{cases}
\]  
(D.39)

- If \( u_{ci} \) is the active power generation \( P_{ci} \) at the PV bus \( i \),

\[
\frac{\partial P_j}{\partial P_{ci}} = \begin{cases} 
1 & j = i \\
0 & j \neq i
\end{cases}
\]  
(D.40)
\[
\frac{\partial Q_j}{\partial P_{Gj}} = 0. \quad (D.41)
\]

- If \( u_c \) is the equivalent suscceptance of the shunt compensator \( B_{Sj} \),

\[
\frac{\partial P_j}{\partial B_{Sj}} = 0, \quad (D.42)
\]

\[
\frac{\partial Q_j}{\partial B_{Sj}} = \begin{cases} V_i^2 & j = i \\ 0 & j \neq i \end{cases}. \quad (D.43)
\]

- If \( u_c \) is the load to be shed \( P_{Li} + jQ_{Li} \), then

\[
\frac{\partial P_j}{\partial P_{Li}} = \begin{cases} -1 & j = i \\ 0 & j \neq i \end{cases}, \quad (D.44)
\]

\[
\frac{\partial Q_j}{\partial Q_{Li}} = \begin{cases} -1 & j = i \\ 0 & j \neq i \end{cases}. \quad (D.45)
\]

d) Expression of \( \frac{\partial f(X, U)}{\partial X} \)

The term \( \frac{\partial f(X, U)}{\partial X} \) indicates the change of the constrained variable \( w \) due to the change of all the system states \( X \).

- If \( w = V_i \),

\[
\frac{\partial V_i}{\partial V_i} = \begin{cases} 1 & t = i \\ 0 & t \neq i \end{cases}. \quad (D.46)
\]
\[
\frac{\partial V_i}{\partial \theta_i} = 0. \tag{D.47}
\]

- If \( w = Q_{gi} \),

\[
\frac{\partial Q_{gi}}{\partial V_i} = \begin{cases} 
-2V_iB_i + \sum_{k=1}^{m-1} V_k (G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik})/a_{ik}, & t = i \\
V_i (G_{ii} \sin \theta_{ii} - B_{ii} \cos \theta_{ii})/a_{ii}, & t \neq i
\end{cases}, \tag{D.48}
\]

\[
\frac{\partial Q_{gi}}{\partial \theta_i} = \begin{cases} 
0, & t = i \\
-VV_i (G_{ii} \cos \theta_{ii} + B_{ii} \sin \theta_{ii})/a_{ii}, & t \neq i
\end{cases}. \tag{D.49}
\]

- If \( w = P_{ij} \), (indicate that \( i \neq j \))

\[
\frac{\partial P_{ij}}{\partial V_i} = \begin{cases} 
\left[2V_i (G_{ij} - G_{ij} - G_{iy} \cos \theta_{ij} + B_{iy} \sin \theta_{ij})/a_{ij} \right], & t = i \\
-VV_i (G_{iy} \cos \theta_{ij} + B_{iy} \sin \theta_{ij})/a_{iy}, & t = j \\
0, & t \neq i, j
\end{cases}, \tag{D.50}
\]

\[
\frac{\partial P_{ij}}{\partial \theta_i} = \begin{cases} 
-VV_j (G_{iy} \sin \theta_{ij} + B_{iy} \cos \theta_{ij})/a_{ij}, & t = i \\
-VV_j (G_{iy} \sin \theta_{ij} - B_{iy} \cos \theta_{ij})/a_{iy}, & t = j \\
0, & t \neq i, j
\end{cases}. \tag{D.51}
\]

- If \( w = Q_{ji} \), (indicate that \( i \neq j \))
\[ \frac{\partial Q_{ji}}{\partial V_i} = \begin{cases} 2V_i \left( B_j - B_j' \right) - V_j \left( G_{ij} \sin \theta_j - B_j \cos \theta_j \right) / a_{ij}, & t = i \\ -V_j \left( G_{ij} \sin \theta_j - B_j \cos \theta_j \right) / a_{ij}, & t = j \\ 0, & t \neq i, j \end{cases} \]  
(D.52)

\[ \frac{\partial Q_{ij}}{\partial \theta_i} = \begin{cases} -V_i V_j \left( G_{ij} \cos \theta_j + B_j \sin \theta_j \right) / a_{ij}, & t = i \\ V_i V_j \left( G_{ij} \cos \theta_j + B_j \sin \theta_j \right) / a_{ij}, & t = j \\ 0, & t \neq i, j \end{cases} \]  
(D.53)

- If \( w = S_{ij}^2 \), (indicate that \( i \neq j \))

\[ \frac{\partial S_{ij}^2}{\partial V_i} = 2P_{ij} \frac{\partial p_{ij}}{\partial V_i} + 2Q_{ij} \frac{\partial Q_{ij}}{\partial V_i}, \]  
(D.54)

\[ \frac{\partial S_{ij}^2}{\partial \theta_i} = 2P_{ij} \frac{\partial p_{ij}}{\partial \theta_i} + 2Q_{ij} \frac{\partial Q_{ij}}{\partial \theta_i}. \]  
(D.55)

- If \( w = I_{ij}^2 \), (indicate that \( i \neq j \))

\[ \frac{\partial I_{ij}^2}{\partial V_i} = \begin{cases} -\frac{2V_i^2}{V_i^2} \left( p_{ij}^2 + Q_{ij}^2 \right) + \frac{1}{V_i^2} \frac{\partial S_{ij}^2}{\partial \theta_i}, & t = i \\ \frac{1}{V_i^2} \frac{\partial S_{ij}^2}{\partial \theta_i}, & t \neq i \end{cases} \]  
(D.56)

\[ \frac{\partial I_{ij}^2}{\partial \theta_i} = \frac{1}{V_i^2} \frac{\partial S_{ij}^2}{\partial \theta_i}. \]  
(D.57)
• If \( w = Q_i \),

\[
\frac{\partial Q_i}{\partial V_t} = \begin{cases} 
2V_iB_i, & t = i \\
0, & t \neq i 
\end{cases}
\] (D.58)

\[
\frac{\partial Q_i}{\partial \theta_t} = 0.
\] (D.59)