A comparative evaluation of alternative optimization strategies for a novel heliostat-driven hydrogen production/injection system coupled with a vanadium chloride cycle
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ABSTRACT

This paper introduces an innovative and cost-effective multi-generation plant, driven by the central receiver-based concentrated solar systems, to facilitate the desired global green-transition process. The vanadium chlor-ine thermochemical cycle, which uses hydrogen instead of natural gas in the combustion chamber, is used as an innovative approach for reducing greenhouse gas emissions. The proposed system also includes a thermoelectric generator (TEG) for excess power generation and a multi-effect desalination (MED) unit to reduce exergy loss. The suggested system’s technological, economic, and environmental metrics are analyzed and compared to a similar system that stores the created hydrogen rather than burning it in the combustion chamber. Furthermore, the viability of the studied model is investigated under the optimal operating condition, using the example of Sevilla in order to make the conclusions more reliable. According to the findings, the suggested novel configuration is a better alternative in terms of cost and environmental impact owing to decreased product energy costs and CO2 emissions. The outcomes further indicate that the substitution of the condenser with TEG leads to considerably higher power production. According to the optimization findings, the multi-objective grey wolf algorithm is the best optimization strategy compared to the non-dominated genetic and particle swarm approaches. At the best optimization point, 2.5% higher exergy efficiency, 1 $/GJ cheaper product energy cost, and 0.12 kg/kWh lower levizelization CO2 emission are achieved compared to the operating condition. The Sankey diagram indicates that the solar heliostat system has the highest irreversibility. The exergy analysis results further reveal that the flue gas condensation process through the Rankine cycle and MED unit lead to a 53.2% reduction in exergy loss. Finally, considerable CO2 emission reductions show that the suggested new method is an effective solution for cleaner energy production in warmer climate countries.

1. Introduction

The increase in fossil fuel use results in 120 ppm higher CO2 concentration in the atmosphere and a global temperature rise of 2 °C until 2050 [1]. The deployment of renewable resources offers the most powerful and promising solution for achieving significant greenhouse gas emissions reduction [2]. According to the European environment agency (EEA), without renewable energy, since 2005, more than 10% higher emissions would have been obtained compared to the current value [3]. Based on the EEA roadmap 2050, European countries aim to supply more than 55% of total energy use from renewable resources, taking a major step toward decarbonization and green transition [4,43].

Solar energy, among other renewable resources, represents a clean and green energy source, with a growth rate of 33%. The central receiver-based concentrated solar (CRCS) systems are of great importance due to their high outlet temperature and cost-effectiveness [5]. They require a smaller area than other solar technologies for the same value of energy production [6]. Praveen [7] studied the feasibility of developing CRCS power systems for different regions in Saudi Arabia, concluding that the proposed 100 MW plant can entirely provide the power demand of the regions. In a recent study, Saghafifar et al. [8]
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examined the techno-economic-environmental assessment of a dual-receiver solar power plant equipped with a heliostat field. They reported a lower CO₂ emission index and reduced energy cost compared to the same solar technologies. Considering the case of Los Angeles, an innovative combined power and hydrogen generation system driven by the CRCS system was introduced by Alirahmi et al. [6], showing that the CRCS system was environmentally acceptable than other new hydrogen-generation tech-

Another significant consequence of climate change and global temperature increment is the lack of adequate access to potable water as a first-order necessity that highly affects human life. According to Fakhari et al. [19], 3% of the water on the earth is potable water, of which only half is reachable. For this, in addition to electricity production from a renewable resource, more attention should be paid to the cogeneration of potable water through different desalination processes for bringing down the effect of climate change, growing population, and drought. In comparison to electricity-driven processes, thermal-based desalination technologies are a promising and popular option due to the importance of the waste heat recovery process as an energy enhancement and cost reduction approach. Youssef et al. [20] conducted a techno-economic-environmental comparison of various desalination processes and

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Subscript and abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_h$</td>
<td>AC</td>
</tr>
<tr>
<td>$A_r$</td>
<td>ANN</td>
</tr>
<tr>
<td>$c$</td>
<td>BPE</td>
</tr>
<tr>
<td>$C$</td>
<td>CC</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Ch</td>
</tr>
<tr>
<td>$D_p$</td>
<td>CI</td>
</tr>
<tr>
<td>$\Delta T_{fp}$</td>
<td>Cond</td>
</tr>
<tr>
<td>$E$</td>
<td>CRCS</td>
</tr>
<tr>
<td>$ERTE$</td>
<td>CRF</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>D</td>
</tr>
<tr>
<td>$f$</td>
<td>EES</td>
</tr>
<tr>
<td>$h$</td>
<td>F</td>
</tr>
<tr>
<td>$i_r$</td>
<td>GC</td>
</tr>
<tr>
<td>$K$</td>
<td>GT</td>
</tr>
<tr>
<td>$LCoE$</td>
<td>IEA</td>
</tr>
<tr>
<td>$n$</td>
<td>MED</td>
</tr>
<tr>
<td>$N_{MED}$</td>
<td>MOGWO</td>
</tr>
<tr>
<td>$P$</td>
<td>MOPSO</td>
</tr>
<tr>
<td>$PR$</td>
<td>NEA</td>
</tr>
<tr>
<td>$Q$</td>
<td>NSGA</td>
</tr>
<tr>
<td>$SI$</td>
<td>S</td>
</tr>
<tr>
<td>$TCR$</td>
<td>TEG</td>
</tr>
<tr>
<td>$T_{br}$</td>
<td>VCl</td>
</tr>
<tr>
<td>$U$</td>
<td>$\eta_h$</td>
</tr>
<tr>
<td>$V$</td>
<td>$t$</td>
</tr>
<tr>
<td>$W$</td>
<td>$\tau$</td>
</tr>
<tr>
<td>$Z$</td>
<td>$\zeta_{CO2}$</td>
</tr>
<tr>
<td>$ZT_M$</td>
<td>Figure of merit</td>
</tr>
</tbody>
</table>

improving efficiency and mitigating environmental pollution and energy cost by directly generating valuable electricity from waste heat [14]. Habibollahzade et al. [15] studied the impact of using a TEG unit instead of the condenser of a solar-based thermochemical hydrogen system and concluded that a lower levelized energy cost and higher performance efficiencies are achieved compared to the same system without TEG. Demir and Dincer [16] analyzed a hybrid solar system comprising CRCS equipped with a heliostat field, TEG unit, and proton exchange membrane (PEM) electrolyzer and showed that TEG provides around 7% of the total power generation. Khamohammadi et al. [17] conducted a comparative sensitive analysis of an innovative solar-based cogeneration system and highlighted the impact of recovering low-temperature waste heat via TEG. They revealed higher produced power and energy efficiency of 3.27 kW and 6.8%, respectively, are obtained by adding TEG units. Behzadi et al. [18] examined the techno-economic assessment of an innovative solar-based system integrated with the TEG unit. They reported that a lower payback period of 2.4 years and higher hydrogen generation of 0.023 kg/Day is achieved if the TEG unit replaces the condenser.

Integrating thermoelectric generators (TEG) with a conventional power system and solar-driven cycles is a promising method of
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concluded that heat-driven technologies are superior due to lower environmental impact and better water quality. The multi-effect desalination (MED) unit is techno-economically superior to other thermal-driven desalination machines, offering lower investment costs and energy use. Chitgar and Emadi [21] recently proposed an innovative multi-generation system and concluded that a MED unit with an hourly production of 5.6 m$^3$ is the most appropriate option for potable water generation from low-temperature exhaust gases. Having assessed and compared the influence of adding a MED unit for exploiting the waste heat of a low-temperature heat source, Aguilar-Jimenez et al. [22] attained a higher performance efficiency of 22% compared to the single-generation power cycle.

Despite the intensive interest and extensive works investigating multi-generation solar-based systems applying different technologies, the existing literature still struggles with a few critical issues. First, performance improvement and heat loss reduction of solar systems should be prioritized to reduce trade barriers and promote high-quality solar thermal products. Second, the power productivity of renewable-driven systems on top of every other output needs to be improved. Third, practical and promising active/passive efficiency improvement methods, like exploiting the low-temperature waste heat, must be applied to mitigate the energy costs to increase the motivation for using solar-driven technologies. The last important issue is making the existing hybrid systems more environmentally friendly to take a major step towards the green transition. To address these issues, the present work introduces an innovative, efficient, and environmentally friendly renewable-based system for multi-generation of power, hydrogen, and potable water. The central receiver-based concentrated solar systems drive the proposed system with high outlet temperature, low heat production, and investment costs. Also, a new greenhouse gas emission reduction method is implemented through the vanadium chloride thermochemical cycle, using hydrogen instead of natural gas in the combustion chamber. Moreover, the studied system is equipped with a thermoelectric generator and multi-effect desalination unit, respectively, for active and passive production of surplus power and potable water from low-temperature waste heat. The performance of the proposed model is studied and compared against the condenser-based system that stores the produced hydrogen instead of consuming it in the combustion chamber. For this, a comparative parametric study is performed to determine the superior model and evaluate the influence of main operational parameters on techno-economic-environmental aspects. Afterward, multi-objective optimization based on NSGA-II, MOPSO, and MOGWO algorithms is applied to the superior model to compare the performance of each optimization approach and determine the best operating condition. Eventually, to make the results more reliable, the feasibility of the best model is studied under the optimum design parameters considering the real-time weather data information of Sevilla.

2. Proposed studied systems

Fig. 1 shows a schematic diagram of the proposed innovative hybrid system (Model (b)). As depicted, the studied system comprises the central receiver-based concentrated solar system for heat production; the vanadium chloride thermochemical cycle for hydrogen generation; the gas turbine and Rankine cycles and thermoelectric generators for power production; and the multi-effect desalination unit for potable water generation from low-temperature waste heat. In the CRCS system, the solar radiation is concentrated by the heliostat field into the receiver mounted on the top of the tower, which absorbs and transfers the heat to the hot storage tank. The heliostat field consists of flat movable mirrors equipped with dual-axis sun-tracking systems, leading to higher outlet temperature due to the higher concentration ratio than other solar technologies. The produced heat is first used in the evaporator to run the
Rankine cycle and then transmitted to the VCl unit to start the thermochemical cycle for hydrogen production. The generated hydrogen is consumed as the combustion chamber’s secondary fuel, which is primarily driven by natural gas. Using this method (Model (b)) – that is, replacing traditional natural gas with hydrogen – a considerable reduction of carbon dioxide emission is attained, making the proposed system green and environmentally promising. In the gas-based power system, after being compressed (State 2), the inlet air goes into the combustion chamber to be mixed with hydrogen (State 21b) or natural gas (State 20). The combustion products with a high enthalpy value then enter the turbine to generate the power. The turbine outlet exhaust gases move into the evaporator to run a steam Rankine cycle. In the studied Rankine cycles, the condensers are replaced by the TEG units to harvest the remaining brine then moves into the next stage to improve system efficiency while simultaneously minimizing the product energy cost and levelized CO2 emission index.

3. Methodology

Engineering equation software (EES) was implemented to calculate techno-economic-environmental equations of the studied innovative system. Using the MATLAB program (version R2021b), multi-objective optimization based on different approaches was then performed to maximize exergy efficiency while simultaneously minimizing the product energy cost and levelized CO2 emission index.

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRCS N_{HIL}</td>
<td>350</td>
</tr>
<tr>
<td>A_0 (m^2)</td>
<td>121</td>
</tr>
<tr>
<td>A_f (m^2)</td>
<td>60</td>
</tr>
<tr>
<td>η_0 (%)</td>
<td>71</td>
</tr>
<tr>
<td>ε (%)</td>
<td>80</td>
</tr>
<tr>
<td>T_{Receiver} (K)</td>
<td>1323.15</td>
</tr>
<tr>
<td>MED W_{Net,GC} (kPa)</td>
<td>2000</td>
</tr>
<tr>
<td>VCl T_{Rec} (K)</td>
<td>334.95</td>
</tr>
<tr>
<td>T_{S3} (K)</td>
<td>315.95</td>
</tr>
<tr>
<td>T_{E3} (K)</td>
<td>313.15</td>
</tr>
<tr>
<td>T_{E2} (K)</td>
<td>303.15</td>
</tr>
<tr>
<td>T_{VCl} (K)</td>
<td>315.95</td>
</tr>
<tr>
<td>T_{Step 1} (K)</td>
<td>798</td>
</tr>
<tr>
<td>T_{Step 2} (K)</td>
<td>373</td>
</tr>
<tr>
<td>T_{Step 3} (K)</td>
<td>573</td>
</tr>
</tbody>
</table>

### 3.1. Energy assessment

Performance evaluation was carried out by writing the energy and mass balances contemplating each component as a lumped control volume, as follows [24]:

\[
\sum \dot{m}_{in} = \sum \dot{m}_{out} \tag{1}
\]

\[
\dot{Q} - \dot{W} = \sum \dot{m}_{out} h_{out} - \sum \dot{m}_{in} h_{in} \tag{2}
\]

In this equation, \( \dot{m} \) is the mass flow rate entering/leaving each component and \( \dot{W} \) and \( \dot{Q} \) are the rate of produced/received power and heat, respectively.

#### 3.1.1. Solar heliostat system

Due to a very high concentration ratio, the CRCS system consisting of a heliostat field and solar receiver is a very efficient, cost-effective, and wise solution to produce a considerable amount of heat per area and increase the contribution of solar energy practice. Defining \( N_{HIL} \) as the number of mirrors in the solar field, the received solar energy by the heliostat field is calculated as follows [25]:

\[
\dot{Q}_h = \eta_h \times A_h \times N_{HIL} \times I \tag{3}
\]

where \( \eta_h, A_h, \) and \( I \) are the efficiency, total area of the mirrors, and incident solar radiation, respectively. Since a portion of the received heat is wasted in the environment, the heat absorbed by the receiver is not equal to the heat delivered by the heliostat field. Therefore, the heat lost to the ambient is evaluated using Eq. (4) [25]:

\[
\dot{Q}_{loss} = h_{air} A_s (T_{Receiver} - T_0) + \sigma A_s (T_{Receiver}^4 - T_0^4) \tag{4}
\]

In this equation, \( A_s \) is the collector’s surface area and \( T_{Receiver} \) denotes the surface temperature. Moreover, \( h_{air} \) indicates the convective heat transfer of the air, which is a function of wind velocity, as follows [6]:

\[
h_{air} = 10.45 - V_{av} + 10\sqrt{V_{av}} \tag{5}
\]

Finally, the heat received by the working fluid can be assessed by [6]:

\[
\dot{Q} = \dot{Q}_h - \dot{Q}_{loss} = \dot{m}(h_0 - h_f) \tag{6}
\]

#### 3.1.2. Vanadium chloride thermochemical cycle

The VCl cycle is a heat-driven thermochemical system first studied by McRea and his research group for hydrogen generation at the highest operating temperature. This cycle mainly comprises three reactions at different temperature levels (low-, moderate, and high-temperature).
that occur in three steps, as illustrated in Fig. 2. According to the figure, in the first step, vanadium (III) chloride (solid) is decomposed to vanadium(II) chlorine (solid) and chlorine gas at the maximum temperature of 798 K as follows [26]:

\[ 2\text{VCl}_3(\text{s}) \rightarrow 2\text{VCl}_2(\text{s}) + \text{Cl}_2(\text{g}) \]  

(7)

Fig. 2 further indicates that, in the second step, the produced chlorine gas at the previous step reacts with steam to generate hydrogen chloride and oxygen gases at the low temperature of 373 K, as written by [26]:

\[ \text{Cl}_2(\text{g}) + \text{H}_2\text{O}(\text{g}) \rightarrow 2\text{HCl}(\text{g}) + 0.5\text{O}_2(\text{g}) \]  

(8)

Finally, at the moderate temperature of 573 K, hydrogen (the desired component) and vanadium (III) chloride are produced from the reactions of hydrogen chlorine gas and vanadium(II) chlorine in the solid-state, as follows [26]:

\[ 2\text{VCl}_2(\text{s}) + 2\text{HCl}(\text{g}) \rightarrow 2\text{VCl}_3(\text{s}) + \text{H}_2(\text{g}) \]  

(9)

The sum of the above steps is the main reaction in the thermochemical cycles, called the water-splitting reaction, on which the steam is decomposed into oxygen and hydrogen, as expressed in Eq. 10:

\[ \text{H}_2\text{O}(\text{g}) \rightarrow 0.5\text{O}_2(\text{g}) + \text{H}_2(\text{g}) \]  

(10)

### 3.1.3. Thermoelectric generator

TEG is an advanced technology used in thermal energy systems to directly convert waste heat into surplus electricity via the Seebeck effect. It is a reliable energy source with a silent operation, enhancing the system efficiency and environmental friendliness while reducing the production cost. Defining the figure of merit ($ZT_M$) as a quantitative parameter to examine a device’s performance compared to its alternative, the TEG efficiency is calculated by Eq. (11) [27]:

\[ \eta_{\text{TEG}} = \eta_{\text{Carnot}} \frac{1}{\sqrt{1 + ZT_M}} - 1 \]  

(11)

\[ ZT_M = \frac{\psi^2 T_c}{K_R} \]  

(12)

\[ \psi = \frac{-\Delta V}{\Delta T} \]  

(14)

\[ \eta_{\text{Carnot}} = 1 - \frac{T_c}{T_h} \]  

(15)

where $T_c$ and $T_h$ are the cold and hot side temperatures, respectively. Also, $K_t$ and $R$ denote the thermal conductivity and the thermal resistance inside the TEG. Eventually, TEG output power as a function of efficiency and the transferred heat is evaluated as follows [27]:

\[ \dot{W}_{\text{TEG}} = \eta_{\text{TEG}} \dot{Q}_{\text{TEG}} \]  

(16)

### 3.1.4. Multi-effect desalination unit

The MED system is a promising and cost-effective choice for potable water production because it has reduced energy use and lower temperature than similar technologies. To accomplish the MED unit modeling, a set of balance equations, including mass, salinity, and energy, were solved for each subsystem. The temperature difference across different effects can be computed by defining $T_{b1}$ and $T_{bN}$ as the brine temperature at the 1st and $N^{th}$ effects [28]:

\[ \Delta T = T_{b1} - T_{bN} \]  

(1)

Furthermore, the brine and the water vapor temperatures at the subsequent effect are assessed by [28]:

\[ T_{b,i+1} = T_{b,i} - \Delta T \]  

(2)

\[ T_v = T_{b,i} - BPE \]  

(3)

here, $BPE$ denotes the boiling point elevation. The cooldown temperature of brine ($T'_b$), which is the sum of the non-equilibrium allowance (NEA$_i$) and the brine temperature ($T_{b,i}$), is expressed by [28]:

\[ T'_b = T_{b,i} + \text{NEA}_i \]  

(20)

For the steam ejector, the energy balances can be written as [29]:

\[ \Delta T = \frac{T_{b,i} - T_{b,N}}{N - 1} \]  

(1)
The thermodynamic equations for each effect of the MED unit, as well as the condenser, are tabulated in Table 2. For the 1st and 2nd to Nth effect and the condenser, the formula of areas of heat transfer that were prerequisites to accomplishing the MED modeling is expressed by (29):

\[ A_1 = \frac{M_{\text{in}}}{U_1(T_5 - T_1)} \]  

(4)  

\[ A_i = \frac{(D_{i-1} + D_{i-1})L_{i-1}}{U_i\Delta T_i} \]  

(5)  

\[ A_c = \frac{(D_N + D_N - D_i)L_w}{U_c\text{LMTD}_c} \]  

(6)

here \( U_c \) denotes the overall heat transfer coefficient of the ith effect, and \( U_1 \) is the heat transfer coefficient of the condenser and can be calculated as follows [29]:

\[ U_c = 1.9394 + 1.40562 \times 10^{-3} \times T_b - 2.07525 \times 10^{-5} \times T_b^2 + 2.3186 \times 10^{-6} \times T_b^3 \]  

(7)  

\[ U_1 = 1.7194 + 3.2063 \times 10^{-3} \times T_V + 1.5971 \times 10^{-3} \times T_V^2 + 1.9918 \times 10^{-7} \times T_V^3 \]  

(8)

3.2. Exergy-sustainability assessment

Exergy evaluation based on the second law of thermodynamics was applied to examine the merit of energy conversion and deviation of the studied system from ideal performance. For this, the rate of irreversibility, exergy efficiency, and sustainability index was calculated. Defining \( e, \ E_Q, \ E_W, \) and \( \dot{E}_0 \) as the inlet/outlet stream exergy, the exergy of heat, the exergy of work, and exergy destruction, respectively, the balanced equation is written as below [30]:

\[ \dot{E}_Q - \dot{E}_W = \sum \dot{m}_\text{in} e_{\text{in}} - \sum \dot{m}_\text{out} e_{\text{out}} + \dot{E}_D \]  

(27)

It was assumed that the potential and kinetic energies are overlooked due to the system’s rests relative to the environment. So, the stream exergy equals the sum physical (\( e^{PH} \)) and chemical (\( e^{CH} \)) exergy, as calculated by Eq. (29) and Eq. (30) [31]:

\[ e = e^{PH} + e^{CH} \]  

(28)  

\[ e^{PH} = (h_i - h_0) - T_i(s_i - s_0) \]  

(29)  

\[ e^{CH} = \sum_{i=1}^{k} x_i e^{CH}_i + R\theta \sum_{i=1}^{k} x_i \ln(x_i) \]  

(30)

here, \( e^{CH}_i \) is the standard chemical exergy (see Appendix B), and \( x_i \) is the mole fraction of the gaseous stream. According to Eq. (31), the ratio of exergy of product to the exergy of fuel is defined as the exergy efficiency (\( \eta_e \)), another vital parameter for irreversibility analysis of each component [31].

\[ \eta_e = \frac{\dot{E}_P}{\dot{E}_F} \]  

(31)

After applying a complete exergy evaluation to each component, the sustainability index was calculated to determine the influence of irreversibility reduction on the improvement of the overall system’s environmental friendliness, as below:

\[ SI = \frac{1}{D_p} \]  

(32)  

\[ D_p = \sum_{i=1}^{n} \frac{\dot{E}_D}{\dot{E}_\text{in}} \]  

(33)

In this equation, \( D_p \) denotes the depletion factor, which is the ratio of the overall system’s exergy destruction to the input exergy rate. Also, \( \dot{E}_{\text{in}} \) is the sum of the exergy of the sun received by the heliostat field and the exergy of input fuel, as follows:

\[ \dot{E}_{\text{in}} = \dot{E}_s + \dot{E}_F \]  

(34)  

\[ \dot{E}_s = \left[ 1 + \frac{1}{3} \left( \frac{T_s}{T_{5770}} \right) - \frac{4}{3} \left( \frac{T_s}{T_{5770}} \right)^{3} \right] \dot{Q}_s \]  

(35)  

\[ \dot{E}_F = \dot{m}_{\text{Methane}} e^{CH}_{\text{Methane}} \]  

(36)

here, \( T_s \) is the temperature of the sun, which is equal to 5770 K. Finally, the overall exergy efficiency is calculated as the ratio of the net produced exergy to the input exergy:

\[ \eta_{\text{E},\text{overall}} = \frac{\dot{E}_{\text{out}}}{\dot{E}_{\text{in}}} \]  

(37)  

\[ \dot{E}_{\text{out}} = \dot{W}_{\text{SS,1}} + \dot{W}_{\text{GT}} + \dot{W}_{\text{SS,2}} + \dot{W}_{\text{TEG,1}} + \dot{W}_{\text{TEG,2}} + \dot{E}_{\text{SS}} - \sum_{i} \dot{W}_{\text{PEC}} - \dot{W}_{\text{comp}} \]  

(38)

Because different components of the proposed system operate at two different periods, exergy round trip efficiency (ERTE) is defined to evaluate the system comprehensively as follows:

\[ \text{ERTE} = \frac{\dot{E}_{\text{out}} \times 24[\text{hr}]}{\dot{E}_F \times 24[\text{hr}] + \dot{E}_s \times 10[\text{hr}]} \]  

(39)

3.3. Economic-environmental assessment

After applying thermodynamic equations and finding the performance indicators, an economic evaluation of the studied system was conducted using the specific cost theory. Accordingly, the cost of each component is divided into the operating and maintenance (OM), and capital investment (CI) costs as follows [32]:

\[ Z_k = Z_k^{\text{OM}} + Z_k^{\text{CI}} \]  

(40)

Defining \( \gamma \) and \( \tau \) as the fixed OM costs coefficient and the system’s operating hours in the whole year, respectively, \( Z_k^{\text{OM}} \) is calculated by the following equation [32]:

\[ Z_k^{\text{OM}} = \frac{\tau_k}{\tau} Z_k \]  

(41)

Also, the capital investment costs (\( Z_k^{\text{CI}} \)) is defined as written below [33]:

\[ Z_k^{\text{CI}} = \left( \frac{\text{CRF}}{\tau} \right) Z_k \]  

(42)
The range of significant decision parameters for optimization.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Lower bound</th>
<th>Higher bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR (−)</td>
<td>Pressure ratio</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>TcT (K)</td>
<td>Combustion temperature</td>
<td>1200</td>
<td>1500</td>
</tr>
<tr>
<td>Nhel (-)</td>
<td>Number of heliostat</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>TRrecevie (K)</td>
<td>Receiver temperature</td>
<td>1100</td>
<td>1300</td>
</tr>
<tr>
<td>PT1 (kPa)</td>
<td>Turbine 1 inlet pressure</td>
<td>2500</td>
<td>4000</td>
</tr>
<tr>
<td>PT2 (kPa)</td>
<td>Turbine 2 inlet pressure</td>
<td>2500</td>
<td>4000</td>
</tr>
</tbody>
</table>

CRF = \( \frac{i(1 + i)^n}{(1 + i)^n - 1} \)  \quad (43)

In this equation, CRF denotes the capital recovery factor calculated based on the interest rate \( i \) and the system’s operation years \( n \). The cost of each component at the present year was calculated using Marshall and Swift’s formula based on the cost indexes at the reference year \( (G^P) \) and the present year \( (G^P) \), as follows [34]:

\[ \dot{Z}^P = \frac{C^P}{C^E} \dot{Z} \] \quad (44)

\( Z \) is the purchased cost in the above equations, which is evaluated as listed in Table A1 (see Appendix A). Moreover, the total cost rate (TCR) as an important economic metric, which is the sum of components’ cost \( (\dot{Z}) \) and the fuel cost \( (C_f) \), is calculated as below:

\[ TCR = \sum_{k=1}^{N_k} \dot{Z}_k + \sum_{r=1}^{N_r} C_f \] \quad (45)

Finally, the cost-effectiveness of the studied innovative hybrid system was examined, calculating the product energy cost in $/GJ and levelized cost of electricity as follows:

\[ C_e = \frac{TCR}{E_{net}} \] \quad (46)

\[ LCoE = \frac{TCR}{W_{ST1} + W_{GT} + W_{ST2} + W_{TEG1} + W_{TEG2}} \] \quad (47)

As mentioned, the main novelty of this work was the introduction of a clean multi-generation system by adding a solar system and substitution of hydrogen with methane fuel. For this, the levelized carbon dioxide emission \( (\dot{m}_{CO2}) \) in tons per MWh was assessed to investigate and compare the environmental friendliness of the proposed innovative system with the conventional methane-driven plant:

\[ \dot{m}_{CO2} = \frac{\dot{Z}_{CO2}}{E_{net}} \] \quad (48)

here, \( \dot{m}_{CO2} \) is the generated carbon dioxide emitted into the atmosphere.

3.4. Optimization model

The optimization goal is to ascertain the most favorable operating condition relative to a set of constraints or significant criteria. These contain maximizing functions like net generated energy, performance efficiencies, and sustainability index while minimizing unfavorable objectives such as carbon dioxide emission and energy costs. While single-objective optimization (SOO) aims to find the best condition satisfying a unique indicator standalone, multi-objective optimization (MOO) extends the optimization theory by considering individual objectives simultaneously. Fig. 3 demonstrates the optimization methodology applied to the present work. According to the figure, the mathematical model of techno-economic-environmental equations was carried out in EES software with an extensive library of thermodynamics properties of various fluids. However, because EES cannot solve MOO problems, the MATLAB program was linked to accomplishing the optimization algorithm. Because the integration of EES with MATLAB requires a long run time to conduct the optimization, an artificial neural network (ANN) approach was added to solve the problem at the minimum time, as shown in Fig. 3. As a robust computational method, ANN is applied to various applications, including the optimization of energy systems, because of the capability to solve nonlinear problems with maximum accuracy and minimum cost. ANN works based on a controlling procedure that tries to find the most successful connections between the layers (input, hidden, and output) with the minimum failure by repeating the process. After applying thermodynamic, exergoeconomic, and environmental evaluations in EES, 1000 random data points, including the input (the main design parameters) and output (significant objective functions), were introduced to the ANN. Then, an ANN model based on six hidden layers was implemented to fit the inputs and forecast the outputs. Subsequently, the training process was carried out to extract the mathematical correlation between the design parameters and expected outputs. Eventually, the extracted training network was given to the MOO algorithm as a fitness function to start the optimization.

The best operating condition from techno-economic-environmental viewpoints was ascertained using three optimization algorithms: NSGA-II, MOPSO, and MOGWO. This not only determined the optimum system sizing but also investigated and compared the performance of each algorithm. Among different MOO approaches, NSGA-II, based on a conventional genetic algorithm, has been widely used and investigated by many decision-makers due to the high calculation and fitness rates and the ability to solve challenging problems. Flexibility is the main feature of NSGA-II because it finds the solution without any comprehensive understanding of the problem’s structure and variables. MOPSO is a stochastic optimization approach based on a swarm with better diversity and faster convergence that has been extensively applied to engineering problems. Population, exploration, turbulence factor, and polynomial mutation are the basic concepts of this approach. The main competency of this powerful technique is its ability to accurately solve...
Table 4
Comparison of the present MED model with a real plant.

<table>
<thead>
<tr>
<th>Step number</th>
<th>Reaction heat demand (kJ/mole H₂)</th>
<th>Balta et al. [13]</th>
<th>Present study</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.20</td>
<td>21.20</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>25</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>42.8</td>
<td>42.8</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>61.80</td>
<td>61.80</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>30</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>188.2</td>
<td>188.4</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>8.78</td>
<td>8.6</td>
<td>0.0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 4. Comparison of the performance indicators of the present TEG unit against the results reported by Ziapour et al. [35].

Table 5
Comparison of the present MED model with a real plant.

<table>
<thead>
<tr>
<th>Design conditions</th>
<th>Present model</th>
<th>Real plant [36]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect numbers</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Motive steam rate (kgs⁻¹)</td>
<td>21.20</td>
<td>21.20</td>
</tr>
<tr>
<td>The pressure of motive steam (bar)</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Minimum temperature of brine (°C)</td>
<td>42.8</td>
<td>42.8</td>
</tr>
<tr>
<td>Top brine temperature (°C)</td>
<td>61.80</td>
<td>61.80</td>
</tr>
<tr>
<td>Seawater temperature (°C)</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Desalinated water (kg/s)</td>
<td>188.24</td>
<td>184.4</td>
</tr>
<tr>
<td>Gain output ratio</td>
<td>8.78</td>
<td>8.6</td>
</tr>
</tbody>
</table>

4. Results and discussion

A comparative parametric study was conducted to better indicate the influence of hydrogen injection in the thermo-economic-environmental metrics with the variation of main operating parameters. For this, the impacts of compressor pressure ratio (rp), combustion temperature (TCC), receiver temperature (TR_ec), turbine inlet pressure, and the number of MED effects (N_MED) on the exergy round trip efficiency (ERTE), product energy cost (Gₚ), net produced power (Wₙₑₓ), the levelized carbon dioxide emission (ζ), the generated potable water, and sustainability index (SI) were investigated in detail. NSGA-II, MOPSO, and MOGWO algorithms were then applied to optimize the superior model and examine and compare the performance of each optimization approach. The Sankey diagram depicts the exergy flow throughout the system and each component’s destruction/loss rate under the best operating condition (TOPSIS point). Eventually, the feasibility of the superior model is studied under the real weather data information of Sevilla.

4.1. Validation

In Table 4, the comparison of the reaction heat demands in each step under the same operating condition is investigated against Balta et al. [13] results to validate the VCI thermochemical cycle. According to the table, a good agreement between the results is achieved since the error percentage is less than 1. The validation of TEG is depicted in Fig. 4, in which the variation of TEG power produced with the figure of merit is studied and compared. The figure shows that the present model results are analogous to the results attained by Ziapour et al. [35]. Finally, the performance of the MED unit is validated against the data of a real plant, as tabulated in Table 5. It can be observed that almost the same results are achieved for the same values of design parameters, indicating the present model’s precision.

4.2. Comparative parametric study

The effect of the gas cycle pressure ratio on each model’s performance metrics is depicted in Fig. 5. Increasing the pressure ratio increases the exergy efficiency of combustion products. Therefore, based on the first law of thermodynamics, the mass flow rate decreases at constant power. Thereafter, when a lower mass flow rate enters the evaporator and HRSG, the heat transferred to the Rankine cycle and MED unit decreases; hence, a net power produced and potable water will decrease, as illustrated in Fig. 5. According to Fig. 5, for both models, a higher round trip exergy efficiency of 5% is attained by increasing the gas cycle pressure ratio from 4 to 15. This is reasonable given that the lower mass flow rate of combustion products requires lower inlet methane. So, the exergy efficiency and the sustainability index will increase based on Eq. (39) and Eq. (32), respectively. Moreover, Fig. 5(b) presents that a favorable environmental condition is achieved when the pressure ratio increases because the mitigation of CO₂ emission is lower than the reduction of power produced (look at Eq. (48)). The figure further shows that as the pressure ratio increases, the product energy cost increases due to the decrement of power production. According to Fig. 5, in the whole domain of pressure ratio, the proposed innovative system (Model (b)) is superior to the conventional system in economic and environmental terms due to the lower product energy cost and levelized carbon dioxide emission. Moreover, Fig. 5 indicates the importance of adding the thermoelectric generator for direct waste heat deployment due to the proposed system’s higher power production than the condenser-based model. However, a higher ERTE and potable water generation are obtained if the hydrogen does not charge the bottom cycle.

Since the performance of the combustion chamber is highly affected by the thermodynamic properties of the outlet products, the effect of combustion temperature on each model is shown and compared in Fig. 6. As the figure shows, when the combustion temperature increases, the performance of the proposed system from the quality of energy conversion standpoint – that is, the exergy efficiency and sustainability index – will be reduced. This is rational given that a higher enthalpy of combustion products leads to a lower methane mass flow rate needed to provide the constant power of the gas cycle. In contrast, Fig. 6 shows that a desirable environmental condition is achieved by increasing the combustion temperature from 1300 K to 1500 K. The figure further demonstrates that the variation of combustion temperature has a relatively neutral effect on the net power produced, which is increased less than 40 kW. What stands out from Fig. 6 is that when the combustion temperature increases, the generated potable water decreases from 2.76
kg/s and 2.73 kg/s to 2.12 kg/s and 2.10 kg/s for the conventional (Model (a)) and proposed innovative (Model (b)) systems, respectively. Eventually, Fig. 6 (a) reveals that by increasing the temperature from 1300 K to 1415 K, the initial product energy costs of 21.05 $/GJ and 19.95 $/GJ decrease to a particular value and then increase to 21.96 $/GJ and 20.93 $/GJ for Model (a) and Model (b), respectively, which is improper.

Fig. 7 refers to the effect of the receiver temperature, which is a significant parameter influencing the solar collector performance. A higher receiver temperature results in a higher heat loss from the solar system (see Eq. (4)); hence, the net heat received by the working fluid as well as the mass flow rate entering the receiver will decrease, as inferred from Eq. (6). When the heat gained by the receiver reduces, the rate of input exergy (\(\dot{E}_{\text{input}}\)) also decreases. Therefore, as presented in Fig. 7 (a), the exergy round trip efficiency will increase. The figure further shows that the rise in the receiver temperature is economically unfavorable because of the solar system’s purchased cost growth, which is a function of the operating temperature. According to Fig. 7 (b), as the receiver temperature increases from 1200 K to 1250 K, the net power produced rises slightly and subsequently decreases dramatically. This is reasonable because a lower heat is transferred to the Rankine Cycle 1 due to the mass flow rate reduction of the solar system’s working fluid entering the

Fig. 5. The variation of techno-economic-environmental indicators with the gas cycle pressure ratio.

Fig. 6. The variation of techno-economic-environmental indicators with the combustion temperature.
evaporator.

Moreover, by increasing the receiver temperature – that is, the reduction of mass flow rate – lower hydrogen is generated by the VCl cycle. So, higher methane is needed to supply the gas cycle. Accordingly, the increase of receiver temperature is undesirable from the environmental point of view due to more CO$_2$ being emitted into the atmosphere, as depicted in the figure. According to Fig. 7(c), while the increase in the receiver temperature leads to a higher potable water generation in Model (b), the performance of the MED unit in Model (a) is independent of the solar system design parameters. Finally, the figure demonstrates that a higher sustainability index is achieved for both models by increasing the receiver temperature from 1200 K to 1450 K.

Greater turbine inlet pressure leads to a higher steam enthalpy; therefore, the exergy round trip efficiency and the net power produced will increase, as shown in Fig. 8(a) and (b). Fig. 8 also reveals that the increase in turbine inlet pressure positively affects the product energy cost despite the increase in turbine purchased cost, which is a function of turbine capacity. This is justified because the increase in total exergy produced is more than the total cost rate growth. According to the right-hand side of Fig. 8(b), the increase in inlet pressure is environmentally suitable since the levelized carbon dioxide emission of the conventional and proposed systems falls about 5.2 kg/MWh and 4 kg/MWh.
respectively. Fig. 8(c) depicts that each system’s sustainability index increases as the turbine inlet pressure increases because the rate of total exergy destruction declines for a constant input exergy value. Finally, Fig. 8 shows that the rate of potable water production is independent of the variation of turbine pressure. It can be concluded that, like the previous figures, in all turbine inlet pressure domains, the substitution of hydrogen with methane fuel (Model (b)) leads to a considerable lower product energy cost and levelized carbon dioxide emission compared to the fully methane-fueled system (Model (a)). The figure also shows that, in Model (b), the higher power production of 130 kW is attained, indicating the significance of adding TEG for surplus electricity generation from waste heat.

The influence of the number of MED effects in the performance of each model from thermodynamic, economic, and environmental points of view is demonstrated in Fig. 9. According to the figure, as the number of effects increases from 3 to 15, the rate of potable water produced for both models increases by more than 4 kg/s, which is considerable. The figure also shows that when the number of effects rises, the methane-based and proposed innovative models’ exergy efficiency increases from 40.05% and 39.16% to 41.94% and 41.08%, respectively, due to
the increment in potable water generation rate. According to Fig. 9(a),
for both systems, when the number of effects increases from 3 to 9, the
product energy costs increase by about 0.5 $/GJ and then rise consid-
erably (more than 7 $/GJ), which is unfavorable. This is defensible
because the increment of the total cost rate (the numerator of Eq. (46)),
markedly (more than 7 $/GJ), which is unfavorable. This is defensible
for both systems, when the number of effects increases from 3 to 9, the
increment in potable water generation rate. According to Fig. 9 (a),
the net power produced remains constant by varying the number of effects.

The comparison of techno-economic-environmental indicators at TOPSIS point.

| Table 6 |
|---|---|---|---|
| Optimization parameters | | | |
| PR (-) | $T_{CC}$ (K) | $N_{hel}$ (-) | $T_{Receiver}$ (K) | $P_{24}$ (kPa) | $P_{26}$ (kPa) |
| 11.75 | 1200 | 400 | 1100 | 3807 | 4000 |

| Objective functions | |
|---|---|---|
| ERTE (%) | $C_{P}$ ($$/GJ) | $CO_2$ (kg/MWh) |
| 42.27 | 20.13 | 6.7 |

| Important results | |
|---|---|---|
| $m_{Hydrogen}$ (kg/s) | $m_{Freshwater}$ (kg/s) | $W_{max}$ (kW) |
| 0.0266 | 3.11 | 3854 |

Table 7: The comparison of techno-economic-environmental indicators at TOPSIS point.

<table>
<thead>
<tr>
<th>System</th>
<th>ERTE (%)</th>
<th>$LCOE$ ($$/kWh)</th>
<th>$CO_2$ (kg/MWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present model</td>
<td>42.27</td>
<td>72.64</td>
<td>6.7</td>
</tr>
<tr>
<td>Bet Sarkis and Zare [37]</td>
<td>36.91</td>
<td>79.34</td>
<td>620</td>
</tr>
<tr>
<td>Alirahmi et al. [38]</td>
<td>26.7</td>
<td>35.8</td>
<td>4000</td>
</tr>
</tbody>
</table>

Fig. 11. The ranking of optimum points for each algorithm based on TOPSIS criteria.

4.3. Optimization results

Multi-objective optimization based on different algorithms is applied
to the proposed system to investigate two significant aims: to compare
the performance of each optimization algorithm and find the best
competent one and reach the most favorable operating condition. For
this, Fig. 10 illustrates the Pareto frontier diagram of ERTE, product unit
cost, and levelized $CO_2$ emission applying NSGA-II, MOPSO, and
MOGWO algorithms. As shown, the results of the three optimization
algorithms are somewhat analogous to each other. However, the opti-
mum points extracted by the NSGA-II (see Fig. 10(a)) are distributed in
a more limited domain than the other methods. According to Fig. 10, each
curve comprises many optimum points prioritized based on the policy of
decision-makers. Because the ideal point, having the maximum ERTE
and minimum product unit cost and minimum levelized $CO_2$ emission
simultaneously, is not on the curve, decision criteria must be imple-
mented to find the best optimization point. Among the different tools,
TOPSIS, as a multiple attribute decision-making technique, would be a
promising option that ranks the optimum points based on their distance
from the ideal solution (shortest distance) and negative-ideal solution
(farthest distance). Fig. 10(d) depicts the Pareto frontier diagrams of
NSGA-II, MOPSO, and MOGWO to compare the optimization results
better. According to the figure, the best TOPSIS point with the highest
ERTE and lowest product cost and $CO_2$ emission simultaneously alludes
to the MOGWO algorithm.

Table 6 indicates the detailed Pareto frontier information, containing
the optimum values of objectives and main operational parameters
at the TOPSIS point. According to the table, the optimum values of ERTE,
product energy cost, and levelized $CO_2$ emission are 42.27%, 20.13
$$/GJ, and 0.0067 kg/kWh, respectively.

Table 7 compares ETRE, product unit cost, and levelized $CO_2$ emis-
sion obtained by the present system at TOPSIS point against two similar
works in the literature. According to Table 7, the proposed multi-
generation system is superior to the reference [37] due to lower
613.3 kg/MWh $CO_2$ emission and 6.7 $$/kWh levelized cost of electricity
and simultaneously higher exergy efficiency of 5.36%. Table 7 further
indicates that despite a higher electricity cost, the present model is su-
perior to the system studied in the reference [38] because of lower $CO_2$
emission and higher exergy efficiency of 393.3 kg/MWh and 15.57%,
which are considerable. However, there are a couple of limitations in
such systems that prevent exergy efficiency increment while reducing
the cost and $CO_2$ emission to the desired values obtained by optimiza-
tion. The first limit is solar availability and the high rate of heat loss –
the low energy conversion rate – in the solar system. Next is the domain
of decision parameters that cannot be increased/decreased up to a certain
value. For instance, the increment of combustion chamber temperature
is restricted due to material limitations, or at high turbine inlet pressure
values, the superheat fluid cannot be produced.

The contribution of each algorithm from the optimum points based
on the TOPSIS criteria is demonstrated in Fig. 11 to more effectively
compare the performance of optimization methods. According to the
figure, MOGWO presents the best performance because it has a broader
surface for lower-ranking points. The thin surface of NSGA-II reveals
that it does not work well compared to MOPSO and MOGWO approaches
despite wide-ranging applications in optimizing energy systems.
The last but not least significant optimization result is the scatter
distribution of main operational parameters to illustrate the distribution
of optimum points across the population size, as shown in Fig. 12.
According to Fig. 12(a) and 12(c), the compressor pressure ratio and
the number of heliostat fields are insensitive parameters because their
Fig. 12. The scatter distribution of main operating parameters, including a) compressor pressure ratio, b) combustion temperature, c) the number of the heliostat field, d) receiver temperature, e) Turbine 1 inlet pressure, and f) Turbine 2 inlet pressure.

Fig. 13. Sankey diagram illustrating the exergy flow through the proposed innovative system.
optimum points are scattered in the entire domain. Moreover, Fig. 12(b) shows that the combustion temperature should be kept at less than 1300 K in order to reach the best techno-economic-environmental condition. Fig. 12(d) and Fig. 12(e) indicate that since the majority of optimum points are adjacent to the lowest and highest domains, the receiver temperature and Steam Turbine 1 inlet pressure are effective parameters, and their variation will change the system’s performance. Finally, Fig. 12(f) demonstrates that the optimum points of Steam Turbine 2 inlet pressure are dispersed between 3000 kPa and 4000 kPa, while most are close to the upper bound.

After conducting a throughout optimization, the detailed results of exergy evaluation in the form of the Sankey diagram are demonstrated at the TOPSIS point, as shown in Fig. 13. According to the second law of thermodynamics, chemical reaction, mixing, and higher temperature differences between the hot/cold streams lead to a higher exergy destruction rate (irreversibility). The figure indicates that the solar system with an exergy destruction rate of 5941 kW (around 60% of destructions) is the main component of irreversibility due to the high-temperature difference between the sun and working fluid. After that, the highest destruction rate corresponds to evaporator 1 with 1703 kW. The figure further reveals that the combustion chamber is another deficient device from the quality of energy conversion facet, with the third-highest destruction rate of 231 kW. This is rational due to the mixing inlet fluids and the high-temperature difference between the combustion products and reactants. According to the figure, the high exergy value of the gas turbine outlet stream (1639 kW) shows that the
flue gas condensation process, as a passive performance enhancement approach, is of great significance for exploiting the waste energy for other uses. It can also be observed that the pump with zero exergy destruction is the highest quality component from the irreversibility point of view since there is no chemical reaction and mixing of the fluids. In this component, the only source of irreversibility is the negligible temperature difference between outlet and inlet fluids. Finally, the figure reveals that by adding Rankine Cycle 2 and the MED unit in the bottom cycle, the value of exergy loss decreases more than 53.2%, which is considerable.

5. Case study

After detecting the superiority of the proposed innovative system, its practicability was examined considering the case of Sevilla, Spain, based on the real ambient data and optimum values attained in the previous section. The hourly and monthly variation of direct normal irradiance (DNI), as a required input data to fulfill the simulation, is depicted in Fig. 14. According to the figure, the highest solar radiation can be obtained in July, where the maximum DNI reaches up to 919.8 W/m² at 2p.m. However, the minimum radiation corresponds to December due to the lowest solar availability. Moreover, the hourly variation of ambient temperature, which is another prerequisite data, is demonstrated in Fig. 15. Based on the figure, the local temperature increases from winter to summer and then falls. In this regard, while the maximum ambient temperature is 316.31 K at the 4841st hour of the year, the minimum temperature of 274.43 is obtained at the 345th hour.

Fig. 16 illustrates the monthly variation of the produced hydrogen mass rate, along with the levelized carbon dioxide emitted to the atmosphere, to better indicate the influence of ambient conditions on the performance of the proposed system. By increasing the solar radiation from winter to summer, higher heat is received by the collector’s working fluid. Thus, the rate of energy transferred to the VCl cycle and then the hydrogen production rate will increase, as shown in Fig. 16. According to the figure, the highest and lowest monthly hydrogen productions are 78.19 kg/h and 12.83 kg/h in July and December. Higher solar availability leads to a lower natural gas required to provide the gas turbine power demand; therefore, the monthly CO₂ emission reduces from winter to summer. What stands out from the figure is that the minimum CO₂ emission of 0.026 kg/kWh and 0.028 kg/kWh is obtained in July and June, respectively. In contrast, the levelized emission rises to 0.129 kg/kWh and 0.122 kg/kWh in December and January. Comparing monthly levelized CO₂ emitted by the present model against the similar work in the literature [39] indicates that the present study is a promising system from an environmental standpoint. According to the results obtained by Farrokhi et al. [39], the lowest and highest monthly emissions are 0.085 kg/kWh and 0.17 kg/kWh, respectively, which are 0.059 kg/kWh and 0.041 kg/kWh higher than the corresponding values of the present model.

6. Conclusion

The present study introduced an innovative green and cost-effective multi-generation system consisting of the CRCS, VCl thermochemical cycle, TEG, and the MED unit to obtain a lower emission and higher power production. The performance of the suggested system was studied and compared against the configuration driven by the natural gas and equipped with a condenser from thermodynamic, exergoeconomic, sustainability, and environmental points of view. The comparison was conducted through a parametric study that evaluated the effect of the main operational variables on power produced, ERTE, product energy cost, sustainability index, and levelized CO₂ emission. Next, multi-objective optimization based on three algorithms – NSGA-II, MOPSO, and MOGWO – was implemented to the superior model to determine the most competent method and attain the best operating condition according to the TOPSIS criteria. Finally, the performance of the superior model under the optimum decision parameters was investigated considering the case of Sevilla. The significant findings of the techno-economic-environmental parametric comparison are as follows:

- The suggested model equipped with a novel greenhouse gas emission reduction technique is superior to the methane-driven system in terms of economic and environmental aspects due to the lower product unit cost and lower levelized carbon dioxide emission.
- Higher power production reveals that, in addition to the cost-effectiveness and environmental friendliness, integrating the proposed novel configuration with the thermoelectric generator is a promising option from a performance standpoint.
- A higher compressor pressure ratio and lower combustion temperature lead to a considerably higher sustainability index. However, unfavorable economic conditions are achieved due to the increased product energy cost.

The main optimization results are summarized as follows:

![Fig. 16. Calculated values of monthly (a) produced hydrogen mass flow rate and (b) levelized CO₂ emissions for Sevilla, Spain.](image)
Based on the TOPSIS, the MOGWO algorithm is the most competent multi-objective optimization approach with the highest ERTE and lowest product cost and CO2 emission simultaneously. Despite widespread application, the worst option is NSGA-II because of the lowest score in high-ranking points.

Multi-objective optimization of the proposed model based on the grey wolf algorithm results in 2.5% higher ERTE, 1 $/GJ lower product energy cost, and 0.12 kg/kWh lower levelized CO2 emission compared to the operating condition.

According to the scatter distribution of main operational parameters, pressure ratio and the number of heliostats are not sensitive parameters. However, the receiver temperature and steam turbine inlet pressure should be kept at their lowest and highest ranges, respectively.

From the Sankey diagram, it can be observed that the CRCS system is the worst component from an irreversibility viewpoint because of the highest exergy destruction rate of 5941 kW, which is equal to 60% of destructions.

The main findings of transient analysis could be outlined as follows:

The proposed innovative system is a feasible green solution, especially in warmer climates, to make a large jump toward decarbonization and higher penetration of renewable energy in the global energy matrix.

By rising the solar radiation from cold to hot months, the rate of hydrogen produced increases dramatically (more than 500% increment). Also, the levelized CO2 emission reduces from 0.129 kg/kWh to 0.026 kg/kWh due to lower methane consumption.

Finally, some recommendations for future extensions of the current study are as follows:

To carry out the advanced exergy or exergo-environmental assessments to compare each model’s from the quality of energy conversion in further detail.

To introduce/develop a novel/modified algorithm, like the drag algorithm, to improve optimization performance and overcome the shortcomings of existing approaches.

To apply four-objective optimization to the proposed system to find the best operational condition considering more than three conflicting objectives simultaneously.

To compare the proposed system’s performance with other possible renewable-driven scenarios, for instance, a wind turbine integrated with a proton exchange membrane unit for electricity and hydrogen production.
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**Appendix A**

The equipment’s purchased cost is tabulated in Table A1 to accomplish the economic assessment.

**Table A1**
The purchased cost correlation for each component [6,18,28].

<table>
<thead>
<tr>
<th>Component</th>
<th>Purchased cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air compressor</td>
<td>( Z_{AC} = \frac{75m_{AC}}{0.9 - 0.9_{AC}} \left( \frac{P_{AC}}{P} \right) )</td>
</tr>
<tr>
<td>Gas turbine</td>
<td>( Z_{GT} = \frac{479.3m_{GT}}{0.92 - 0.9_{GT}} \left( \frac{P_{GT}}{P} \right) \left( 1 + \exp(0.036T_3 - 54.4) \right) )</td>
</tr>
<tr>
<td>Combustion chamber</td>
<td>( Z_{CC} = \frac{48.64m_2}{1 + \exp(0.018T_2 - 26.4)} )</td>
</tr>
<tr>
<td>Condenser</td>
<td>( Z_{C} = \frac{15000W_{C}}{37} )</td>
</tr>
<tr>
<td>Steam turbine</td>
<td>( Z_{ST} = \frac{6000W_{ST}}{37} )</td>
</tr>
<tr>
<td>Pump</td>
<td>( Z_{PM} = \frac{3540W_{PM}}{0.71} )</td>
</tr>
<tr>
<td>Evaporator</td>
<td>( Z_{E} = \frac{276}{\frac{Q}{\Delta H_{F1}}} )</td>
</tr>
<tr>
<td>Heat exchanger</td>
<td>( Z_{HEX} = \frac{12000}{4000} )</td>
</tr>
<tr>
<td>Solar receiver</td>
<td>( Z_{S} = \frac{15000W_{S}}{37} )</td>
</tr>
<tr>
<td>Solar heliostat</td>
<td>( Z_{SH} = \frac{150W_{SH}}{37} )</td>
</tr>
<tr>
<td>VCI cycle</td>
<td>( Z_{VCI} = \frac{0.125m_{21}LHV_{1}}{150} )</td>
</tr>
<tr>
<td>MED ejector</td>
<td>( 16.14 \times 989 \times (m_{1} \frac{1}{W_F}) )</td>
</tr>
<tr>
<td>MED effects</td>
<td>( 201.67 \times \frac{Q}{M\text{LMTD}} \times (0.185\Delta P_{0.05} - 0.15) )</td>
</tr>
<tr>
<td>MED condenser</td>
<td>( 430 \times 0.582 \times \frac{Q}{M\text{LMTD}} \times (0.185\Delta P_{0.05} - 0.1) )</td>
</tr>
</tbody>
</table>

**Appendix B**

The standard chemical exergy of gas components used in the present study are listed in Table B1.

**Table B1**
Standard chemical exergy of gaseous components [40].

<table>
<thead>
<tr>
<th>Component</th>
<th>( e_{ch}^{0} ) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O2</td>
<td>3.97</td>
</tr>
<tr>
<td>N2</td>
<td>0.72</td>
</tr>
<tr>
<td>H2</td>
<td>236.09</td>
</tr>
<tr>
<td>CH4</td>
<td>831.2</td>
</tr>
<tr>
<td>H2O</td>
<td>9.5</td>
</tr>
<tr>
<td>Cl2</td>
<td>123.6</td>
</tr>
<tr>
<td>HCl</td>
<td>84.5</td>
</tr>
<tr>
<td>CO2</td>
<td>19.48</td>
</tr>
</tbody>
</table>
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