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The Thick Machine: Anthropological AI
between explanation and explication

Anders Kristian Munk1 , Asger Gehrt Olesen1

and Mathieu Jacomy1

Abstract
According to Clifford Geertz, the purpose of anthropology is not to explain culture but to explicate it. That should cause

us to rethink our relationship with machine learning. It is, we contend, perfectly possible that machine learning algorithms,

which are unable to explain, and could even be unexplainable themselves, can still be of critical use in a process of expli-

cation. Thus, we report on an experiment with anthropological AI. From a dataset of 175K Facebook comments, we

trained a neural network to predict the emoji reaction associated with a comment and asked a group of human players

to compete against the machine. We show that a) the machine can reach the same (poor) accuracy as the players (51%),

b) it fails in roughly the same ways as the players, and c) easily predictable emoji reactions tend to reflect unambiguous

situations where interpretation is easy. We therefore repurpose the failures of the neural network to point us to deeper

and more ambiguous situations where interpretation is hard and explication becomes both necessary and interesting. We

use this experiment as a point of departure for discussing how experiences from anthropology, and in particular the ten-

sion between formalist ethnoscience and interpretive thick description, might contribute to debates about explainable AI.
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This article is a part of special theme on Machine Anthropology. To see a full list of all articles in this special theme, please click here:

https://journals.sagepub.com/page/bds/collections/machineanthropology

Clifford Geertz famously took cultural anthropology to
be an interpretative science in search of meaning rather
than an explanatory one in search of law (Geertz, 1973).
If there is to be computational anthropology, as this
special issue proposes, the Geertzian aspiration to hermen-
eutics might constitute a Turing test of sorts. Conceived by
Alan Turing as an imitation game (Turing, 1950), the test is
considered successful if a computer exhibits intelligent
behavior in a way that is indistinguishable from that of a
human. In the Geertzian version, it would be successful if
the computer could contribute to interpreting cultural
expressions in a way that is indistinguishable from the
way an interpretative anthropologist would do it. As a start-
ing point for our reflection, we ask if it is possible to play a
version of the imitation game where a machine takes the
place of a human when it comes to explicating, as Geertz
puts it, “social expressions on their surface enigmatical”
(Geertz, 1973: 5). Recognizing upfront that actual

computational thick description, where the machine
would write interpretations of cultural texts, is not currently
feasible, we settle for a version where the machine is doing
the initial work of identifying deeper situations where inter-
pretation is not straightforward and, thus, worthwhile.

We go back to Geertz, rather than newer examples of
ethnographic practice, because he represents one of the
most clearly voiced oppositions to algorithmic ambitions
in anthropology. Ethnography has multiple disciplinary
homes, but we want to revisit the last time anthropologically
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trained ethnographers were seriously considering writing algo-
rithms in order to model, and thus explain, culture, while being
directly opposed by their equally anthropologically trained
peers. By the 1960s, ethnoscientists were already experiment-
ing with computation in their search for formal cultural laws
(Hymes, 1965). That tradition, although the center of a
lively controversy in its time, has today largely been purged
from the ethnographic canon, not least at the hands of
Geertz himself, who was one of its staunchest critics
(Seaver, 2015). One of the effects of this is that mainstream
ethnography now routinely defines itself as a self-evident
antithesis to any kind of formalist or quantitative analysis.
The 2017 Routledge Companion to Digital Ethnography
(Hjorth et al., 2017) makes no mention of machine learning,
artificial intelligence, or neural networks. In the opening
chapter, Mike Fortun, Kim Fortun, and George E. Marcus
call for a rekindling of anthropological interest in computation
and make direct reference back to Del Hymes and the compu-
tational experiments of the ethnoscientists (Fortun et al.,
2017). Yet the rest of the volume never fully embraces what
is currently going on in the computational field. We find
that surprising since, as Michael Agar puts it, “traditional
social science is on the lookout for variables”while “ethnogra-
phers are on the lookout for patterns” (Agar, 2006), and so are
the current generation of machine learning algorithms.
Variables, in the way Agar talks about them, were for earlier
generations of more rule-based AI.

You could argue, as Nick Seaver has done (2015), that the
big data paradigm, i.e. the belief in the potentials of data
science to revolutionize a range of academic fields, is so remi-
niscent of the old ambitions of the formalists that it restrains
anthropology from properly rekindling its interest in computa-
tion. Even when there is ethnographic enthusiasm for comple-
menting big data analysis by filling its gaps with thick data
analysis (Wang, 2013), it is typically premised on the fact
that ethnography has sought out and identified with what
Seaver calls “the analogue slot” (Seaver, 2018) so as to dis-
tance itself from the reductionism of formalist analysis.
After computational ethnoscience became framed as antithet-
ical to “real” ethnography in the anthropological tradition,
engagements with computation often amount to studying
data science ethnographically (e.g. Boellstorff, 2013; Fisch,
2018; Grommé et al., 2018; Mackenzie, 2017; Wilf, 2013;
Williams, 2018), or complementing data science with ethnog-
raphy proper in a mixedmethods effort to have the best of both
worlds (e.g. Blok and Pedersen, 2014; Ford, 2017; Geiger and
Ribes, 2011; Munk and Ellern, 2015).

In some cases, however, ethnographers have begun
embracing computation in ways that do not maintain such
a clear separation between big and thick. When Anne
Beaulieu talks about “computational ethnography,” she
explicitly describes a practice in which “code as an instru-
mental form of language, and computation (rather than
representation or interaction) becomes much more promi-
nent. Algorithmic interactions, calculation and generative

potential are prominent, with consequences for being in
the field and for the objects of ethnographic inquiry”
(Beaulieu, 2017: 34). When Dawn Nafus uses sensor data
to elicit feedback from her informants (Nafus, 2018) or
when Wendy Hsu uses digital methods to augment her eth-
nography of sound-based cultures (Hsu, 2014), computa-
tion becomes integral to fieldwork itself (see also
Anderson et al., 2009). Rachel Shadoan and Alicia Dudek
have argued for the use of data visualizations as what
they call “scaffolding for ethnographic insights” (Shadoan
and Dudek, 2013), and on the far fringes of anthropology,
culturomics has emerged as an entirely computational alter-
native to ethnography (Leetaru, 2011; Bohannon, 2011).

It seems fair to say, then, that not all ethnographers are bur-
dened by Geertz’ admonition against computation—largely,
probably, because they do not feel constrained to a narrow def-
inition of ethnography as “thick description and ethnographers
[as] those who are doing the describing” (Geertz, 1973: 16). If
the hermeneutic explication of meaning is not the only goal,
there are plenty of opportunities to engage with data science
and computation in ways that both expand and transform
how we think of ethnography.

On the other hand, to the extent that ethnography is still, at
least in part, about thick description, and in an anthropological
context such as the one offered by this special issue few would
dispute that it is, the old opposition to formalist ethnoscience is
still tangible in the lack of computational experiments with
what we have called “algorithmic sensemaking” (Munk,
2019), i.e. the use of computational techniques for hermen-
eutic purposes (see Nelson, 2020 for another exception).
Computational thick description remains elusive, although
computational anthropology (see also Bornakke and Due,
2018; Breslin et al., 2020; Munk et al., 2016) is beginning
to come into its own. It would seem obvious that one of the
reasons for this elusiveness is Geertz’ own denouncement of
ethnoscientific algorithms in his foundational text on thick
description. When he refuses to take anthropology to be an
explanatory science in search of laws, he refers explicitly to
formalist analysis and its attempt to reveal the cultural rules
that would allow one to algorithmically “pass for a native”
(Geertz, 1973: 11), such as the conventions for ordering a
drink (Frake, 1964) or talking about your kin (Goodenough,
1965) in a foreign culture.

This antagonism between interpretative and explanatory
ambitions is still at play in anthropological engagements
with computation today, where it locates the use of algo-
rithms solidly, but erroneously, with the latter and as anti-
thetical to the former.

The problem with understanding the current big data para-
digm as a revival of the old formalist ambitions, only with
better data, is that explainability and rule-following are not
at the core of the machine learning algorithms we know
today. In fact, explainability is frequently debated as a
central problem (Bechmann and Bowker, 2019; Cardon
et al., 2018; Lipton, 2018). These methods have not brought
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us any closer to writing a rule-based algorithm capable of both
passing for a native and, in the process, elucidating the cultural
laws that allow one to do so. Therefore, it is hard to see them
as the computational realization of formalist ethnoscience.
Instead, we want to argue that the Geertzian critique of the
formalists provides anthropology with a different and poten-
tially more fruitful vantage point for engaging with current
advances in machine learning. What if the point is not to
explain but to explicate? Could a neural network help us do
that? If the algorithm is not evaluated on its ability to pass
for a native and thus function as a cultural law that predicts
native behavior but is instead expected to help us identify
social situations with deep layers of meaning where interpreta-
tion becomes difficult, how would that change our position on
explainability in AI?

Both machine learners and interpretative anthropologists
are in the business of attuning to native ways of ascribing
meaning to a situation; both do so without a clear theory
of how that happens, in the sense that machine learning is
increasingly becoming unexplainable and interpretative
anthropologists have always relied on a somewhat under-
specified moment of clarity (also known as the “Geertzian
moment”), where the field begins to make sense; both
rely on immersion to accomplish their task. Neither
machine learners nor interpretative anthropologists
produce a set of cultural rules that allow them or others to
explain anything; neither are capable of explaining their
own process in precise terms. Contrary to interpretative
anthropologists, machine learners are not born with an
ambition to explicate anything to an external readership
(explication taken here as distinctly different from explan-
ation, namely, as the act of constructing a reading of a situa-
tion); however, given the commonalities laid out above, one
could imagine the possibility that they could be of assist-
ance in such a process. The standards by which we judge
the usefulness of machine learning techniques in anthropo-
logical analysis should change quite dramatically if the
objective is not, as Geertz put it, “to codify abstract regula-
rities but to make thick description possible, not to general-
ize across cases but to generalize within them” (1973).

The concept of the thick machine
In his foundational text on thick description, Geertz draws
on the philosopher Gilbert Ryle and his example of the
wink. A thin description, says Ryle, simply sees a muscular
contraction of the eyelid. A thick description, on the other
hand, must reckon with multiple possible interpretations
of that muscular contraction, all of which depend on the
context. Is it a flirt? Is someone mocking you or telling
you a secret? Is it a sign of sarcasm or of friendship? In
2016, Facebook introduced a new set of emoji-styled reac-
tions as an alternative to the “like.” To react with a “haha”
(laughing smiley), “wow” (surprised smiley), “angry”
(angry smiley), “sad” (crying smiley), or “love” (heart) to

a post can demonstrably mean very different things. A
“haha” reaction can, for example, imply sarcasm, desper-
ation, or genuine amusement, all of which radically alter
the analysis of that situation. “If ethnography is thick
description and ethnographers those who are doing the
describing,” writes Geertz, “then the determining question
for any given example of it (…) is whether it sorts winks
from twitches and real winks from mimicked ones”
(Geertz 1973: 16). We translate that ambition into the
emoji reactions of Facebook and pursue it through an ana-
lysis of a corpus comprising 25 M posts and 128 M com-
ments on 71 K public Facebook pages geographically
located in Denmark. What would it mean to ask machine
learning to help us sort ironic “haha’s” from amused ones?

To sort “winks from twitches and real winks from
mimicked ones” could, in principle, be construed ethnoscien-
tifically as the ambition to uncover the rules that separate
winks from twitches in certain cultural settings and thus
explain when a twitch constitutes a wink. That is not how
Geertz intended it. Rather, for him, it should be construed in
the hermeneutic sense as the ambition to sort through and elu-
cidate the overlapping layers of meaning that make cultural
situations ambiguous and hard to interpret, even for those
who are involved in them. For this purpose, he distinguishes
between explanation and explication. To explicate is to do
the interpretative work of making sense of cultural texts,
which is what Geertz wants. In contrast, to explain is to dis-
cover cultural rules, which, according to him, is what his con-
temporary formalists attempt to do when they pursue
ethnographic algorithms capable of passing for natives.

The task of sorting winks from twitches with the aid of
machine learning offers an opportunity to make this differ-
ence between explanation and explication clear through a
practical demonstration and to discuss how algorithms are
not necessarily so clearly aligned with the formalist position
anymore. Consequently, we implement and discuss three
ways of designing a Turing test for computational anthro-
pology, two of which are modeled on the formalist ambition
to explain and one on the hermeneutic pursuit of explication
(see Figure 1).

In the first version, which we call the naive ethnoscien-
tist, the imitation game is simply about passing for a native.
If the machine can emoji react in a way that is indistinguish-
able from the users on Facebook, then we consider the test
to have been successful.

In the second version, the reflexive ethnoscientist, the
goal is still to react like the users on Facebook, but the imi-
tation game is about doing so in a manner that is indistin-
guishable from a group of ethnographically trained
humans who are playing the game against the machine.
The machine succeeds at this version of the test if it can
imitate the failures and successes of the players.

Finally, in the third version, dubbed the interpretative eth-
nographer, the goal is not to pass for a native but to identify
situations where overlapping layers of meaning make thick
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description possible and worthwhile. Doing so is arguably the
first task for any hermeneutic, Geertzian-inspired, interpreta-
tive cultural analysis. This means that we should be able to
sort the emoji reactions where the meaning is fairly unambig-
uous and obvious to the participants from the ones where
several possible interpretations are going on as part of the
situation. The game is no longer about imitating the users
on Facebook per se but about identifying situations where
interpretation becomes complicated, thus imitating the inter-
pretative ethnographer in the early stages of fieldwork.

In the following, we recount how we built a machine that
allowed us to play these three versions of the imitation
game. We call it the Thick Machine, which is deliberately
ambiguous in its own right. The machine turns out to be
both as thick (i.e. clueless) as the players when it comes to pre-
dicting emoji reactions on Facebook, and somehow still
capable of pointing us in the direction of interesting thick
descriptions (i.e. explications) of those reactions. We will
show how the ethnoscientific versions of the game run into
well-known problems with explainability in machine learning.
Ultimately, it is not enough, from the perspective of a formalist
cultural analysis, to have an algorithm capable of passing for a
native. It must also result in discernible cultural rules.
Interestingly, the interpretative version of the imitation game
turns out not to have the same problem. Displacing the ambi-
tion from explanation to explication also changes the
anthropological expectations of the algorithm.

The dataset
The Thick Machine makes use of a dataset that we har-
vested in January 2018 to map the debate on all public
Danish Facebook pages (see Munk and Olesen, 2020 for
background and details). The full dataset for the Atlas of
Danish Facebook Culture, as we called the project, com-
prises 25 M posts and 128 M comments from 71 K
Danish pages in the period between January 2012 and
January 2018. These posts and comments are associated
with 700 M like reactions and 23 M emoji reactions. For
each post and comment, we store the full text and the reac-
tions that have been left by users in response to that text. We
also store a unique user ID for the authors of each post,
comment, and reaction. We use an Elastic Search database,
allowing us to easily associate a comment on a post with the
comment author’s reaction to that post. The combination of
a comment and an emoji reaction made by the same user to
the same post constitutes the basic unit of analysis for the
Thick Machine and the players competing against it.
Knowing the text of the comment, the task for the player
is to predict the correct emoji reaction.

As a consequence of the protocol we used (see Figure 3),
the Atlas of Danish Facebook Culture does not cover all
public Danish pages. We began by covering the territory of
Denmark with 1086 geolocations. We then used the
Facebook Place Search API to find 69 K pages with an

address within a 5 km radius of one of these geolocations.
Most of these pages had been automatically generated by
Facebook to correspond to a landmark. They did not have
an administrator, and they did not host a discussion on their
wall. Only 4600 of them were genuine pages with an admin-
istrator and an active wall. We used them as the seed for a
snowballing strategy, where we asked the Facebook Graph
API to return pages liked by the seed pages, check if the
returned pages had an address in Denmark, and, if so, add
that page to the corpus.We had to adopt this snowballing strat-
egy because the Place Search API did not return anything near
a comprehensive result on the geographically delimited place
searches. Instead of the 4 K pages originally returned by the
Place Search API, the snowballed corpus from the Graph
API ended up covering 71 K pages with a physical address
in Denmark after 15 iterations of the method. We can be
sure that this is not all pages in Denmark because many
pages do not have a physical address at all and will therefore,
by definition, be overlooked by our protocol. An alternative
would have been to use a language criterion, but since we
know that more than 20% of the pages in our corpus are
non-Danish speaking (Munk and Olesen, 2020), this would
have introduced another bias and produced another form of
incompleteness. We therefore opted for the geographical cri-
terion, and from the 71 K pages that satisfied this criterion,
we harvested all posts, comments, and user reactions.

Emoji reactions (“wow,” “sad,” “angry,” “haha,” and
“love”) were introduced by Facebook as an alternative to
the “like” in early 2016. To construct the dataset for the
Thick Machine, we therefore focused on posts and com-
ments from 2016, 2017, and 2018. We identified comments
where the author had also left an emoji reaction on the post
by checking if the user ID of the commenting author was
also among the user IDs reacting with an emoji to the
post. This produced a list of post-comment pairs where
we knew the emoji reaction to the post by the commenting
author (see Figure 2). If the same author had commented
several times on the same post, we selected the first
comment only. In order to be able to train classifiers on
the comment text and to give the players a chance of inter-
preting the comment in the context of a post, we set a

Figure 1. Three versions of the imitation game for a Turing test

in computational anthropology.
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minimum text length of 50 characters for both posts and
comments. As we shall see in the next section, the classi-
fiers we use require the comment text to be broken down
into individual words and those words to be transformed
into numbers that describe their relative significance, i.e. a
feature space. Longer comments provide more features
for classifiers to train on. This left us with a dataset of
700 K post-comment pairs.

We knew from earlier research (Munk and Olesen, 2020)
that the “love” reaction was the most prevalent in public
Danish Facebook discourse. This produces a bias in the
dataset (Figure 4, left). To ensure a 20% chance that any
one of the five emoji reactions would be associated with a
comment in our game, we therefore randomly deleted com-
ments with overrepresented emoji reactions until they had
the same frequency as the least prevalent (the “sad” reaction),
reaching an evenly balanced dataset of 175 K post-comment
pairs with 35 K pairs for each of the five reactions
(Figure 4, right).

Training the machine
In order to train the machine, we first performed feature
extraction, comparing a term frequency-inverse document
frequency (TF-IDF) to a latent Dirichlet allocation (LDA)
approach. We then split the data into a training set and a
test set in order to let a neural network learn how to classify
emoji reactions associated with comments in the training set
and subsequently predict emoji reactions for comments in
the test set. Here, we also experimented with different

approaches, eventually settling on a combination of
TF-IDF-based feature extraction and a multilayer percep-
tron (MLP) classifier with two hidden layers trained on
80% of the dataset. This produced 51% accuracy when pre-
dicting emoji reactions in the test set.

Feature extraction is the process of assigning weight to
each word in a comment text. The classifier cannot be fed
raw text but requires a feature space. In this input table, the
rows are the comments from Facebook, and the columns are
the features, in this case, words found in the comments. The
task of feature extraction is to decide how important each
word is in each of the comments from Facebook and assign
a numeric weight accordingly. The most basic approach
would be to simply decide whether a word is in a comment
or not. Some words, however, are better at distinguishing
the particular tone or content of a comment. We wanted the
classifier to place more weight on these words than on
others. Therefore, it became necessary to evaluate the import-
ance of a word in more sophisticated ways.

Deciding how to weight words according to their signif-
icance in a text is a fairly routine task in natural language
processing (NLP), and there are multiple possible
approaches. We tried two different “bag of words”
models, so-called because they disregard the order of
words in the text. Each word in the set becomes a feature,
eventually producing a vast number of features (the dimen-
sions of the feature space) when iterating over many docu-
ments. The question is how to rank them. Our first strategy
was aimed at simplicity. Using the TF-IDF metric, we
counted how many times a word appears in a document,

Figure 2. Blueprint for the thick machine. On the left, a neural network is trained to associate emoji reactions with comment texts.

When the same user comments AND reacts with an emoji on the same post, the comment text and the emoji reaction are associated

and fed to the machine for training. On the right, the trained machine tries to predict emoji reactions for comments it has never seen

before, as does a group of human players who compete against the machine. Their predictions are then evaluated against the actual

emoji reaction used by the author of the comment in question.

Munk et al. 5



normalized by its frequency across all the documents in the
corpus. Our second strategy looked at groups of words. We
used LDA to build groups that characterize documents (also
known as topic modeling). Each document has a weighted
link to each group, corresponding to how many times the
words of the group are present in the document. Words
that frequently appear together end up in the same group.
In this strategy, the groups (or topics) become the features,
taking the value of the weight of the association between the
group and the document.

Once we had built the feature space, we used it to train a
machine learning algorithm to classify comment text as
being associated with either a “haha,” “wow,” “sad,”
“love,” or “angry” reaction. Since we had a tagged training
set (the feature space was already associated with the
correct emoji reactions), we could use a supervised
approach, where classifiers are trained to predict a known
target. The goal is to be able to attribute one of several pos-
sible classes (the five emoji reactions) to a given item (a
comment from Facebook). We used the library SciKit
Learn to build our classifier in Python and settled on the
MLPClassifier module, using interconnected layers of
simple decision models inspired by the (biological)
neuron. Once the number of neurons and layers is config-
ured, the classifier learns from the training dataset by itera-
tively adjusting the weights of the connections between the
neurons. After this process, the trained classifier consists of
a weighted network of neuron connections.

As mentioned, the best accuracy we were able to achieve
was 51%, two-and-a-half times better than random (20%).
This result was obtained with the TF-IDF approach,

which is both simpler and less time-consuming than the
LDA approach. Increasing the volume of training data sig-
nificantly improved the accuracy (Figure 5). Since we did
not need a large test dataset for the game itself, we set
aside 80% of the data for training. Somewhat surprisingly,
the number of layers in the MLP classifier did not signifi-
cantly affect the accuracy. Two layers with 1000 and 100
neural nodes instead of a single layer with 100 neural
nodes only increased accuracy by 2%.

Building the machine
Once we had trained the classifier, the idea was to let the
researchers in our laboratory play against the machine. They
are all experienced Facebook users and trained ethnographers.
Since the goal was not to have a representative sample of
humans from any particular population play the game but to
make a practical demonstration of the difference between an
ethnoscientific and a Geertzian approach to machine learning,
we determined that the group of players was adequate for our
purposes. The objective was to test how they would fare
having to interpret the Facebook comments and predict the
same emoji reactions as the classifier.

Instead of carrying out the test with a simple question-
naire on a computer screen, we decided to manifest it as a
physical arcade game for two reasons. First, it seemed fair
to level the playing field and put the players in a situation
that was as similar as possible to that of the machine. The
classifier quite literally sees text with no context. It does
not have the benefit of scrolling a thread of comments,
browsing through the post activity on a page, or scanning

Figure 3. The protocol used to harvest and delimit the dataset for the Atlas of Danish Facebook Culture (Munk and Olesen, 2020).
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a user’s past activity to put an interaction into context. It
does not see the name or profile picture of the author of a
comment and thus does not infer information about that
person. This could, in principle, be implemented if the
data were available and priority was given to a more com-
plicated machine learning workflow. Indeed, one could
argue that the ability to understand a Facebook comment
in the wider context of what is happening on the platform
should give the human player a distinct advantage.
However, since the data were not available for us to give

the machine a fair chance at doing something similar, we
decided instead to approximate the gaming experience to
what the machine was actually training on. By designing
an arcade game with its own set of clunky and unfamiliar
controls (see Figure 6), and where the player is presented
with raw text in a primitive green-on-black display style,
the idea was to momentarily deprive the players of some
of the contexts they would otherwise exploit.

Second, we wanted the game to be easily playable by the
researchers in our lab when it was convenient for them.

Figure 4. Randomly reducing the dataset (left) to ensure that all reaction types are equally present (right).

Munk et al. 7



Building the physical arcade machine allowed us to put it
on the main conference table for a period of five days.
During that time, lab members made 188 predictions
while playing against the Thick Machine.

Evaluating the imitation game
If the game is that of “the naive ethnoscientist”who is simply
trying to pass for a native, the goal is to have as high accuracy
as possible (see Figure 1). Both the players and the machine
fail in about half of their predictions (see Figure 7). The
machine, however, is more consistently accurate across the
different emoji reactions. The players manage to predict
82% of the “love” reactions but only 25% of the “wow” reac-
tions correctly. The machine manages to predict 56% of both
the “sad” and the “angry” reactions but only 44% of the
“wow” reactions correctly. The same difference is visible if
we evaluate the columns rather than the rows in the confu-
sion matrix (Figure 7). When the players predict that the

emoji reaction associated with a comment is “haha,” they
are correct in 83% of cases, but when they predict that the
reaction is “wow,” they are only correct in 33% of cases.
Conversely, when the machine predicts that the emoji reac-
tion associated with a comment is “angry,” it is correct in
55% of cases, but when it predicts that the reaction is
“wow,” it is only right in 44% of cases. So, we can conclude
that the players do better than the machine when the reaction
is “love,” “angry,” or “haha,” and the machine does better
than the players when the reaction is “wow” or “sad,” but
both are relatively bad at imitating the users on Facebook.

If the imitation game is, instead, that of “the reflexive eth-
noscientist,” where the machine is compared to players
trying to imitate the users on Facebook, then we should
ask the question differently. The important thing is no
longer whether the machine is wrong or right but whether
it is wrong and right in the same way as the players. The
overall accuracy of 51% for the machine and 52% for the
players means that, overall, the machine is successfully

Figure 5. The results of our experiments with different approaches to feature extraction (term frequency-inverse document

frequency [TF-IDF] and latent Dirichlet allocation [LDA]), different settings for the multilayer perceptron (MLP) classifier, and

different proportions in the amounts of test and training data.

Figure 6. Construction of the arcade machine with a Raspberry Pi, 10 emoji-styled push buttons (for two-player mode), and the

PyGame interface running in the background before launching the black-on-green display of the game itself.
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imitating the players. Again, there are notable differences in
the level of each reaction type. In some instances, the players
and the machine make mistakes that are remarkably similar.
The reaction “angry” is predicted instead of “sad” in 22% of
cases for both the players and the machine, “angry” instead
of “haha” in 16% of cases for the players and 15% for the
machine, “haha” instead of “love” 16% of the time for
players and 12% for the machine, and “wow” instead of
“haha” 19% of the time for players and 16% for the
machine. To some extent, then, we can say that the
machine could be successfully mistaken for a player.

In other instances, however, the machine makes mistakes
that the players do not. This is particularly true for “wow,”
which is mistaken for “haha” 16% of the time by the
machine against 3% by the players, and “love,” which is mis-
taken for “haha” 12% of the time by the machine against 0%
by the players. And then there are the instances where neither
the players nor the machine tends to make mistakes. This is
especially the case for the “love” and “angry” reactions,
which are almost never confused. The players never predict
“angry” when the correct reaction is “love,” nor do they
predict “love” when the correct reaction is “angry.” The
machine makes those mistakes in only 2% of cases. Since
“love” and “angry” are arguably the two most mutually exclu-
sive of any pair of emoji reactions (contrary to “sad” and
“angry” or “wow” and “angry,” e.g.), it is perhaps not surpris-
ing that neither players nor machine tend to confuse them.

Finally, the players generally overestimate how much
love there is in the dataset. When they predict “love,” they
are only correct in 37% of cases, pulling their overall accur-
acy down. The machine does not make that mistake as often
and predicts “love” correctly in 54% of cases. This could

likely be due to our normalization of the dataset to balance
the frequency of the five emoji reactions. If the players’
experience approximates the average Danish Facebook
user, they will be expecting to encounter the “love” reaction
somewhere between 7 and 14 times more frequently,
depending on which of the other emoji reactions we are com-
paring it to. The machine, in comparison, only knows the
balanced dataset and does not suffer from this bias.

If we were playing the “reflexive ethnoscientist” version
of the imitation game, where the machine tries to predict
and make mistakes in a way that resembles the players,
we could be satisfied to have had a partly successful test
here. The imitation works when it comes to confusing
“sad” reactions for “angry” reactions or never confusing
“angry” reactions for “love” reactions. It still needs some
improvement when it comes to distinguishing between
“haha” reactions and “wow” reactions, or when it comes
to estimating the overall volume of love in the set.
However, it is conceivable that we would be able to gain
some headway on these points by training the machine on
a dataset that was not artificially balanced between the reac-
tion types. If the objective of the game is to imitate how
players predict emoji reactions, the classifier should rather
be trained on a dataset where the distribution between reac-
tion types resembles what the players will likely have
experienced as ordinary Facebook users.

From explanation to explication
The key ambition of this paper, however, was to explore
what happens if the concept of the imitation game is not
modeled on the ethnoscientific idea of an ethnographic

Figure 7. Confusion matrices comparing the performance of the human players in the TANTLab (left) to the performance of the

neural network in the thick machine (right).
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algorithm capable of passing for a native. What if the game
did not center on the notion that there are cultural rules that
can be uncovered but on a version of Geertzian thick
description? If the imitation game we are playing is that
of “the interpretative ethnographer,” then it cannot be
about accuracy in predictions. As we have already dis-
cussed in the introduction, Geertz objected to the idea that
the measure of success for a thick description is the
degree to which it mimics a native interpretation of
events. In his critique of formalist ethnoscience, he thus dir-
ectly addressed what he saw as a problematically algorith-
mic approach to the interpretation of culture:

Variously called ethnoscience, componential analysis, or
cognitive anthropology (a terminological wavering which
reflects a deeper uncertainty), this school of thought holds
that culture is composed of psychological structures by
means of which individuals or groups of individuals
guide their behavior. “A society’s culture,” to quote
Goodenough again, this time in a passage which has
become the locus classicus of the whole movement, “con-
sists of whatever it is one has to know or believe in order
to operate in a manner acceptable to its members.” And
from this view of what culture is follows a view, equally
assured, of what describing it is—the writing out of sys-
tematic rules, an ethnographic algorithm, which, if fol-
lowed, would make it possible so to operate, to pass
(physical appearance aside) for a native. (Geertz, 1973: 11)

If we take the game to be directly about imitating the natives
on Facebook, or indirectly about imitating the players who
are in turn trying to imitate the natives on Facebook, then
we are by extension also subscribing to the formalist ambi-
tion of an ethnographic algorithm capable of passing for a
native. Indeed, in those versions of the game, the failure
of the machine to properly imitate either players or
natives would only be the beginning of our problems. A
much greater challenge would arise when we had to
explain how the algorithm works. Based, as it is, on a
neural network, the Thick Machine could never satisfy an
ethnoscientific expectation of algorithms as something
akin to the “writing out of systematic rules.”

In the debate on explainable AI (overview in Wieringa,
2020), some researchers argue that there might be a trade-
off in machine learning techniques between accuracy and
explainability. Explainability refers here to our ability to
scrutinize how an algorithm makes its decisions and
assess its biases. Decision trees, for example, are explain-
able by allowing us to retrace the decision-making
process, but unfortunately, they are also quite inaccurate.
Conversely, deep learning (i.e. multilayered neural net-
works like the ones we use) performs much better but is
poorly explainable because we cannot easily retrace how
classification is made.

Some researchers (e.g. Lipton, 2018; Liu et al., 2018)
argue that algorithm accountability should not be based
on explainability but on post hoc interpretability, although
this argument has its detractors (Laugel et al., 2019). Post
hoc interpretability assesses algorithms as black boxes for
the results they produce, independently of how they func-
tion. Indeed, it is argued that it might be more productive
to investigate highly complex processes as empirical phe-
nomena from the outside:

While post hoc interpretations often do not elucidate pre-
cisely how a model works, they may nonetheless confer
useful information for practitioners and end users of
machine learning. Some common approaches to post hoc
interpretations include natural language explanations,
visualizations of learned representations or models, and
explanations by example (e.g. this tumor is classified as
malignant because to the model it looks a lot like these
other tumors). (Lipton, 2018)

To us, there is a strong resonance with thick description
here. Interpretative anthropologists typically cannot for-
mally explain the process by which immersion and partici-
pant observation led them to be able to classify, say, some
cock fights, to use Geertz’ own example, as being ripe with
meaning and therefore interesting to explicate. But they can
say that, after going through the ordeals of obtaining rapport
with the Balinese villagers, these cock fights have acquired
a special significance for them, and they can validate their
classifications with their informants (Geertz, 1973: 412–
454). Post hoc interpretability, in other words.

It is important to stress that we are not directly compar-
ing the deep play of the cock fight itself to our experiments
with the Thick Machine. What we are comparing is the way
ethnographers account for their interpretations of situations,
such as cock fights, and the way in which we account for the
predictions performed by a neural network. When Geertz
insists that thick description does not rely on the codifica-
tion of abstract regularities and generalization across
cases but on the ability to generalize within a case
(Geertz, 1973), his argument is precisely that a convincing
reading of the different layers of meaning in a situation does
not enable us to infer a set of rules that specify how such a
reading can be applied to other situations.

Cardon et al. (2018) provide an insightful perspective on
the disruption caused by deep learning to formalist ambi-
tions in machine learning. They label deep learning classi-
fiers as inductive machines, in opposition to the more
classical hypothetical-deductive machines. The technique
of neural networks is not new, but it was marginalized
throughout much of the history of artificial intelligence,
where the dominant paradigm was symbolic (it considered
thinking to be analogous to manipulating symbols). Neural
networks are, on the contrary, connexionist: they “think”
throughout a massive set of parallel elementary
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computations. As computing power allowed deep learning
to prove itself more efficient, the marginalized paradigm
became mainstream. The symbolic techniques were still
more explainable and, as Cardon et al., argue, their propo-
nents assumed that this explainability was key to their
success and that neural networks were inefficient because
they were highly black boxed. Similarly, formalist ethno-
science would also find deep learning hard to use because
its black boxing prevents systematic rules of culture from
being gleaned from the algorithm.

What Geertz proposes as an alternative to explanation
and rule-based algorithms that pass for natives is explica-
tion. To him, culture is already explications upon explica-
tions upon explications. The ethnographer is simply
adding another layer: “Right down at the factual base, the
hard rock, insofar as there is any, of the whole enterprise,
we are already explicating: and worse, explicating explica-
tions” (Geertz, 1973: 9). In Geertz’ eyes, the ethnoscientific
aspiration for cultural algorithms wrongly assumes that
there is a single unambiguous native rule or logic that pre-
scribes how a situation should be understood and, thus,
holds explanatory power. Instead, there is a play going on
between different “frames of interpretation” that are “ingre-
dient in the situation” (Geertz, 1973: 9), and it is this play
that the ethnographer has to interpret or, as he puts it, con-
struct a reading of:

What the ethnographer is in fact faced with—except when
(as, of course, he must do) he is pursuing the more automa-
tized routines of data collection—is a multiplicity of
complex conceptual structures, many of them superimposed
upon or knotted into one another, which are at once
strange, irregular, and inexplicit, and which he must contrive
somehow first to grasp and then to render. And this is true at
the most down-to-earth, jungle field work levels of his activ-
ity: interviewing informants, observing rituals, eliciting kin
terms, tracing property lines, censusing households …
writing his journal. Doing ethnography is like trying to read
(in the sense of “construct a reading of”) a manuscript—
foreign, faded, full of ellipses, incoherencies, suspicious
emendations, and tendentious commentaries, but written not
in conventionalized graphs of sound but in transient examples
of shaped behavior. (Geertz, 1973: 10)

If that is the challenge the interpretative anthropologist
faces, then what kind of games are we really playing on
the Thick Machine? Some situations are more ambiguous
than others; the superimposition of conceptual structures
is more complex in some situations than others, and these
are the situations that interpretive anthropology is espe-
cially interested in explicating. It follows that Facebook
comments where it is easy to predict the associated emoji
reaction are not particularly interesting for a thick descrip-
tion (the meaning is already clear). Below, we have ran-
domly selected five examples (anonymized and translated

into English) where the classifier in the Thick Machine
gets it right as an illustration of what would be unambigu-
ous situations with no need for thick description. If the
machine were imitating the interpretative anthropologist
looking for layers of meaning to explicate, these would
be the situations to avoid.

EXAMPLE 1
Post: “….. Christmas present of the century

THANK YOU SO MUCH ”
Comment: “Bimse totally agrees that this is the

Christmas present of the century merry Christmas
everyone ”

Reaction: “love” (machine predicts “love”)

EXAMPLE 2
Post: “We wish you an amazingly merry Christmas Eve

with your loved ones ▸▸ Question of the dayl: Who
would you spol with an extra present Answer the ques-
tion and participate in the competition for 2× 600.- gift
cards to sackit.dk (total value of 1200.-) ”

Comment: “My lovely husband [name redacted] who
supports me everyday after I injured my back and now
need help to do so many things. If anyone really deserves
to be spoiled it is him Crossing everything I’ve got and
hoping this will be my lucky time ”

Reaction: “love” (machine predicts “love”)

EXAMPLE 3
Post: “We have filled our 12 storage facilities with road

salt, and from October 1st our winter crew is ready to move
out when frost and snow hit the roads. Here is a snakpeak
from the salt storage. On average 15 tonnes of salt in each
hall. Enough salt for approximately 1 billion egg sandwiches
”
Comment: “Why don’t you cut the crap and make

people learn to drive instead! ”
Reaction: “angry” (machine predicts “angry”)

EXAMPLE 4
Post: “Then it f….. Happened again again burglary at

the club house . Damit I hope you throw up from all the
beer/soda you stole. Could you for fuck sake find something
else to do than ruining it for others ”

Comment: “Arghhh…god damn it how annoying
”

Reaction: “angry” (machine predicts “angry”)

EXAMPLE 5
Post: “Smart: Text a live chicken to a poor family! Text

CHICKEN to 1911 (20 kr), and donate a chicken. This way
you help them help themselves. Do write a comment in the
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thread below if you choose to send a chicken! Happy
Easter!”

Comment: “How many “chickens” end up as adminis-
tration costs or fat salaries for management?”

Reaction: “angry” (machine predicts “angry”)
The enthusiastic responses to the competitions

announced in examples 1 and 2 are very unambiguously
supportive. Similarly, the anger expressed in examples 3
and 4 seems very straightforward, and even the reference
to “fat salaries” in example 5 is something you would
unproblematically associate with an “angry” reaction.

It seems, then, that what the machine is doing when it
predicts correctly is pointing us to situations that are so
unambiguous that further interpretation is redundant. If
that is the case, then perhaps the really interesting situations
for thick description are those where the machine fails. If
failure is an indication of interpretative ambiguity produced
by overlapping layers of meaning, then failure to predict
should also be an indication that explication is necessary.
Below, we have randomly selected five examples where
the neural network failed to classify the emoji reaction of
a comment correctly:

EXAMPLE 6
Post: “For the Prince, the decision not to be buried next

to the Queen is the natural consequence of not receiving the
same treatment as his spouse when it comes to the title and
function he has always desired, says chief of communica-
tions for the Royal House, Lene Balleby.”

Comment: “I will gladly swap problems with him.
Happy to refrain from a royal title in exchange for 8
million a year. Or just the 29 million for the sarcophagus.
Then he can fight my [beep] ex and the system without
getting as much as a penny in return. Get a real problem,
King Carrot.”

Reaction: “haha” (machine predicts “angry”)

EXAMPLE 7
Post: “It’s autumn. You’re out running and see this pile

of fallen leaves: D … Are you the type that runs through or
around it…?”

Comment: “Definitely through the pile. It’s the most
fabulous sound of autumn ”

Reaction: “haha” (machine predicts “love”)

EXAMPLE 8
Post: “Do you know someone in need of cleaning out

the bedroom? Many of our clients demand a special
section for adult toys. (…) That is why we’re opening a
new initiative on the first floor of Børneloppen [flea
market for families with kids]. Finally, you can sell your
private equipment in a discreet and efficient manner. Toys
should be unused or washed with soap. We recommend
that you bring batteries since toys that can be tested sell
better.”

Comment:
“ [name
redacted] we have to go and see if we can make room for
some new stuff ”

Reaction: “haha” (machine predicts “love”)

EXAMPLE 9
Post: “UPDATE: The driver who was involved in the

car crash has now passed away.”
Comment: “[name redacted]] so it was

pretty bad after all”
Reaction: “haha” (machine predicts “sad”)

EXAMPLE 10
Post: “This summer the teachers won’t even get to see

the test assignments for their own students. The evaluation
is left entirely to the assessors. What will this mean?”

Comment: “But - why? Perhaps there will also come a
day where we are no longer allowed to teach our own
students?”

Reaction: “haha” (machine predicts “angry”)
The “haha” in example 6 could be meant scoffingly. The

machine classifies the comment as “angry,” but of course
you can put up a laugh in a situation where you are actually
angry to underline sarcasm or demonstrate contempt. The
“haha” in example 7 is of a completely different kind. We
could speculate that here is a person who actually loves the
thought of running through piles of autumn leaves but feels
silly or childish admitting it on social media and therefore
accompanies the comment with a “haha” reaction in order
for that admission not to be taken too seriously. We do not
know, and additional frames of interpretation would clearly
be necessary to explicate what was going on. The situation
in example 8 is somewhat similar, but here it seems obvious
to the outside reader why the commenting author would be
embarrassed to invite a friend to come along without leaving
the necessary interpretative ambiguity for the proposal to be
taken as a joke. It could also just be a joke and not a serious
suggestion in the first place. Example 9 seems like morbid
humor, in itself a very ambiguous genre, and example 10
could signal bitterness, resignation, or humor as a way to
cope with a situation that actually angers you.

It should be noted here that satire detection has received a
lot of attention in NLP, not least because of its application in
the study of online misinformation (Rubin et al., 2016).
Whereas it used to be a difficult problem (Burfoot and
Baldwin, 2009), good results have been obtained using spe-
cially trained support vector machines rather than the MLP
classifier we use here (Ahmad et al., 2014). It is, therefore,
conceivable that a different approach to emoji classification
would have made it possible for the ThickMachine to success-
fully predict the reaction in some of the examples where it fails
above. That, however, is not the point here. The point is to
show that if the ambition is thick description and explication
rather than formalist cultural analysis and explanation, then
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a failure to predict is more interesting than accuracy, and the
lack of explainability in neural networks is less of a problem.

Conclusion
We built a machine that tries to associate Facebook comments
with emoji reactions. We let researchers in our lab compete
against the machine in a game that allowed us to reflect on
the difference between formalist and interpretative approaches
to machine learning. In a simple formalist version, the game
can be about imitating users on Facebook. Neither the
machine nor the players are very good at this version. In a
more reflexive formalist version of the game, where the goal
is to imitate the players, the machine performs better. It
makes many of the same mistakes. Regardless of their differ-
ing degrees of success, both versions are modeled on the eth-
noscientific ambition to discover cultural algorithms capable
of passing for (by reacting like) natives in specific situations.
Interestingly, they also illustrate something fundamentally
incommensurable about the state of machine learning today
and the kind of algorithms that the ethnoscientists had in
mind when they were trying to establish a computational
anthropology in the 1960s.

The formalists were fond of cultural algorithms as a way
to make rules explicit. To explain culture was to discover
the rules that one would have to follow in order to pass
for a native. The neural networks that we have used to
build the Thick Machine, and which are now pervasive in
machine learning, are unexplainable by these standards
and could never be used for the ethnoscientific purpose of
crystalizing laws of culture, even if they reached 100%
accuracy in their predictions. Understanding today’s emer-
gent computational anthropology as a revival of formalist
ethnoscience thus takes us into the same maze of arguments
about unexplainable AI that quantitativist computational
social science is increasingly finding itself mired in.

We began this paper by asking whether it was possible to
imagine a form of computational thick description, deliber-
ately reviving the fiercest contemporary critic of the ethnos-
cientists and their algorithms, Clifford Geertz, and
suggesting that interpretative anthropology might offer a
valuable alternative to the entrenched positions in the
current debate about explainability and AI. If the ambition
is not explanation but explication, we have argued, it recon-
figures the way computational anthropology could imagine
itself and its engagements with machine learning. Although
we have not actually asked a computer to do thick descrip-
tion for us, when we shift the game to be about the machine
imitating an ethnographer in search of deep situations to
explicate, three interesting things happen.

First, the situations where the machine fails come into
view as situations with a real potential for thick description.
When it is hard to train a classifier, it is typically because the
situation is ambiguous. As soon as there is a play between
multiple and overlapping frames of interpretation ingredient

in the situation, both the machine and the players fail.
Arguably, these failures could be understood as indications
that here are situations worthy of being explicated.

Second, it is no longer a matter of replacing the ethnog-
rapher with an algorithm (which could be the eventual result
in the formalist versions of the game). The ambition is now
more modest, and it becomes clearer where data science
ends and ethnography begins under the umbrella of computa-
tional anthropology. The situations in which the machine is
able to point out as interesting for thick description are not
actually thickly described by the machine. The machine,
through its failures, identifies potentially deep situations, but
the interpretative work of constructing readings of those situa-
tions remains in the hands of the ethnographer.

Third, the explainability of the neural network is no longer
an issue in the same way. The so-called Geertzian moments,
where the field begins to make sense, were never explainable
in the way we typically demand it of explainable machine
learning. Anthropology has developed a methodological reper-
toire for thinking about and coming to terms with that fact, a
repertoire that offers computational anthropology an interesting
position from which to make a novel contribution to the debate
on explainability in AI. Our experiments with the Thick
Machine have at least demonstrated that it might be possible
to use neural works in a way where post hoc interpretability
is perfectly in line with existing ethnographic practices.
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