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Abstract— Performance testing under realistic propagation channel conditions is essential for virtual drive testing (VDT), where radio channel emulators are typically employed in the laboratory for such applications. Optimal allocation of tap resources in the channel emulator is critical in hardware-in-the-loop emulation of radio channels due to the constraint of real-time operation requirements, hardware complexity and cost. As a result, replaying arbitrary site-specific e.g. measured or ray tracing (RT) simulated radio channels in channel emulators requires delay alignment and reduction in the number of multipath components (MPCs) in the channel to match the available hardware resources. However, such operations would essentially introduce inaccuracies in the emulated channel. In this paper, a framework for pre-processing site-specific radio channels for hardware emulation is proposed. The delay alignment problem is formulated as a finite impulse response (FIR) filter design problem whereas the subsequent tap reduction and selection process is formulated as a sparse approximation problem. This approach enables maximization of the accuracy of the reproduced channel frequency response (CFR) and Doppler profile in the hardware emulator using a limited number of taps. The efficiency of the proposed framework is demonstrated experimentally with a dynamic vehicular RT simulated channel which is replayed on a state-of-the-art radio channel emulator.

Index Terms—Convex optimization, FIR filter, radio channel emulation, ray tracing, sparse approximation, virtual drive testing.

I. INTRODUCTION

TESTING wireless communication systems with realistic propagation channels is critical to ensure that optimal performance is achieved in the target deployment scenarios. Radio channel emulators enable real-time playback of arbitrary realistic radio channels in repeatable and controllable laboratory environments [1], [2]. A key benefit of fading emulators when generating arbitrary propagation channels in the lab is the ability to precisely control multipath components (MPCs) parameters such as the delay and the complex channel coefficients.

Replaying site-specific radio channels from field measurements or ray tracing (RT) simulations in the laboratory in end-to-end setups is particularly useful in virtual drive testing (VDT) for network testing and optimization [3], [4]. This is typically carried out using either conducted or over-the-air (OTA) test setups [5], [6], [7]. In both conducted and OTA test-setups, the hardware resource usage on the radio channel emulator scales up with the increase in the number of input and output radio frequency (RF) ports. The limitation of available hardware resources is thus more prevalent for massive multiple-input multiple-output (MIMO) emulation test-setups [8]. With dual-polarized antennas, each dual-polarized antenna requires two ports on the channel emulator thereby doubling the number of logical channels for a given MIMO or massive MIMO order. The constraint on hardware resources is further exacerbated in multi-user, multi-base station (BS) and multi-carrier emulation test-setups, creating a need for efficient radio channel emulator resource allocation.

State-of-the-art channel emulators used in VDT can be classified into two main categories; analog and digital emulators. In analog channel emulators, the fading environment is typically realized using programmable RF attenuators and coaxial delay lines [1]. On the other hand, digital channel emulators are typically implemented on field programmable gate arrays (FPGAs) [9], [10], [11], [12], [13], [14], which allow flexible representation of the complex channel, for example as a cluster delay
line, taped delay line, or using a subspace representation of the complex radio channel [15], [16]. Typically, the input RF signal is downconverted and the desired fading environment is generated by filtering the in-phase and quadrature (IQ) components of the baseband signal via a finite impulse response (FIR) filter [2], [1]. In most state-of-the-art commercial radio channel emulator the FIR filter tap coefficients for a given channel can be generated offline and read from the emulator’s memory, i.e. field-based emulation. This facilitates the emulation of site-specific channels, i.e. measured or RT simulated channels.

Measured and RT channels are characterized by MPCs with arbitrary delays, which need to be aligned to the sampling grid of a radio channel emulator [17]. The emulator’s sampling grid is usually in integer multiples of the sampling time thus the MPCs in the target site-specific channels must be approximated in this grid for emulation. To minimize the distortion of the site-specific channel frequency response (CFR) during emulation, tap alignment in theory can be carried out using an ideal fractional delay (FD) filter. In FD filters, the delay of the MPCs is decomposed into two parts, the integer and the fractional part. When the fractional part is non-zero, the ideal FD filter is non-causal with an infinite number of non-zero coefficients [18]. Therefore, the ideal FD filter cannot be used in practice.

In file-based digital radio channel emulators, various FIR filter designs can be employed to approximate the ideal FD filter for delay alignment. In [19], tap alignment is carried out by truncating the ideal FD filter with subsequent iterative path reduction until the desired number of taps is reached [20]. The phase of the remaining paths is then optimized to minimize the mean square error in the CFR. The truncation of the ideal FD yields an $L_2$-optimal FD FIR filter for a given order specification, but suffers from the Gibbs phenomenon [18]. In [21], delay alignment is carried out by approximating the FD with a first-order FIR filter. Although this approach is computationally efficient, low order FIR filters result in a higher magnitude and phase error in comparison to higher order FIR filters [18]. In [22], the general least squares FIR filter is used for tap delay alignment. Although this approach has been shown to achieve a good match of the CFRs, it may suffer from numerical errors when used in narrow-band applications [18]. Due to the constantly growing complexity of the scenarios to be tested, such as massive MIMO, multi-BS, and multi-user scenarios, the demand on channel emulator resources will increase significantly in the future. Using two or more synchronized emulators in a multi-emulator setup is one way to counteract this situation [23]. However, poor delay alignment strategies might not be able to exploit the available hardware resources, as demonstrated in [22]. Our work aims to address this important topic. Our contributions are as follows:

- We perform delay alignment of RT simulated channels using the minimax FIR filter, which minimizes the maximum absolute error in the magnitude of the CFR [24], [18], [25], [26]. By adding an affine constraint in the optimization objective function, the taps delay drift can be specified to match a particular hardware support. This is crucial since arbitrary drifting of tap delays across channel snapshots or antenna pairs is not possible in some emulators as outlined in [14], [27]. This delay alignment approach guarantees the preservation of the CFR and is more accurate than the conventional rounding delays or delay binning approach [3], [28].
- We demonstrate that the tap selection or reduction process of the delay aligned channel can be formulated as a sparse approximation problem. This problem is then solved using the orthogonal matching pursuit (OMP) algorithm, which ensures that each tap is selected only once [29]. The pre-processed channel is then validated using a state-of-the-art channel emulator. We illustrate that in the presence of measurement uncertainties and hardware imperfections, the main factors affecting high-fidelity playback of measured or RT simulated channels stem from the pre-processing approach employed.

The rest of the paper is organized as follows. Section II outlines the system model, Section III outlines the proposed framework, Section IV presents the ray tracing simulations and the measurement setup for validation of the emulated channel, Section V presents the results and the discussion thereof, and Section VI concludes the paper.

II. SYSTEM MODEL

In VDT, two key components are the radio channel model, which is the mathematical description of the target radio environment under which the system under test operates, and the radio channel emulator used to reproduce the radio channel in the lab. Radio channel model can be obtained from RT tools which have been shown in the literature to be sufficiently accurate cf. [30] and references therein. However, RT simulations are usually not real-time and the output format is often not readily compatible with radio emulator specifications. On the other hand, radio channel emulators and in particular commercially available emulators are designed for real-time and have a fixed amount of hardware resources. Therefore, radio channels generated using RT tools need to be pre-processed to meet the specification of a given radio channel emulator. In this Section, the mathematical description of radio channels from RT is outlined as well as the target hardware structure for the proposed pre-processing framework.
A. Channel Model

Consider a MIMO system with $U$ BS and $S$ mobile terminal (MT) antennas, respectively. Given that the channel is composed of $M$ MPCs, the time variant CFR between the BS antenna $u \in [1,U]$ and MT antenna $s \in [1,S]$ can be expressed as:

$$H_{u,s}(t,\omega) = \sum_{m=1}^{M} \left[ G_{uu}^{\Omega_{Rx},f}(\tau_m) g_{uu}^{\Omega_{Tx},f}(\tau_m) \right]^T [\alpha_{m}^{V}(t,\omega) \alpha_{m}^{H}(t,\omega)] [g_{uu}^{\Omega_{Rx},f}(\tau_m) g_{uu}^{\Omega_{Tx},f}(\tau_m)] \exp(-j2\pi f \tau_m) \tag{1}$$

where $f$ is the frequency, $\tau_m$ is the delay of the $m$-th MPC, $\alpha_{m}^{V}$, $\alpha_{m}^{H}$, $\alpha_{m}^{HV}$ and $\alpha_{m}^{HH}$ are the vertical co-polar, horizontal co-polar, cross-polar and horizontal cross-polar components for the $m$-th path, respectively. $G^{V}$ and $G^{H}$ are the complex antenna radiation pattern components for the vertical and horizontal polarization for the BS or MT antenna, respectively. $\Omega_{Rx} = [\theta, \phi]$ and $\Omega_{Tx} = [\theta, \phi]$ are the angle of arrival and departure, respectively, where $\theta$ and $\phi$ are the elevation and azimuth angles, respectively.

In radio channel emulation, depending on the mobile speed under consideration, a time series of $R$ channel impulse responses (CIRs) is required. The update rate of the CIRs $f_{\text{upd}}$ can be determined based on the fading resolution required as follows [31], [32]:

$$f_{\text{upd}} = 2 \cdot \text{SD} \cdot \nu_{\text{max}} \tag{2}$$

where the sample density SD, is the number of CIRs per half wavelength and $\nu_{\text{max}}$ is the maximum Doppler frequency.

B. Hardware Structure

Fig. 1 shows a block diagram of a generic digital channel emulator comprising $U$ tap units, $S$ logical channels per tap unit, and support for a $U \times S$ MIMO configuration. The input and output ports in digital fading emulators are connected in a mesh structure, with each logical channel representing the channel between the different transmitter (Tx) and receiver (Rx) antenna pairs [2], [1]. Each logical channel is implemented as an FIR filter, where each tap of the FIR filter is realized using hardware multipliers [1]. For a given channel emulator the number of hardware multipliers is limited and fixed. Therefore, to accommodate higher-order MIMO, the hardware multipliers allocated to each logical channel are reduced and consequently the number of taps available for each logical channel are reduced as well.

The tap units are typically implemented on FPGAs, where each tap $q \in [1,Q]$ is realized using hardware multipliers, for example 4 in [1]. In higher-order MIMO emulation, different pairs of Tx and Rx antennas are multiplexed to utilize the same tap unit, resulting in a lower number of taps per logical channel [2]. Typically, the maximum number of taps available per logical channel in state-of-the-art channel emulators are 48 in [23], 24 in [33], and 20 in [2].

III. Proposed Framework

In VDT, one key goal is to reproduce (1) as accurately as possible in the laboratory. File-based digital radio channel emulators are often implemented using FIR filters [27]. Similarly, radio channels can be modeled as FIR filters with an arbitrary magnitude and phase response. Based on this observation the proposed framework of pre-processing site-specific radio channels for replay in file-based digital channel emulators is thus composed of two stages: a) tap delay alignment which is essentially an FIR filter design problem and b) tap selection process for the delay aligned channel which is posed as a sparse approximation problem.

A. Tap Delay Alignment

As mentioned in Section I, in practice the delays of the $M$ MPCs in (1) are not guaranteed to be at the sampling instance of a given radio channel emulator. For a given channel emulator with a sampling frequency $F_s$, the delays of the $m$-th MPC in (1) can be expressed in samples as:

$$D_m = \tau_m F_s \tag{3}$$

The delay alignment of these MPCs is basically a band-limited interpolation problem that can be solved using a FD filter [18]. In a FD filter, the non-integer part of the delay in samples $D$, is approximated by interpolating the tap coefficient in the $N$ sampling instances. This is in contrast to rounding delays where the non-integer delay in samples $D$, is approximated to the nearest sampling interval on the sampling grid [28]. For an ideal FD FIR filter, the non-zero tap coefficients span over an infinite number of sampling instances and is non-causal. The resulting frequency response can thus be expressed as:

$$\hat{H}_{u,s}(t,\omega) = \sum_{n=-\infty}^{\infty} c_{u,s}[n] \exp(-j\omega n) \tag{4}$$

where $\hat{H}_{u,s}(t,\omega)$ is the frequency response of the ideal fractional delay filter for the $u, s$-th BS-MT link at the normalized frequency $\omega \in [0, 2\pi]$, and $c_{u,s}[n]$ contains the tap coefficient for the sampling instance $n \in [-\infty, \infty]$. The normalized frequency $\omega$ is denoted as:

$$\omega = \frac{2\pi f}{F_s} \tag{5}$$

The ideal FD filter as shown in (4), is not realizable in practice. FIR filters, are thus used to approximate the ideal FD filter in hardware limited regimes, where for an $N$ length FIR filter, the frequency response can be expressed as:

$$\hat{H}_{u,s}(t,\omega) = \sum_{n=0}^{N-1} c_{u,s}[n] \exp(-j\omega n). \tag{6}$$

$c_{u,s}[n]$ contains the tap coefficient for the sampling instance $n \in [0, N-1]$. The accuracy of the reproduced CFR $\hat{H}_{u,s}(t,\omega)$ using an FIR filter, is determined by several factors e.g. the type of FIR filter, the filter length, the
relative location of the delay with respect to the filter length and the FD value [18], [34]. Besides the FD value, which is determined by the absolute delay of the MPCs in measured or RT simulated channels, it is crucial to carefully select the filter type and its length.

1. FIR Filter Realization

The minimax FIR filter design to approximate a desired FD filter ensures that for a given filter specification the maximum absolute error of the CFR is minimized. To determine the filter coefficients, we use CVX, a package for specifying and solving convex programs [35], [36], with the following objective function:

$$\min_{\omega \in [0, 2\pi]} \max_{t, \omega} |\tilde{H}_{u,s}(t, \omega) - H_{u,s}(t, \omega)|$$

(7)

where $H_{u,s}(t, \omega)$ is the target frequency response in (1) and $| \cdot |$ denote the absolute value. The target frequency response $h_{u,s}(t) \in \mathbb{C}^{L \times 1}$ for $L$ frequencies can be defined as:

$$h_{u,s}(t) = [H_{u,s}(t, \omega_1) \ H_{u,s}(t, \omega_2) \ \cdots \ H_{u,s}(t, \omega_L)]^T.$$ 

(8)

Therefore, (7) can be reformulated as [34]:

$$\min_{c_{u,s}(t)} \max_{e_{u,s}(t)} |Ac_{u,s}(t) - h_{u,s}(t)|$$

(9)

where $A \in \mathbb{C}^{L \times N}$ is a full rank Vandermonde matrix defined as follows:

$$A = [a_0 \ \cdots \ a_{N-1}]$$

(10)

with $L \gg N$. The entries in (10) are defined as follows:

$$a_n = [\exp(-jn\omega_1) \ \exp(-jn\omega_2) \ \cdots \ \exp(-jn\omega_L)]^T.$$ 

(11)

The vector $c_{u,s}(t) \in \mathbb{C}^{N \times 1}$ contains the delay aligned coefficients obtained with the minimax FIR filter for a given target channel, where $N$ is the filter length. For the specified frequency range, the coefficients obtained with the minimax FIR filter are guaranteed to minimize the maximum error in the magnitude of the CFR. An additional intuitive benefit of using the minimax FIR filter is that channel measurement data collected in the frequency domain, for example with a vector network analyzer (VNA), can be processed for playback in the channel emulator without the need to perform parameter estimation. As outlined in [14], different radio channel emulators have different ways to implement delay drift (the temporal evolution of an MPC) depending on the hardware complexity. The formulation in (9) allows for flexible adaptation of the delay alignment per channel snapshot to the hardware capabilities of a particular channel emulator. For example, drifting delays can be supported by adding an affine constraint to the objective function as follows:

$$\min_{c_{u,s}(t)} \max_{e_{u,s}(t)} |Ac_{u,s}(t) - h_{u,s}(t)|$$

s.t. $c_{u,s}[n](t) = 0, n \in \Xi$ 

(12)

where the vector $\Xi$ contains the deactivated tap indices. Although this formulation allows for support of different hardware architectures, the penalty is a reduction in the accuracy of the delay aligned CFR.

2. FIR Filter Length Selection

The minimax FIR filter (9) or (12), is solved for each $(u, s)$-th BS-MT link and at each time snapshot. Since the delays of the MPCs are different in each channel snapshot, it is not prudent to fix the FIR length $N$. This is because the degrees of freedom of the optimization in (9) or (12), depend on the number of FIR coefficients which can be at most $N$. A small number of FIR coefficients result in the reduction of the degrees of freedom available and hence a reduction in the achieved accuracy. The filter length $N$ of the minimax FIR filter is thus a crucial parameter as it determines the resulting accuracy in terms
of minimizing the maximum absolute error of the CFR. However, using an excessively long filter will result in increased computation with marginal gain in the accuracy. On the other hand, using a short filter length will result in a reduction of the accuracy of the achieved solution.

To ensure that the optimal solution is obtained, the FIR filter length $N$ is computed for each channel snapshot in each of the $(u, s)$-th BS-MT links. This is computed as the maximum delay of the dominant paths that contain a certain power threshold. In this paper, unless otherwise stated, a threshold of 99.999% is chosen.

### B. Tap Selection

The solution of (9) or (12), i.e. the vector $c_{u,s}(t) \in \mathbb{C}^{N \times 1}$, may contain up to $N$ non-zero coefficients, which may be much greater than the number of tap coefficients supported in most radio channel emulators. Tap selection is thus necessary to reduce the number of non-zero tap coefficients to at most $Q$. The tap selection process can then be carried out using OMP [29] based on the following observations:

- The significant part of the energy of the band-limited interpolated taps (delay aligned taps) in the vector $c_{u,s}(t) \in \mathbb{C}^{N \times 1}$ are located in the delay bins closest to the delay of the MPCs in the target CIR.
- The number of dominant taps in $c_{u,s}(t) \in \mathbb{C}^{N \times 1}$, i.e. taps containing most of the channel power, is much smaller compared to the total number of taps $N$. This is illustrated in Fig. 2 for the RT simulated channel outlined in Section IV. In this case it can be observed that in approximately 92% of channel snapshots analyzed, 99% of the total channel power is contained within 20%, 28.2%, and 38.5% of the delay aligned taps for the urban macro, campus, and indoor scenarios, respectively. This indicates sparsity in the delay domain, thus enabling the formulation of the tap selection process as a sparse approximation problem.

Let the CFR $\hat{h}_{u,s}(t)$ with delay aligned taps be defined as:

$$\hat{h}_{u,s}(t) = \begin{bmatrix} \hat{H}_{u,s}(t, \omega_1) & \hat{H}_{u,s}(t, \omega_2) & \cdots & \hat{H}_{u,s}(t, \omega_L) \end{bmatrix}^T$$

(13)

then the tap selection procedure is performed iteratively until the desired number of taps $Q$ is attained as follows.

- Step 1: The residual vector is initialized as $r_0(t) = \hat{h}_{u,s}(t)$, the iteration counter $i = 1$ and the matrix $B \in \mathbb{C}^{L \times N} = 0$.
- Step 2: The tap index $q$ at the $i$-th iteration is found as the column of (10) with the highest correlation with the residual vector

$$q_i(t) = \arg \max \left| A^H r_{i-1}(t) \right|$$

(14)

where $(\cdot)^H$ is the Hermitian transpose.

- Step 3: Update the $q$-th column of the matrix $B$ as $b_q = a_q$ and set the column of (10) corresponding to the selected tap as $a_q = 0$.

- Step 4: The tap coefficient minimizing the least square error can then be obtained as:

$$\min \left| |Bc_{u,s}(t) - \hat{h}_{u,s}(t)|^2 \right|$$

where $|\cdot|^2$ is the $L_2$ norm.

- Step 5: Update the residual as

$$r_i(t) = \hat{h}_{u,s}(t) - Bc_{u,s}(t).$$

(16)

- Step 6: Update the iteration counter $i$ and repeat step 2 through step 5 until the number of taps selected equals the target number of taps $Q$.

Finally, the delay aligned CFR with tap selection can be obtained as:

$$\hat{h}_{u,s}(t) = \begin{bmatrix} \hat{H}_{u,s}(t, \omega_1) & \hat{H}_{u,s}(t, \omega_2) & \cdots & \hat{H}_{u,s}(t, \omega_L) \end{bmatrix}^T$$

(17)

where

$$\hat{H}_{u,s}(t, \omega) = \sum_{i=1}^{Q} c_{u,s}[q_i](t) \exp(-j\omega q_i).$$

(18)

### IV. RAY TRACING SIMULATIONS AND RADIO EMULATOR MEASUREMENT SETUP

The validation of the proposed framework is carried out using three representative scenarios i.e. an urban macrocell (UMa), a campus, and an indoor scenario. The
CFRs of the time variant channels i.e. (1) are then pre-processed with the proposed framework i.e. tap delay alignment and tap selection. The tap coefficients of the the pre-processed UMa scenario, $\tilde{c}_{1,1}(t)$ and their corresponding delays are then replayed on a state-of-the-art radio channel emulator to demonstrate the efficiency of the proposed framework.

A. Ray Tracing Simulations

1. Urban Macro Scenario

An RT simulation in an UMa scenario in Berlin with three moving vehicles is considered to mimic a drive test along a track length of 100 m. The Tx is placed at a height of 42.5 m on top of a building and the Rx is placed at a height 1.5 m on car #1 as illustrated in Fig. 3. Car #1 drives on a straight course towards the Tx and takes a right turn at the street intersection. CIRs are generated according to the update rate in (2) at an average speed of 1 m/s at a frequency of 2.6 GHz, resulting in 5000 CIRs. The channel is dominated by the line-of-sight (LoS) path except at channel snapshots 2735 to 4367 corresponding to the region near the street intersection where there is shadowing from the building next to the Tx. Due to the complexity of the simulation, the interaction mechanisms are limited to diffraction and reflection only with a maximum order of 1 and 6, respectively. Diffraction is modeled using the uniform theory of diffraction (UTD) [37], while reflections are evaluated using Fresnel’s reflection coefficients. In the simulation, the Tx and Rx antennas are vertically polarized with an omni-directional radiation pattern in the azimuth and a gain of 0 dBi.

Note that the raytracer was validated using measurement campaigns conducted at the same site. Details of the measurement data used for validation are outlined in [38]. As this work focuses on the pre-processing of the raytracer’s output for playback in a hardware channel emulator and not on the raytracer itself, the results of its validation are not included here.

2. Campus Scenario

A 28.8 m track is considered in the Aalborg University campus. Since there are no moving objects in the scenario the channel is sampled spatially at intervals of 0.0288 m to generate 1001 channel snapshots. The BS and MT antennas at a height of 22.5 m and 1.5 m, respectively as illustrated in Fig. 4.

3. Indoor Scenario

An indoor scenario i.e. a classroom is considered as shown in Fig. 5 [39]. The dimensions of the scenario are $10.2 \times 8.5 \times 3.1$ m. Similar to the campus scenario, no moving objects are present in the scenario hence the channel is sampled spatially along a track of 3.6 m at intervals of 0.0036 m to generate 1001 channel snapshots. The BS and MT antennas are both placed at a height of 1 m.

B. Measurement Setup

The validation of the emulated channel is carried out for a single-input single-output (SISO) setup using a VNA as shown in Fig. 6. In a SISO setup a maximum of 48 taps are available in the radio channel emulator, however, the number of taps is set as $Q = 12$ in the pre-processing to mimic a limited number of taps as would be the case in a massive MIMO setup. We have selected $Q = 12$ as a typical value which can be achieved in a massive MIMO setup e.g. on a state-of-the-art emulator cf. [23] based on the authors’ experience. However, this should not be interpreted as the upper limit for the massive MIMO case.
The pre-processed taps coefficients \( \bar{c}_{t,1}(t) \) of the RT simulated channel and their respective delays obtained in Section III-B are loaded and replayed on the radio emulator in step mode, i.e. the emulator is paused after the replay of each channel snapshot. This ensures that the VNA completes the frequency sweep for the current snapshot before measuring the next CFR. The CFR for each snapshot is thus recorded as the S-parameter \( S_{21}(f) \) on the VNA. The bandwidth of the VNA was set to 40 MHz according to the available bandwidth of the channel emulator as shown in Table I. Although the emulator sampling rate is 200 MHz, the sampling grid of the specific device used herein was shipped with a sampling grid fixed to 20 ns and not 5 ns.

V. RESULTS AND DISCUSSION

In the pre-processing results, a bandwidth of 100 MHz is considered which is the maximum alias free bandwidth for the considered sampling rate of 200 MHz. This is in order to illustrate the applicability of the proposed framework to wideband channels. However, the radio channel emulator used in the measurement setup has a bandwidth of 40 MHz and thus the difference in the considered bandwidth for the simulated and emulated channels.

A. Evaluation metrics: Definition

1. Frequency Response Assurance Criterion

The frequency response assurance criterion (FRAC) [40], [41] is a commonly used measure in modal analysis for comparing the shape for two frequency responses functions for linear time invariant systems. For radio emulation, we desire to preserve the target CFR after delay alignment and tap selection to ensure that indeed the measured or RT simulated channel is replayed on the fading emulator. The FRAC gives a quantitative similarity metric between two CFR and can be expressed as:

\[
\rho(t) = \frac{|\bar{h}_{u,s}^H(t)h_{u,s}(t)|^2}{(\bar{h}_{u,s}^H(t)h(t))(\bar{h}_{u,s}^H(t)\bar{h}_{u,s}(t))}
\]

with \( \rho(t) \in [0, 1] \) where \( \rho(t) = 1 \) indicates a high correlation between the target CFR and the CFR obtained after delay alignment and tap selection.

2. Magnitude Error

The accuracy of the delay aligned and tap reduced CFR can be evaluated by considering the magnitude error of the reproduced CFR. The deviation in the magnitude \( \Delta \alpha \) is computed using the equivalent stray signal (ESS) [42], [43] that is commonly used in antenna measurements for comparing the antenna gain pattern when the measurement is performed under slightly different conditions. A low value of the ESS indicates a good match in the result. The ESS \( (\Delta \alpha) \) is expressed as:

\[
\Delta \alpha(t) = \xi(t) + 20 \log_{10} \left( \frac{1 - 10^{-\epsilon(t)/20}}{2} \right)
\]

\[
\zeta(t) = |\max(\xi(t), \bar{\xi}(t))|
\]

\[
\epsilon(t) = |\xi(t) - \bar{\xi}(t)|
\]

\[
\xi(t) = 20 \log_{10}(|h_{u,s}(t)|) - \max(20 \log_{10}(|h_{u,s}(t)|))
\]

\[
\bar{\xi}(t) = 20 \log_{10}(|\bar{h}_{u,s}(t)|) - \max(20 \log_{10}(|\bar{h}_{u,s}(t)|))
\]

B. Pre-Processed Simulated Channels

1. Frequency Response Assurance Criterion

In the UMa scenario, where the channel is dominated by the LoS component from channel snapshot 1 to 2734, the FRAC value for the rounding delays method can be seen to increase and decrease periodically as illustrated in Fig. 7(a). This is because the FD of the LoS component progressively changes from 0 to 0.5 as car #1 moves in the scene. As the FD approaches 0.5, the CFR phase error increases resulting in a lower FRAC value. When the FD is close to 0 the FRAC value with rounding delays approaches 1 due to a reduction in the CFR phase error. In the non-line-of-sight (NLoS) regions, channel snapshot 2735 to 4367, the impact of the FD value of different
MPCs becomes more pronounced due to a reduction in the relative power difference. This is reflected in a reduction in the FRAC value.

The proposed approach can be observed to be robust in the preservation of the CFR due to an excellent preservation of the channel phase. To further illustrate this, we consider the mean FD for all snapshots which is evaluated as follows.

$$FD_{\mu} = \begin{cases} 1 - (\tau_{\mu} - \lfloor \tau_{\mu} \rfloor), & \text{if } \tau_{\mu} - \lfloor \tau_{\mu} \rfloor > 0.5, \\ \tau_{\mu} - \lfloor \tau_{\mu} \rfloor, & \text{otherwise.} \end{cases} \quad (21)$$

where $\tau_{\mu}$ is the mean delay in samples for each channel snapshot, which is given as

$$\tau_{\mu} = F_s \sum_{m=1}^{M} \frac{|\eta_m|^2 \tau_m}{\sum_{m=1}^{M} |\eta_m|^2} \quad (22)$$

where $\eta_m$ is the amplitude of the $m$-th MPC. Fig.7(a) clearly shows that for the rounding delays approach the FRAC value is highly dependent on the FD. With the proposed approach the phase of the channel is more robust to the constantly changing FDs, allowing for a more natural evolution of the channel during emulation. This is even more critical in the millimeter-wave (mm-wave) frequency bands since in most hardware channel emulators the sampling clock frequency is fixed, implying that the phase error would be significantly higher with the rounding delay approach.

In the campus and indoor scenarios, the proposed framework results in a high fidelity reproduction of the channel as illustrated in Fig.7(b) and Fig.7(c), respectively. In both scenarios and in all the channel snapshots, the proposed framework attains a FRAC greater than 0.8. This is in contrast to the rounding delays method which exhibits an erratic performance especially for the indoor scenario.

2. Magnitude Error

The calculated ESS values over frequency and snapshot dimension are shown in Fig.8 for a bandwidth of 100 MHz. As illustrated in Fig.8(a), in the proposed approach the magnitude deviation across frequency and channel snapshots is consistent even for channel snapshots in the NLoS regions. On the other hand, for the conventional approach of rounding delays to the nearest delay bin and selecting the dominant taps, the magnitude deviation is erratic across frequency and channel snapshots as shown in Fig.8(b). On average across frequency and channel snapshots, the proposed framework achieves a magnitude deviation of $-39.8$ dB, $-33.5$ dB, and $-29.7$ dB for the UMa, campus, and indoor scenarios, respectively. In comparison, the rounding delays method achieves a magnitude deviation of $-30.7$ dB, $-25.5$ dB, and $-22.8$ dB for the UMa, campus, and indoor scenarios, respectively.

The mean deviation of the magnitude of the CFR across frequency for the three scenarios is illustrated in Fig.9. In most of the channel snapshots considered, the proposed method outperforms the rounding delays method. Indeed, in some channel snapshots the performance difference is as much as 20 dB. For the three scenarios considered, the indoor scenario is the most challenging for the proposed approach as illustrated in Fig.9(c). This is because for indoor scenarios, a shorter FIR filter length $N$ is obtained due to the shorter delays of the MPCs in such scenarios compared to campus and UMa scenarios. Consequently, the degrees of freedom for the optimization in (9) or (12) are reduced and hence a reduced accuracy. Nonetheless, the proposed method outperforms the rounding delays approach in such challenging scenarios.

C. Emulated Pre-Processed Channel

In the emulation, only the UMa scenario is considered. This is because the radio channel emulator replays the
loaded pre-processed channel with high fidelity hence it is expected that a similar performance would be obtained for the campus and indoor scenarios.

The CIR and CFR of an exemplary emulated channel snapshot are shown in Fig. 10 for a bandwidth of 40 MHz. The emulated CIR is observed to match well with the pre-processed CIR as shown in Fig. 10(a). The discrete paths from the RT simulation denoted here as RT simulated paths are highlighted for comparison with the discrete pre-processed taps loaded in the emulator. Since the measured emulated channel is band limited i.e. 40 MHz, the RT simulated channel is band-limited as well to 40 MHz, denoted here as RT simulated CIR for comparison purposes. The RT band-limited can be seen to contain more peaks than the pre-processed and the emulated CIRs. This is because all the simulated paths are considered while in the pre-processed CIR and consequently in the emulated CIR only 12 paths are considered. Although the tap spacing on the emulator is set to 20 ns while in the pre-processing it was set to 5 ns.

The accuracy of the emulated channel shown in Fig. 10 can be improved by increasing the number of taps $Q$. The highest accuracy obtainable is with $Q = N$. If $N$ is greater than the maximum taps supported by a given radio channel emulator, the limiting factor on the accuracy is the number of taps supported on the emulator. However, in some cases for example channels with few dominant MPCs increasing the number of taps beyond $Q$ would result in a marginal increase in the accuracy if the total contribution of the remaining $Q - N$ taps is minimal.

It is worthwhile to highlight here that the tap spacing constraint on the channel emulator is the main factor that contributed most to the observed deviations in Fig. 10. This is because the tap delays are automatically rounded in the emulator to the nearest sampling interval on a grid with a tap spacing of 20 ns. Nonetheless, in radio emulators where a tap spacing of 5 ns is possible, for example [23], it is expected that the emulated CFR would match the calibration reference of either the VNA or the channel emulator, and e) the tap spacing in the emulator is set to 20 ns while in the pre-processing it was set to 5 ns.

The accuracy of the emulated channel shown in Fig. 10 can be improved by increasing the number of taps $Q$. The highest accuracy obtainable is with $Q = N$. If $N$ is greater than the maximum taps supported by a given radio channel emulator, the limiting factor on the accuracy is the number of taps supported on the emulator. However, in some cases for example channels with few dominant MPCs increasing the number of taps beyond $Q$ would result in a marginal increase in the accuracy if the total contribution of the remaining $Q - N$ taps is minimal.

It is worthwhile to highlight here that the tap spacing constraint on the channel emulator is the main factor that contributed most to the observed deviations in Fig. 10. This is because the tap delays are automatically rounded in the emulator to the nearest sampling interval on a grid with a tap spacing of 20 ns. Nonetheless, in radio emulators where a tap spacing of 5 ns is possible, for example [23], it is expected that the emulated CFR would match the calibration reference of either the VNA or the channel emulator, and e) the tap spacing in the emulator is set to 20 ns while in the pre-processing it was set to 5 ns.

The accuracy of the emulated channel shown in Fig. 10 can be improved by increasing the number of taps $Q$. The highest accuracy obtainable is with $Q = N$. If $N$ is greater than the maximum taps supported by a given radio channel emulator, the limiting factor on the accuracy is the number of taps supported on the emulator. However, in some cases for example channels with few dominant MPCs increasing the number of taps beyond $Q$ would result in a marginal increase in the accuracy if the total contribution of the remaining $Q - N$ taps is minimal.

It is worthwhile to highlight here that the tap spacing constraint on the channel emulator is the main factor that contributed most to the observed deviations in Fig. 10. This is because the tap delays are automatically rounded in the emulator to the nearest sampling interval on a grid with a tap spacing of 20 ns. Nonetheless, in radio emulators where a tap spacing of 5 ns is possible, for example [23], it is expected that the emulated CFR would match the calibration reference of either the VNA or the channel emulator, and e) the tap spacing in the emulator is set to 20 ns while in the pre-processing it was set to 5 ns.
Fig. 10. A comparison of the exemplary emulated channel with 12 taps and 20 ns tap spacing to the RT simulated channel and the pre-proposed channel with 5 ns tap spacing. (a) CIR obtained with a Kaiser window with $\beta = 6$. (b) CFR.

Fig. 11. FRAC of the emulated UMa channel with 20 ns tap spacing in comparison to the pre-processed complex CFR with 5 ns tap spacing for a 40 MHz bandwidth. The mean FD in the RT pre-processed channel for a 20 ns tap spacing. The dashed vertical lines highlights corresponding channel snapshots highlighted in Fig. 12.

The pre-processed CFR with the proposed approach as outlined in Section V-B, where possible minor deviations could still occur due to factors a) to d). To illustrate this, we consider the mean FD (21) of the pre-processed channel assuming a tap spacing of 20 ns. When the mean FD is close to zero, it implies lower phase errors will occur in the emulated channel. This can be observed in the FRAC value, which is shown in Fig. 11. It can be seen that the FRAC value varies greatly with the phase error due to a change in tap spacing, especially for the LoS dominated channel snapshots. This is similar to the observation made for the rounding delays approach in Fig. 7(a).

Phase errors due to the difference in tap spacing between the pre-processed channel and emulator setting cause the peak and nulls of the CFR to shift. This can be observed in Fig. 12(a), where channel snapshots with a mean FD close to zero in Fig. 11 have a corresponding lower magnitude deviation compared to channel snapshots with a mean FD close to 0.5. The average deviation across frequency can be observed in Fig. 12(a), where the mean deviation across all frequencies and channel snapshots is $-21.5$ dB.

The Doppler profiles for the RT simulated channel, pre-processed channel with the proposed approach, pre-processed channel with the rounding delays approach and the emulated channel are illustrated in Fig. 13. The similarity of the pre-processed and emulated channels’ Doppler profiles to the RT simulated channel Doppler profile, can be computed on the Doppler frequency components for each time instance using the FRAC. The proposed approach results in a robust preservation of the Doppler profile with a mean FRAC of 0.99 in all time instances compared to the rounding delays approach with a mean FRAC of 0.83 and 0.77 in the LoS and NLoS time instances, respectively, as illustrated in Fig. 14. This further highlights the importance of preservation of the amplitude and phase of individual channel snapshots for high fidelity fading emulation.

Due to the 20 ns tap spacing setting in the emulator, the similarity of the Doppler profile of the emulated channel to the RT simulated channel is reduced with
an average FRAC of 0.73 and 0.37 in the LoS and NLoS time instances, respectively. Nonetheless, it can be observed that the magnitude of the dominant Doppler frequency components in the emulated Doppler profile in Fig.13(d) is reproduced relatively well, despite the difference in tap spacing between the emulated and pre-processed channels. This is because the magnitude of the individual Doppler frequency components remain relatively unchanged despite the shift along the Doppler frequency axis. However, the tap spacing change has a significant impact on the phase of the Doppler frequency components which results in a reduced similarity of the emulated Doppler profile to the RT simulated Doppler profile as shown in Fig.14.

VI. CONCLUSION

In this paper, a framework for delay alignment and tap selection has been proposed for pre-processing site-specific measured or RT simulated radio channels for hardware emulation with high-fidelity preservation of the CFR. The delay alignment process was formulated as an FIR filter design problem for approximating the ideal FD filter. The minimax FIR filter was shown to be robust for this purpose. In addition, it was shown for this convex optimization based approach of FIR filter design, delay drifts across the time and antenna pairs can be easily modified by simply adding an affine constraint to the optimization problem. This facilitates finding the optimal solution for a given hardware specification.

By selecting a suitable filter length and exploiting the resulting sparsity in the delay domain of each channel snapshot, the tap selection process was formulated as a sparse approximation problem. OMP was used in the second stage of tap selection, where the stopping condition was determined by the number of taps supported by a particular hardware configuration.

The advantage of file-based digital channel emulators in the preserving site-specific channels for playback in the laboratory is thus two-fold. First, they allow the use of optimal tap-delay alignment and selection processes that would not be possible in a real-time application due to their iterative nature. Second, site-specific measured or RT simulated channels can be independently generated and later replayed in real-time. In the presence of measurement uncertainties and imperfect hardware, poor pre-processing strategies were observed to be the main

Fig. 14. Similarities of the emulated and the pre-processed channels’ Doppler profile with 12 taps to the Doppler profile of the RT channel at 2.6 GHz. The emulated channel has a 20 ns tap spacing and the pre-processed channels have a 5 ns tap spacing.
contributors of errors in the emulated CFR in state-of-the-art channel emulators.
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