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A High-Quality Data Acquisition Method for
Machine Learning Based Design and Analysis of

Electromagnetic Structures
Zhao Zhou, Graduate Student Member, IEEE Zhaohui Wei, Abdullah Tahir, Jian Ren∗, Member, IEEE

Yingzeng Yin, Member, IEEE Gert Frølund Pedersen, Senior Member, IEEE
and Ming Shen∗, Senior Member, IEEE

Abstract—Electromagnetic structures play a significant role
in wireless communication, radar detection, medical imaging,
etc. Machine learning has been increasingly applied to facilitate
the design and analysis of electromagnetic structures. Data
acquisition is a major bottleneck. Conventional methods blindly
sweep geometric parameters on a uniform grid and acquire
corresponding responses via simulation. Acquired data have
unstable quality due to inconsistent informativeness of responses,
leading to a low ratio of model performance to data amount. This
paper proposes a high-quality data acquisition method to increase
the ratio of model performance to data amount. It anticipates and
generates high-quality data by analyzing distribution of existing
data iteratively. Comparative analysis of four implementations
proves, the proposed method reduces required data amount
by around 40% for the same model performance, hence saves
around 40% simulation and computing resources. The proposed
method benefits machine learning applications of metasurfaces,
antennas, and many other microwave structures.

Index Terms—Data acquisition, electromagnetic structures,
full-wave EM simulation, machine learning, metasurface.

I. INTRODUCTION

W IRELESS communication is substantially impacted by
electromagnetic (EM) structures. EM structures are de-

liberately designed to satisfy EM constraints in a practical sce-
nario. EM constraints refer to requirements for the structures,
such as size, operating frequency, gain, axial ratio (AR), re-
flection, transmission, scattering coefficient, etc. Accordingly,
EM response describes how a structure affects wireless signals
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within the concerning frequency range. Conventional design of
EM structures relies on experienced human engineers. Firstly,
engineers determine a topology and initialize its geometric
parameters to form a draft structure for the topology according
to the EM constraints and their experience. Afterward, they
evaluate its EM response through full-wave simulation via
EM simulation software (for example, Computer Simulation
Technology®(CST)) and tune its geometric parameters based
on their understandings of the correlation between parameters
and EM responses iteratively. The number of iterations needed
varies, depending on the designer’s experience depth. There-
fore, machine learning (ML) is increasingly being studied
and applied in EM applications to improve the current EM
solutions. However, data acquisition is a significant barrier for
ML [1], especially for EM-related ML applications.

Most EM-related ML applications require [2]–[4] labeled
data set consists of geometric parameters and corresponding
EM responses. EM-related ML applications can be roughly
divided into three categories, forward synthesis, inverse design,
and generative method [5]–[14]. Forward synthesis establishes
a model to imitate the projection from geometric parame-
ters to EM responses [15]–[22]. The forward model utilizes
supervised learning because both geometric parameters and
corresponding EM responses are needed as the training data
set. After training, the model is used to replace EM simulation
software and is often integrated with optimization algorithms
to reach an optimal structure design. To start with, a draft
structure is initialized with arbitrary geometric parameters,
and the forward model synthesizes its responses. Afterward,
the optimization algorithm updates the geometric parameters
based on the difference between current responses and con-
straints. Inverse design develops a model to directly determine
geometric parameters for given EM constraints, which also
uses supervised learning [23]–[27]. The well-trained model
acts as a dictionary that records the projection from EM
responses to suitable geometric parameters. Generative method
utilizes autoencoder (VAE) or generative adversarial network
(GAN) to learn characteristics of real geometric parameters
[28]. After training, the generative model referred to as
generator can generate new structures with similar geometric
parameters. However, the generated new structure still requires
full-wave simulation to evaluate its EM responses. To reduce
the need for full-wave simulation, the generator is sometimes
integrated with a forward synthesis model in the real design
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process. To start with, a noise vector is randomly initialized
as the first input for the generator, and the generator forms
an initial structure accordingly. The EM responses of the
structure are then evaluated using a forward synthesis model.
By comparing its responses and constraints, the optimization
algorithm updates the noise vector accordingly. The updated
vector is taken as a new input for the generator to generate
an updated structure, and it is then evaluated and updated
again and again. The iteration stops when the updated structure
fulfills the EM constraints.

There are two ways to acquire labeled training data for
EM-related ML applications. The first way is to fabricate a
prototype with respect to each setting of geometric parameters
and then measure its EM responses to form each training data
sample. Measuring EM responses require specific measure-
ment devices, such as Vector Network Analyzers for reflection
or transmission coefficients and anechoic chamber for gain or
AR. To collect N training data samples, the designer need
to adjust geometric parameters of the prototype and measure
responses for N times if the prototype is adjustable, otherwise
the designer has to fabricate N prototypes and measure their
responses individually. Since acquiring EM data through mea-
surement is costly and restricted, designers normally use full-
wave simulation for collecting EM training data. Supported by
simulation software such as CST, designers can build a virtual
prototype and simulate its responses by using a computer. Full-
wave simulation does not require fabrication or measurement
devices, but relies on computation resources.

ML applications in EM are often criticized because it needs
a large number of full-wave simulation cycles to generate
sufficient training data, hence occupies many computation
resources. Most works define all settings of geometric pa-
rameters first and then simulate corresponding EM responses
individually to collect the training data set. The defined geo-
metric parameters usually distribute on a uniform grid within
the parameter space, because designers cannot anticipate dis-
tribution of responses and the best policy is to uniformly
cover the whole parameter space. However, EM responses
are extremely sensitive to geometric parameters and do not
distribute uniformly. With respect to different areas within
the parameter space, the changes of EM responses may be
slightly or significantly. Samples in parameter areas where
the EM responses change significantly can greatly affect the
model performance. These samples are referred to as high-
quality data. By contrast, those in parameter areas where
EM responses change slightly contribute little to the model
performance, which are referred to as low-quality data. Low-
quality samples occupy a number of unnecessary simulation
cycles. However, designers cannot recognize low-quality data
before simulation and avoid unnecessary simulation cycles.

An intelligent high-quality data acquisition method is de-
manded for EM-related ML. However, most data acquisi-
tion methods [29]–[33] are not suitable for EM-related ML
applications. There have been many great works [34]–[42]
that attempted to identify the most promising region of the
parameter space and further tune the design by means of
local routines. They improved the global optimization of
expensive EM simulation models significantly. They focused

on fast convergence of the promising region and the optimal
design, instead of generation of a high-quality dataset for
the ML model. A high-quality dataset should be informative
and representative for the whole parameter space, so that the
ML model can learn the intelligence of the whole parameter
space. A high-quality data acquisition method is expected to
generate a more informative and representative dataset with
the smallest amount of samples. It helps ML models obtain
the same performance by using a smaller amount of training
data, resulting in the reduction of burden on simulation.

This paper proposes a high-quality data acquisition method.
The objective is to improve the quality of data and reduce the
need of simulation for ML-based design of EM structures.
Quality of data for ML is measured based on the performance
of the ML model. High-quality data can improve the perfor-
mance of the ML model significantly. To start with, a small
amount of training data samples are initialized, which are
defined on a uniform grid within the parameter space. Existing
data samples are analyzed with respect to the distribution of
parameters and responses to recognize a parameter area where
the EM responses change significantly. Afterward, a new data
sample is generated by defining its geometric parameters
through swarm operation in the selected area, and its EM
responses are simulated through simulation. The new data
sample is considered of high quality, because it is likely to
improve the performance of the ML model significantly. The
new high-quality data sample is then added into the existing
data samples, and a new round of analysis and generation
begins. The existing data samples are iteratively analyzed
and expanded, and an increasing number of high-quality data
samples are generated. The iteration stops when sufficient data
samples have been collected. Unlike conventional data acqui-
sition methods that uniformly sweep geometric parameters on
a constant grid of the parameter space, the proposed method
adjusts parameter definition dynamically according to the qual-
ity of parameter area by analyzing the distribution of existing
samples. The proposed method can maximize the quality of
training data set with a reduced amount of simulation cycles.
Based on the comparative results in four implementations, the
proposed method significantly reduces the amount of training
data samples required to reach the same model accuracy,
hence a significant amount of simulation cycles are saved, and
computation resources are greatly released.

The remaining content is arranged as follows: Section II
introduces the algorithm of the proposed method; Section
III validates the proposed method in four implementations;
Section IV gives the conclusion.

II. ALGORITHM

Pseudo code for the proposed method is demonstrated in
Algorithm 1. The proposed algorithm is established specially
according to the requirements of data acquisition in the ML-
based design of EM structures. Input features of this ML task
in EM are represented as normalized vectors Xs, whereas, Ys
represent the output features. Here, each Y is obtained by full-
wave EM simulation via CST for a given X. The proposed
method comprises of two major steps. The first step is to
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Algorithm 1 The proposed data acquisition method
Require:

1: Variables to be fixed:
2: X, Y: normalized input, output vector
3: T: integer, maximum data acquisition iteration
4: Xstep: vector, minimum step of input features
5: min loss: float, expected minimum loss
6: N0: integer, number of initial data samples
7: Built-in variables and functions:
8: i: integer, index of elements in X
9: j: integer, index of sample within the data set

10: t: integer, index of data acquisition iteration
11: {(X̂j , Ŷj)}: reference samples
12: Nt: integer, number of existing samples in iteration t
13: k: integer, index of selected sample
14: ct: float, between 0 and 1, depend on t
15: (X∗, Y∗): new sample
16: model loss: float, model loss after training
17: Simulate: full-wave EM simulation via CST
18: Dist: calculate distance between two vectors
Initialize: ▷ Step 1
19: {(Xj ,Yj)}N0

, j = 0, 1, ..., N0

20: Xj = [xj,0, xj,1, ...], xj,i ∈ {0, Xstep,i, 2Xstep,i, ..., 1}
21: Yj ← Simulate(Xj)
22: ct = 0
Acquisition: ▷ Step 2
23: for t = N0 to T − 1 do
24: for ĵ = 0 to t do
25: X̂ĵ = Xj ← argmin

j,Xj>Xĵ

{{Dist(Xj ,Xĵ)}Nt
} ▷ (a)

26: end for
27: {(X̂j , Ŷj)}Nt

= {(X̂ĵ , Ŷĵ)}Nt
▷ (b)

28: while True do
29: Xk, X̂k = argmax

j
{Dist(Yj , Ŷj)}Nt

▷ (c)

30: if True in Dist(Xk, X̂k) ≥ 2Xstep then ▷ (d)
31: Break
32: else
33: Dist(Xk, X̂k) = 0
34: end if
35: end while
36: Generate new data set:
37: X∗ = ct · Xk + (1− ct) · X̂k ▷ (e)
38: ct =

rand(0,1)+ct·(t−N0)
t−N0+1 ▷ (f)

39: Y∗ = Simulate(X∗) ▷ (g)
40: {(Xj ,Yj)}Nt

.append((X∗,Y∗)) ▷ (h)
41: Nt = t+ 1
42: model loss ← Train model using {(Xj ,Yj)}Nt

43: if model loss ≤ min loss then
44: Break
45: end if ▷ (Optional) Integrated with model training
46: end for

initialize the initial set of N0 samples. The input vectors Xs of
the N0 samples are defined in a uniform manner. The values of
X of the first sample are set as the minimum values within the
parameter range. The values of Xs of the following samples

gradually increase by a constant increment. The increment is
decided by the parameter range and the number of initial
samples N0. The values of X of the last sample are the
maximum values within the parameter range. The initial set
of samples distribute uniformly within the parameter range. It
ensures that the parameter space is represented and covered
unbiasedly for avoiding uncertainty caused by initialization.
Importantly, N0 is significantly smaller than the number of
samples required in common ML tasks. The second step is
to analyze the existing samples and produce samples of high
quality, iteratively. This step is integrated with online model
training to abort the iteration as soon as adequate samples
have been acquired and the model loss for the expected test
set reaches the minimum threshold. It is worth noting that
the proposed method can also be used independently without
being integrated with the model training process. In that case,
the iteration stops when a sufficient number of samples are
obtained.

For each iteration t in the second step, Nt existing samples
{(Xj , Yj)}Nt are analyzed to generate a new sample of high
quality. The second step can be further divided into eight sub-
steps (a-h) as follows.
(a) Pick a reference input vector X̂j for each existing input

vector Xj , by minimizing the distance between X̂j and
Xj , while making sure that all the elements of X̂j are
equal to or bigger than those of Xj and at least one
element of X̂j is bigger than that of Xj .

(b) Form a list of reference samples {(X̂j , Ŷj)}Nt
with

respect to existing samples {(Xj , Yj)}Nt
.

(c) Pick one input vector Xk by maximizing the distance
(Dist(Yk, Ŷk)) between its output Yk and its reference
output Ŷk. The selected sample (Xk, Yk) and its reference
sample (X̂k, Ŷk) point at an input space where the sample
of high quality exists. The underlying reason is that
selected samples have a large distance between their
output vectors and a small distance between their input
vectors, implying that they confine a parameter space
where the output is sensitive to the input. A sensitive
parameter space is difficult for prediction. Hence, it is
likely that this space contribute a lot to the prediction
error of the ML model. On the other hand, adding a new
sample in this space can improve the model performance
significantly. In this sense, a potential high-quality sample
of high informativeness referred to as (X∗, Y∗) can be
generated from the selected sample (Xk, Yk) and its
reference sample (X̂k, Ŷk).

(d) Examine if the absolute difference between Xk and X̂k ex-
ceeds 2×Xstep. If yes, it guarantees an input space large
enough to generate a new input vector; otherwise, then
repeat sub-step (c) after excluding these two samples.

(e) Generate a new input vector X∗ from the selected input
vector Xk and its reference vector X̂k through formula
(1):

X∗ = ct · Xk + (1− ct) · X̂k. (1)

The input vector of the new sample is obtained through
swarm operation, as given in formula (1), on the selected
input vector Xk and its reference input vector X̂k. Here,
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N0

Fig. 1. Values of ct versus iteration t.

the input vector of the new sample is referred to as X∗
and it is set as the weighted sum of the Xk and X̂k. The
weights for Xk and X̂k are ct and 1− ct, respectively.

(f) Determine the weight ct through formula (2):

ct =
rand(0, 1) + ct · (t−N0)

t−N0 + 1
. (2)

The definition of ct reaches a balance between explo-
ration and exploitation. Fig. 1 shows that ct has initial
value between 0 and 1 and approaches 0.5 as the iteration
t continues. This definition offers freedom to explore the
input space in the earlier iterations as ct can take any
value between 0 and 1. With ct being closer to 0, the
new input vector X∗ is closer to the selected input vector
Xk. As if ct gets closer to 1, the new input vector X∗
approaches X̂k. As the iteration continues, ct gets close to
0.5, and the input vector of the new sample X∗ approaches
the average of Xk and X̂k. This ensures a minimum
distance between the new input vector and the selected
input vectors, because the space for exploration between
Xk and X̂k decreases as the iteration continues. A new
sample which is too close to an existing sample, lacks
informativeness as it is likely to behave approximately
the same as that existing sample.

(g) Obtain the output label vector Y∗ for this new input vector
X∗ through full-wave simulation via CST.

(h) Form a new sample (X∗, Y∗), add this new sample into the
existing data set, and repeat sub-steps (a-h) until sufficient
data have been acquired.

In Algorithm 1, the proposed data acquisition method is
integrated with model training. As the data set is being updated
continuously by adding new high-quality samples, a model is
trained in the meantime. After training, the model is tested on
a fixed test set which is pre-defined according to the practical
needs. The whole data acquisition procedure ceases as soon
as the test loss reaches the desired minimum loss min loss.
Note that the proposed data acquisition method can also be
employed without integration with model training. In that case,
the iterations in the second step will stop when a sufficient
number of samples have been generated.

III. IMPLEMENTATION

The proposed method is validated by comparing the results
without and with the proposed method in four implementa-

TABLE I
IMPLEMENTATION A: GEOMETRIC PARAMETERS OF THE MODIFIED

JERUSALEM CROSS-BASED UNIT CELL [2]

Parameter lx ly w1 w2 a u S h t
Value(mm) [1.9, 4.4] 1.1 0.2 0.2 5 0.1 1 2 0.017

tions. We utilize the proposed data acquisition method and
re-implemente the design and analysis of Modified Jerusalem
Cross (MJC) reflective surfaces [2] in Section III-A, multi-bit
coding metasurface for radar cross-section (RCS) reduction
[3] in Section III-B, array radiation synthesis [4] in Section
III-C, and larger array radiation synthesis in Section III-D to
analyze the performance of our methodology. Comparison of
training results in the implementations validates high quality
data generation by the proposed method. It is worth noting
that we directly use the prior information (e.g., griding space,
parameter range, minimum loss, etc.) from the original imple-
mentations for fairly comparing with original results. When
the proposed method is applied to a new unknown implemen-
tation, this prior information can be easily acquired according
to domain knowledge and its concrete EM requirements.

A. Implementation A: MJC Reflective Surface

1) Implementation Description: The authors in [2] pro-
posed a Modified Jerusalem Cross (MJC) reflective surface
that offers independent control of orthogonally-polarized sig-
nals. The MJC reflective surface was designed to operate at
10GHz. The structure of its unit cell is given in Fig. 2. The
unit cell consists of three overlapped dielectric (F4B) layers,
three identical metal MJCs printed on top of each dielectric
layer, and a full metal layer as the ground at the bottom.
A MJC is composed of two orthogonally-crossed metal bars.
The length of each bar (lx/ly) can be adjusted independently
to tune the reflective phase (φx/φy) for the corresponding
polarization. Implementation A works on adjusting the length
of the bar in x direction (lx) independently for tuning the
reflective phase in the x-polarization.

To conveniently design the length lx for any desired phase
φx, Zhu. et al. utilized a backpropagation neural network
(BPNN) to learn the mapping from the reflective phase φx

to the length lx. lx varies from 1.9mm to 4.4mm, while the
rest of the geometric parameters were fixed as given in Table
I. lx is marked in blue color in Fig. 2 and in Table I. The
detailed architecture of BPNN is listed in Table II. It can be
observed that the BPNN consists of an input layer which takes
the phase as input, a hidden layer of 20 neurons with activation
function as Tanh [43], and an output layer that outputs lx. The
BPNN uses the Mean Squared Error (MSE) of the predicted
and real lx as its loss function and Levenberg-Marquardt is set
as the backpropagation algorithm. 1000 samples were acquired
by sweeping the length at a constant step of 0.0025mm,
among which 700 and 150 samples were used for training
and validation, and 150 samples for test, respectively. The
minimum loss was 5.01× 10−6.

2) Re-implementation: For re-implementation, the pro-
posed method is used to generate high-quality data for training
the same BPNN. Variables of the proposed method are fixed as
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Fig. 2. Implementation A: Structure of Modified Jerusalem Cross-based unit
cell: (a) Top view; (b) Side view. [2]

TABLE II
IMPLEMENTATION A: ARCHITECTURE OF THE BACKPROPAGATION

NEURAL NETWORK (BPNN) [2]

No. Layer Neurons Function
1 Input layer 1 Input: phase φx

2 Hidden layer 20 Fully-connected layer
3 Transfer function - Tanh
4 Output layer 1 Output: length lx
5 Transfer function - Linear
- Loss function - Mean Squared Error
- Algorithm - Levenberg-Marquardt

listed in Table III. Here, the input vector X represents the phase
φx of size 1 and the output vector Y represents the length lx of
size 1. Maximum number of iteration for data acquisition T is
fixed at 700, which is also the number of training samples used
in [2]. Xstep is fixed at [0.0025mm], which is the smallest step
of lx considered in [2] and a common fabrication tolerance.
min loss is set as 5.01 × 10−6, which is also the test loss
reported in [2]. The only adjustable variable left is N0, which
is marked in blue color as shown in Table III. Number of
training samples used to reach minimum loss min loss of
5.01 × 10−6 (which was actually achieved by [2]), with and
without our method are considered for comparison.

The proposed method is performed four times for four
different values of N0s (50, 80, 100, 150). The model uses
the architecture introduced in [2], as shown in Table II. The
number of required training samples (Ns) and the final losses
for 150 validation and 150 test samples (Ls) corresponding
to 4 different N0s are listed in Table IV. The 150 validation
and 150 test samples are generated by arbitrarily setting lx
between 1.9mm and 4.4mm with a step size of 0.0025mm,
in the same manner as introduced in [2]. The results suggest
that N0 = 80 requires the lowest number of training samples
(N = 80 + 65 = 145, L = 4.81 × 10−6) to converge
beneath the min loss (marked in blue color in Table IV).
When N0 = 50, it fails to converge towards min loss because
50 initialized samples do not provide sufficient information.
When N0 rises up to 100 and 150, more training samples
(N = 100+61 = 161 and N = 150+52 = 202) are required
to reach the min loss. The increment of training samples is
mainly caused by increasing initialized samples because the
amounts of new samples are approximately the same when N0

is set as 80, 100, or 150. To sum up, N0 should be large enough
to offer adequate beginning data while still being as minimal

TABLE III
RE-IMPLEMENTATION A: VARIABLES OF THE PROPOSED METHOD

Variable X Y T Xstep min loss N0

Value [lx] [φx] 700 [0.0025mm] 5.01× 10−6 80

TABLE IV
RE-IMPLEMENTATION A: COMPARISON OF RESULTS WITHOUT [2] AND
WITH THE PROPOSED DATA ACQUISITION METHOD WITH VARIOUS N0

Without With the proposed method with N0 as:
[2] 50 80 100 150

N 700 Fail 80 + 65 100+61 150+52
Time 7h - 1.45h 1.61h 2.02h
L(10−6) 5.01 Fail 4.81 4.89 4.90
Note: N is the number of training samples, which is 700 in [2];

Time is the time consumed for full-wave simulation.
L is the final loss, which is 5.01× 10−6 in [2].

0.008 0.004 0.000 0.004 0.008
Errors = Predicted lengths - Real lengths

0

20
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N
um
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Fig. 3. Re-implementation A: Number of samples versus the errors between
predicted lengths and real lengths.

as feasible to prevent taking up needless simulation cycles.
N0 is set as 80 in Implementation A. The N0 = 80 samples
are initialized with lx being set from 1.9mm to 4.4mm at a
constant step.

3) Comparison of Training Results: Table IV compares
the results obtained without [2] and with using the proposed
method. Authors in [2] collected training samples by sweeping
lx at a constant step. 700 training samples were required in [2]
to achieve an average loss of 5.01× 10−6 and an error range
of ±0.008 for 150 validation and 150 test samples. For com-
parison, the proposed method is integrated with model training
to re-implement the work in [2]. The model is also tested for
150 validation and 150 test samples. At iteration t = 144,
145 training samples have been generated and are used to
train the model. The average loss for 150 validation and 150
test samples is 4.81 × 10−6 and the error range is ±0.008
as shown in Fig. 3. Note that only validation and test losses
are compared for two reasons: the same number of validation
(150) and test (150) samples are collected in the same manner
as in [2]; the number of training samples are different, which
will lead to unfair comparison of the training losses. Numerical
results suggest that only 20.71% number of training samples
are required to realize comparable model performance by
using the proposed method. By comparison, the proposed data
acquisition method saves 79.29% training samples to achieve
similar model performance, hence 79.29% simulation cycles
are saved in implementation A. Each simulation cycle takes
around 36 seconds, with a computer equipped with 96GB
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2

Fig. 4. Re-implementation A: Comparison of distributions of the data set in
[2] and the high-quality data set using the proposed method.

RAM and Intel® Xeon® Silver 4208 CPU @ 2.10GHz (2
processors). Therefore, 5.55 hours full-wave simulation time
is saved in implementation A by using the proposed method.

4) Analysis and Discussion: The distribution of the data set
in [2] and the high-quality data acquired by using the proposed
method are investigated to explore the underlying reason for
saving 79.29% training samples in Fig. 4. The data set used in
[2] was collected by sweeping at a uniform step of 0.0025mm,
hence following a uniform distribution. The high-quality data
set is collected adaptively to the output distribution governed
by the proposed data acquisition method. Phase φx decreases
drastically When length lx varies from 4.1mm to 4.4mm,
while it shows incremental decrease as length lx increases
from 1.9mm to 4.1mm. Therefore, intensive samples are
collected with lx being fixed between 4.1mm and 4.4mm,
and only a few samples are collected out of this range. This
adaptive strategy provides more valuable information with
a small number of samples. As a result, 79.29% training
samples are saved, hence 79.29% simulation cycles are saved
by using the proposed method.

B. Implementation B: RCS Reduction Metasurface

1) Implementation Description: The authors in [3] pro-
posed a multi-bit coding metasurface for radar cross section
(RCS) reduction. A x-bit metasurface consists of 2x groups of
unit cells. Different groups of unit cells have reflection phases
incrementally increasing from 0 at a uniform step of 2π

2x , while
unit cells within each group have identical reflection phases.
The topology of unit cells resembles the Crusader cross, as
shown in Fig. 5. The structure of a unit cell is determined by
three geometric parameters, p, b, and d. By adjusting p, b, and
d, its structure can be modified, and its reflection phase can be
changed accordingly. The unit cell’s overall size and thickness
were fixed as constant values, as shown in Table V.

To facilitate the multi-bit metasurface design process, the
authors constructed a surrogate model to predict the reflection
phase of any given unit cell. The input of the surrogate model
was set as [p, b, d] because the unit cell is determined by the
three geometric parameters. [p, b, d] was confined within a
3D parameter space defined by an upper bound [3.5, 0.3, 0.2]
and a lower bound [10, 1.6, 2.4], as seen in Table V. The
3D space was divided uniformly into 7 × 12 × 7, and 588
uniformly distributed inputs were defined. The 588 samples

h

(a) (b)

W

L

d

y

x

y=ex/p, x ∈ [0, b]
MJC

Dielectric: Arlon AD250

Ground

(ɛr = 2.5, tanδ = 0.0018)

Fig. 5. Implementation B: Structure of Crusader cross-based unit cell: (a)
Top view; (b) Side view. [3]

TABLE V
IMPLEMENTATION B: GEOMETRIC PARAMETERS OF THE CRUSADER

CROSS-BASED UNIT CELL [3]

Parameter Value Parameter Value
p (mm) [3.5, 10] W (mm) 6
b (mm) [0.3, 1.6] L (mm) 6
d (mm) [0.2, 2.4] h (mm) 1.5

TABLE VI
RE-IMPLEMENTATION B: VARIABLES OF THE PROPOSED METHOD

Variable Value Variable Value
X [p, b, d] T 500
Y [Reflection phase] min loss 0.86 ◦

Xstep [0.5, 0.06, 0.18] N0 175

were simulated via full-wave simulation supported by CST.
Each output was the reflection phase corresponding to each
[p, b, d] within a frequency range from 10GHz to 35GHz.
Among the 588 samples, 85% (500) were used for training,
and 15% (88) testing. The surrogate model was developed
using kriging interpolation [44]. The loss function was the
MSE between the predicted and simulated reflection phases.
The average loss for the test samples was 0.86 ◦ with a
standard deviation of 1.7 ◦.

2) Re-implementation: To re-implement the work in [3],
the proposed method is used to generate training samples, and
generated training samples are utilized to develop a surrogate
model using kriging interpolation. In this re-implementation,
the variables for the proposed method are set as shown in Table
VI. Here, the input vector X consists of normalized values
of p, b, and d, and the output vector Y refers to reflection
phases from 10GHz to 35GHz. The maximum iteration of
data acquisition T is fixed at 500, which is the same as the
number of training samples used in [3]. Xstep is set as [0.5,
0.06, 0.18], which is inversely proportional to the grid density
(7× 12× 7) of the geometric parameter space defined in [3].
min loss is set as 0.86 ◦, which is also the reported test loss in
[3]. N0 = 175 samples are initialized. The 175 input vectors
distribute on a uniform grid of 5× 7× 5. Their corresponding
reflection phases from 10GHz to 35GHz are collected as
output labels through full-wave simulation using CST.

Starting from the 175 initialized samples, new training
samples are generated iteratively using the proposed method.
At each iteration t, there are Nt = t + 1 existing training
samples, including 175 initialized samples and Nt − 175
new training samples. All the Nt existing samples are used
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TABLE VII
RE-IMPLEMENTATION B: COMPARISON OF RESULTS WITHOUT [3] AND

WITH THE PROPOSED DATA ACQUISITION METHOD

Without the proposed method With the proposed method
N 500 175 + 122

Time 3.89h 2.31h
L 0.86◦ 0.82◦

Note: N is the number of training samples, which is 500 in [3];
L is the test loss, which is 0.86◦ in [3].

as training data to develop a surrogate model using kriging
interpolation at iteration t. After training, the surrogate model
is used to predict reflection phases of 88 test samples. The 88
test samples distribute randomly on a uniform grid of 7×12×7
of the geometric parameter space, which is similar to the 88
test samples used in [3]. The mean square error L for the 88
test samples is compared with min loss. The data acquisition
process completes when L is less than or equal to min loss.
For re-implementation B, the data acquisition process finishes
at iteration t = 296, and 297 data samples are collected for
training.

3) Comparison of Training Results: The results of imple-
mentation B with or without using the proposed method are
compared in Table VII. Without the proposed method, 588
data samples were acquired on a uniform grid of 7 × 12 × 7
of the geometric parameter space. The 588 data samples
were arbitrarily separated into a training data set of 500 data
samples and a test data set of 88 data samples. The surrogate
model was trained using the training data set through kriging
interpolation. Afterward, the well-trained model was tested on
the test data set, and the mean square error on the test data
set was 0.86 ◦. With the proposed method, 175 + 122 = 297
training samples are acquired and utilized to develop the
surrogate model using kriging interpolation. A test data set of
88 data samples is formed by arbitrarily choosing 88 points
on the uniform grid of 7× 12× 7 of the geometric parameter
space. The well-trained surrogate model is tested on the test
data set, and the MSE for test data is 0.82 ◦. Without the
proposed method [3], 500 training samples were required to
reach a test loss of 0.86 ◦. With the proposed method, only 297
training samples are required to reach a test loss of 0.82 ◦. By
comparison, using the proposed method reduces the number of
required training samples by 40.6% ( 500−297

500 ), hence 40.6%
full-wave simulation cycles are saved. It spends 28 seconds for
each simulation cycle supported by a computer equipped with
96GB RAM and Intel® Xeon® Silver 4208 CPU @ 2.10GHz
(2 processors). Therefore, 1.58 hours full-wave simulation
time is saved in re-implementation B by using the proposed
method.

4) Analysis and Discussion: Fig. 6 illustrates how the gen-
erated training samples distribute in the geometric parameter
space to illustrate the underlying reason why the number of
training data samples is reduced by 40.6%. The distributions
over p, b, and d are shown in Fig. 6(a), (b), and (c), respec-
tively. In each sub-figure, blue rectangular bars represent the
number of training samples generated by using the proposed
method, gray rectangular bars represent the number of training
samples used in [3], and each orange dot represents the average

3

Fig. 6. Implementation B: Comparison of distributions of the data set in [3]
and the high-quality data set using the proposed method, while (a) p, (b) b, or
(c) d varies. (Each orange dot indicates one data sample’s average reflection
phase from 10GHz to 35GHz.)

reflection phase from 10GHz to 35GHz of one data sample.
The data distribution over p and d is shown in Fig. 6(a) and

(c). As p increases from 3.5mm to 10mm and d increases
from 0.2mm to 2.4mm, the variance of average reflection
phases decreases incrementally, hence adding samples with p
and d being fixed at smaller values can improve the model per-
formance. Therefore, the proposed method tends to generate
slightly more training samples as p and d decrease.

The data distribution over b is shown in Fig. 6(b). The mean
and variance of average reflection phases keep unchanged as b
increases from 0.3mm to 0.9mm. As b increases from 0.9mm
to 1.6mm, the mean decreases drastically from −100 ◦ to
−200 ◦, and the variance increases from ±30 ◦ to ±80 ◦.
Therefore, only a small number of training samples are gen-
erated uniformly by the proposed method as b ∈ [0.3, 0.9],
and a significantly increasing number of training samples are
generated as b increases from 0.9mm to 1.6mm.

In a word, the proposed method tends to add more training
samples where the average reflection phases have higher
variance or unstable mean. The reason is that the higher
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variance and unstable mean correspond to the more complex
learning area. Adding training samples within this area can
significantly improve the model performance. On the other
hand, reducing training samples outside this area can save
simulation cycles yet does not harm the model performance.
It can be observed from Fig. 6 that, the proposed method
adjusts the number of training samples adaptively according
to the variance and mean of average reflection phases, hence
only 297 training samples are required to realize a test loss
of 0.82 ◦. By contrast, the training samples were generated
uniformly within the whole parameter space in [3], hence 500
training samples are required to realize a test loss of 0.86 ◦.
The number of training samples is reduced by 40.6%, and
40.6% simulation cycles and 1.58 hours simulation time are
saved by using the proposed method.

C. Implementation C: Array Radiation Synthesis

1) Implementation Description: Kim et al. in [4] utilized
a deep neural network (DNN) to determine the phases of a
1 × 4 antenna array for various array radiation patterns. The
operating frequency of the antenna array is at 2.4GHz. The
antenna array consists of four coaxial-fed patch antennas, as
shown in Fig. 7. The amplitudes for four elements were fixed
at 1, and the phase for element 1 was set as 0 ◦. When the
elements 2, 3, and 4 are fed with signals of different phases
(α2, α3, and α4), the combined array radiation pattern varies
accordingly. In conventional scenarios, experienced engineers
are required to decide the phases (α2, α3, and α4) for a
desired array radiation pattern. In [4], a DNN was trained
to automatically determine the phases for desired radiation
patterns without interference from human engineers.

The architecture of DNN used in [4] is given in Table
VIII. There is an input layer, three hidden layers, and an
output layer. The input layer and hidden layers have ReLU
as activation functions, and the output layer uses the Linear
activation function. Three hidden layers have neurons of 150,
100, and 80. Each input data for the input layer is of size 181
that represents a normalized radiation pattern with φ = 0 ◦ and
θ ranging from 0 ◦ to 180 ◦ in units of 1 ◦, which is referred to
as [R{φ(0◦), θ[0◦, 180◦]}]. Each output data for the output
layer is of size 6 that represents real and imaginary parts of
complex excitation for elements 2, 3, and 4, which is referred
to as [cosαi, sinαi], i = 2, 3, 4. MSE is taken as the loss
function for the DNN.

The authors in [4] generated 6859 samples for training. The
amplitudes for four elements were fixed at 1, and the phase
for element 1 was set as 0 ◦. The phases for element 2, 3, and
4 increased from 0 ◦ to 360 ◦ at a step of 20 ◦. The number of
states for each element is 19 and the total amount of excitation
combinations is 6859. The corresponding radiation patterns for
all 6859 excitation combinations were acquired using CST.
Similarly, 64 samples were generated as the validation data
set. For validation, the phases for element 2, 3, and 4 increased
from 10 ◦ to 130 ◦ at a step of 40 ◦.

The DNN was trained for 500 epochs using the 6859
training samples and the batch size was 100. After training,
the model was validated on the 64 validation samples. The

(a)

(b)

205

100

28

28 7 369

Ground

Element 1 Element 2 Element 3 Element 4

Dielectric   

(εr = 2.9)

Feeding point

y

x

z

x
θ 

Fig. 7. Implementation C: Array antenna structure: (a) Top view; (b) Side
view. [4]

TABLE VIII
IMPLEMENTATION C: ARCHITECTURE OF THE DNN [4]

No. Layer Neurons Function
1 Input layer 181 Input: [radiation]
2 Activation function - ReLU
3 Hidden layer 150 Fully-connected layer
4 Activation function - ReLU
5 Hidden layer 100 Fully-connected layer
6 Activation function - ReLU
7 Hidden layer 80 Fully-connected layer
8 Activation function - ReLU
9 Output layer 6 Output: [excitation]
10 Activation function - Linear
- Loss function - Mean Squared Error

TABLE IX
IMPLEMENTATION C: VARIABLES OF THE PROPOSED METHOD

Variable Value Variable Value
X [α2, α3, α4] T 6859

[cosαi, sinαi], i : 2, 3, 4
Y [R{φ(0◦), θ[0◦, 180◦]}] min loss 2.6× 10−4

Xstep [10 ◦, 10 ◦, 10 ◦] N0 2197

final training loss is 2.2 × 10−4 and the MSE for validation
data is 2.6× 10−4.

2) Re-implementation: To re-implement the work in [4],
the variables for the proposed method are determined as
given in Table IX. X is set as phases ([α2, α3, α4]) of
elements 2, 3, 4 during data acquisition and is converted to
the real and imaginary format ([cosαi, sinαi], i = 2, 3, 4) for
model training. Y is set as normalized radiation patterns with
φ = 0◦ and θ ranging from 0◦ to 180◦ in units of 1◦. The
minimum step of phases Xstep is fixed at [10 ◦, 10 ◦, 10 ◦]. The
minimum loss min loss is set as 2.6×10−4, which equals the
reported validation loss in [4]. The maximum data acquisition
iteration is set as the number of training samples used in [4].
The amount of initialized samples N0 is set as 2197 after
comparing results corresponding to different N0s.

3) Comparison of Training Results: The results of re-
implementation using the proposed method are compared with
results claimed in [4] in Table X. The authors in [4] col-
lected 6859 training data samples by incrementally increasing
elements’ phases (α2, α3, and α4) from 0 ◦ to 360 ◦ at a
constant step of 20 ◦. Similarly, 64 test data samples were
collected by incrementally increasing elements’ phases (α2,
α3, and α4) from 0 ◦ to 360 ◦ at a constant step of 20 ◦.
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TABLE X
RE-IMPLEMENTATION C: COMPARISON OF RESULTS WITHOUT [4] AND

WITH THE PROPOSED DATA ACQUISITION METHOD

Without the proposed method With the proposed method
N 6859 2197 + 1923

Time 17.14h 10.30h
L 2.6× 10−4 2.6× 10−4

Note: N is the number of training samples, which is 6859 in [4];
L is the test loss, which is 2.6× 10−4 in [4].

The DNN was trained using the 6859 training samples and
was tested on the 64 test samples. The mean square error
over the 64 test samples was 2.6 × 10−4. For comparison,
the proposed method is integrated with model training to re-
implement the work in [4]. At iteration 4119, 4120 training
samples are generated, and the DNN is trained using the 4120
training samples and is tested on the same 64 test samples.
The mean square error equals the test loss reported in [4].
By comparison, the number of required training samples is
reduced by 39.93% by using the proposed method, hence
39.93% simulation cycles are saved in implementation C. On
average, it takes around 9 seconds for each simulation cycle
supported by a computer equipped with 96GB RAM and
Intel® Xeon® Silver 4208 CPU @ 2.10GHz (2 processors).
Therefore, the proposed method saves 6.84 hours full-wave
simulation time in implementation C.

4) Analysis and Discussion: To get an insight into the
reason why 39.93% training data are saved, the distribution of
the high-quality training data set acquired using the proposed
method is compared with that of the training data set used in
[4]. Fig. 8(a), (b), and (c) exhibits the distribution over α2,
α3, and α4, respectively. Here, the high-quality data set is
represented as blue rectangular bars, while the training data
samples used in [4] are represented as gray rectangular bars.
As it is difficult to plot the whole radiation pattern of each
data sample, only the peak gain and average gain of the
radiation pattern of each data sample are plotted. Each orange
dot represents the peak gain of one data sample, while each
red diamond-shaped symbol represents the average gain of one
data sample.

As can be observed in Fig. 8, the peak gain and average
gain fluctuate within a certain range as phases of elements
(α2, α3, and α4) change. The peak gain and average gain
are just two compressed features of the radiation pattern.
The changing tendency of radiation patterns is way more
complex than that it can be plotted and observed from Fig. 8.
Heavier fluctuations can be expected for the changing tendency
of the whole radiation patterns. Therefore, it is difficult to
specifically clarify the distribution of the generated data set
using the proposed method. An overall observation is that
the generated data set using the proposed method distribute
adaptively and the number of generated training data samples
varies concerning different phases of elements. By contrast, the
data set used in [4] distribute uniformly on a constant grid.
The benefit and effectiveness of this adaptive sampling strategy
are validated through numerical and comparative results. The
number of training data samples required for the same model
accuracy is significantly reduced by 39.93% by using the

Fig. 8. Implementation C: Comparison of distributions of the data set in [4]
and the high-quality data set using the proposed method, while (a) α2, (b)
α3, or (c) α4 varies. (Each orange dot indicates one data sample’s peak gain;
each red diamond indicates one data sample’s average gain.)

proposed method.
ML-based radiation synthesis can be applied to a larger

array with more than four elements, as long as powerful
computation resources are available for simulating such large
arrays, manipulating massive data, and training complicated
models. The proposed method can also be used for this large
array case, and the reduced amount will be proportional to the
number of required training data acquired conventionally.

D. Implementation D: Enlarged Array Radiation Synthesis

The proposed method is validated in a three-dimensional
parameter space in implementation C. To validate its perfor-
mance in a higher-dimensional parameter space, we enlarge
the four-element linear array in implementation C into an
eight-element linear array, which is referred to as implementa-
tion D. Except for the number of elements, the array structure
is the same. For the enlarged array, we use a new forward
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TABLE XI
IMPLEMENTATION D: ARCHITECTURE OF THE DNN

No. Layer Neurons Function
1 Input layer 14 Input: [excitation]
2 Activation function - ReLU
3 Hidden layer 300 Fully-connected layer
4 Activation function - ReLU
5 Hidden layer 200 Fully-connected layer
6 Activation function - ReLU
7 Hidden layer 100 Fully-connected layer
8 Activation function - ReLU
9 Output layer 181 Output: [radiation]
10 Activation function - Linear
- Loss function - Mean Squared Error

DNN for training, as shown in Table XI. Here, phases of its
excitation are set as input, and radiation patterns are set as
output.

The DNN is first trained without using the proposed method.
78125 samples are collected for training by sweeping the
phases of 7 elements. The amplitudes of eight elements are
set as 1, and the phase of element 1 is set as 0 ◦. The phases
of the rest 7 elements 2-8 vary from 0 ◦ to 180 ◦ at a constant
step of 45 ◦. The corresponding 78125 radiation patterns are
generated using CST. 128 samples are collected similarly as
the validation data set, where the phases of 7 elements vary
between 30 ◦ and 150 ◦. The MSE for validation data is around
0.73.

The proposed method is then used to re-implement imple-
mentation D for comparison. All the settings are similar to
implementation C, and the variables are listed in Table XII.
16384 samples are initialized by sweeping the phases of 7
elements from 0 ◦ to 180 ◦ at a constant step of 60 ◦. The
generation of high-quality data stops in iteration t = 46499,
and 46500 samples are generated in total. The test loss of the
DNN for the 128 validation samples reaches min loss = 0.73
after being trained using the 46500 data acquired using the
proposed method.

The results without and with using the proposed method
are compared and listed in Table XIII. As can be observed,
the number of required training data is reduced by 40.48%
with using the proposed method, hence 40.48% simulation
cycles are saved. The time needed for each simulation cycle
is around 13 seconds. Thus, 114.2 hours simulation time is
saved in implementation D with using the proposed method.

It proves that the proposed method is still effective as the di-
mension of parameter space increases from three to seven. Due
to the limitations of computation resources, we cannot keep
increasing the dimension and validating the proposed method
in higher-dimensional spaces. If more powerful computation
resources are available, it is meaningful to further investigate
the effectiveness in higher-dimensional spaces, because it gets
more complicated and may involve new challenges.

IV. DISCUSSION

The proposed solution addresses a common challenge in the
ML-based design of electromagnetic structures. The issue is
that ML often requires a vast amount of simulations to gather
data, which is both time-consuming and computationally ex-
pensive. Our approach reduces the number of simulations by

TABLE XII
IMPLEMENTATION D: VARIABLES OF THE PROPOSED METHOD

Variable Value Variable Value
X [α2, α3, α4, α5, α6, α7, α8] T 78125

[cosαi, sinαi], i : 2, 3, 4, 5, 6, 7, 8
Y [R{φ(0◦), θ[0◦, 180◦]}] min loss 0.73
Xstep [10 ◦,10 ◦,10 ◦,10 ◦,10 ◦,10 ◦,10 ◦] N0 16384

TABLE XIII
RE-IMPLEMENTATION D: COMPARISON OF RESULTS WITHOUT AND

WITH THE PROPOSED DATA ACQUISITION METHOD

Without the proposed method With the proposed method
N 78125 16384 + 30116

Time 282.12h 167.92h
L 0.73 0.73

Note: N is the number of training samples;
L is the test loss.

evaluating the quality of data before simulation and prioritizing
computation resources for high-quality data.

Designers can use the method to understand the sensitivity
of the geometric parameters of electromagnetic structures. By
analyzing the distribution of acquired high-quality data, as
seen in Fig. 4, 6, and 8, designers can identify the most
critical parameters and their respective ranges, helping them
understand the motivation behind the geometry and how to
adjust it to modify the electromagnetic response.

The effectiveness of the proposed method has been validated
in low-dimensional implementations, and it remains effective
as the dimension increases from three to seven. It is difficult
to keep increasing the dimension and validate it in higher-
dimensional spaces, due to the limitations of computation
resources. Further investigation on higher-dimensional im-
plementations is meaningful, as it gets more complicated
and may involve new challenges. In future work, we will
attempt to apply the proposed method in higher-dimensional
implementations.

V. CONCLUSION

An intelligent high-quality data acquisition method for ML-
related EM applications is proposed in this paper. Starting
from a small uniformly initialized data set, the proposed
method can intelligently generate high-quality data samples
based on the analysis of existing data samples. Compared
with conventional EM-ML works that acquired training data
by blindly sweeping the whole geometric parameter space on
a constant and uniform grid, the proposed method adaptively
adjusts the sampling density in different geometric parameter
areas. The proposed method produces a data set that max-
imizes informativeness with the least number of simulation
cycles. To validate its performance, the proposed method is
utilized to re-implement four implementations. The compar-
ative results without and with the proposed method show
that the proposed method significantly reduces the number of
training data required for the same model accuracy. Around
40% training data are saved by using the proposed method,
hence a huge number of full-wave simulation cycles and time
are saved, and computing resources are significantly released.
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