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Abstract

Constructing an accurate map of an indoor environment is an active area of research within
robotics. Camera- and laser-based technologies are commonly used to generate a spatial map of
an environment. These maps are used to enable robots to move within an environment. How-
ever, these modalities have limitations as these technologies cannot detect transparent surfaces
typically found in an office environment. Moreover, camera- and laser-based technologies suffer
from a limited field of view, limiting the ability to generate a spatial map. These limitations can
be addressed by utilizing sound. This inspiration comes from animals that utilize echolocation
to make “sense” of their environment, i.e., get spatial information about the environment using
sound. Animals such as bats, rats, and dolphins are among the few that have mastered the art of
echolocation with accurate precision. The main research question that we attempt to answer in
this thesis is that if animals in nature can use echolocation for navigation, can we enable robots
to utilize echolocation to navigate an environment?

The central theme of this thesis is to propose the utilization of the concept of echolocation
and combine it with advanced audio processing techniques that can complement existing robot
perception technologies to estimate acoustic echoes. To this end, we propose a model-based
approach to detecting and estimating acoustic echoes, i.e., we utilize a sound propagation model
to formulate the problem of estimating a parameter of interest (POI), e.g., time of arrival (TOA)
of acoustic echoes. Therefore, two methods to resolve the acoustic echo estimation problem
are presented in this work: a non-linear least squares (NLS) estimator and an Expectation-
Maximisation (EM) approach. Both methods estimate TOA/DOA directly from the observed
signals. In this thesis, we first propose a single-channel TOA estimation technique using the
NLS and EM methods. Later, these methods are extended into the multi-channel approach to
estimate the direction of arrival (DOA) information of an acoustic reflector by estimating the
time difference of arrival (TDOA) of acoustic echoes. Here, spatial filtering techniques, e.g.,
beamforming techniques, are utilized to localize the position of an acoustic reflector. Delay
and sum beamformer (DSB), minimum variance distortionless response (MVDR) beamformer,
and linear constraint minimum variance (LCMV) beamformer are used to estimate the DOAs of
acoustic echoes. A proof of concept (POC) robotic platform was built to test the performance
of the proposed methods. The estimators and beamforming techniques were implemented to
acquire actual data and later used to localize acoustic landmarks for spatial map construction.
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Finally, the detection problem was extended, and a new approach was proposed, where we
utilize the ego-noise of a robotic platform to detect the presence of an acoustic landmark. This
work paves the way for a novel sound-based collision avoidance system that gives 360o of
spatial awareness which could be utilized in robots and drones.

This thesis will begin by reviewing the overall architecture of the robotic platform and later
narrow down the discussion to robotic perception. The problems associated with estimating
acoustic reflectors, e.g., walls, using a traditional approach, e.g., cameras and lidar, are also
discussed. Discussion related to utilizing echolocation for acoustic spatial map construction
is also an important highlight of this thesis. Based on the discussion in Section 1, a research
question is formulated and later the aims and objectives of this thesis are discussed. In Section
2, the acoustic echo model is presented based on which we derive the nonlinear least squares
(NLS) and expectation-maximization (EM). Discussion related to estimating distance, direc-
tions of acoustic echoes, and representing this information to construct an acoustic map of an
environment is found in Section 2 and Section 3. The contribution is found in Section 4 while
the conclusion and future work are discussed in Section 5



Resumé

Dektektion og estimering af akustiske reflektorer såsom vægge og andre forhindringer i et fy-
sisk miljø er et populært emne inden for robotik til eksempelvis robotnavigering. Traditionelt
anvendes kamera- og laser-baseret teknologi til at detektere tilstedeværelsen af landemærker til
generering af spatiale kort, der kan hjælpe robotterne med at navigere inden for et tredimen-
sionelt rum. Disse teknologier har dog begrænsninger idet de f.eks. ikke kan detektere trans-
parente overflader, der er typisk findes i eksempelvis kontormiljøer. Desuden lider kamera-
og laser-baserede teknologier typisk af et begrænset synsfelt, hvilket også begrænser deres an-
vendelse i generering af spatiale kort. Begrænsningerne kan derimod adresseres ved brug af
lyd. Dette er biologisk inspireret idet dyr anvender ekkolokalisering til at forstå det omkring-
liggende miljø ved at få spatial information omkring miljøet ved hjælp af lyd. Flagermus, rotter,
og delfiner er nogle af de få dyrearter der har mestret ekkolokalisering med høj nøjagtighed. Det
primære forskningspørgsmål som forsøges besvaret i denne afhandling er derfor: ”hvis dyr i na-
turen kan anvende echolocation til navigering, kan dette så overføres til robotter til navigering i
et fysisk miljø?”

Det centrale tema i denne afhandlingen er derfor at foreslå brugen af ekkolokation og
avanceret audioprocesseringsteknikker til estimering af akustiske ekkoer, hvilket kan kompli-
mentære eksisterende robotperceptionsteknologier. Til dette formål foreslår vi en modelbaseret
tilgang til detektering og estimering af akustiske ekkoer, dvs. vi anvender en model for ly-
dudbredelse til at formulere estimeringsproblemer for de relevante parametre såsom ekkoers
ankomsttid (TOA). To fremgangsmåder til estimering af akustiske ekkoer præsenteres derefter:
en non-lineær least squares (NLS) estimator der estimere TOA’er direkte fra observerede sig-
naler i frekvensdomænet og en expectation-maximization (EM) metode der estimerer TOA’er
direkte fra observationerne i tidsdomænet. Først foreslåes en enkeltkanals TOA estimering-
steknikker, der anvender NLS og EM metoderne. Senere udvides disse metoder til flerkanals
scenarier, hvilket muliggør estimering af ankomstretningen (DOA) af en akustisk reflektor ved
at estimatere tidforskellen mellem ankomster (TDOA) af de akustiske ekkoer. Her anvendes
spatiale filtreringsteknikker (beamforming) til at lokalisere positionen af en akustisk reflektor.
Forsink-og-summér beamforming (DSB), minimumarians og forvrængningsfri beamforming
(MVDR), og minimum varians med lineære betingelser beamforming (LCMV) anvendes alle
til estimering af TOA’er og DOA’er af de akustiske ekkoer. Til test af ydeevnen af de fores-
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viii Resumé

låede metoder, blev der bygget og anvendt en prototype robotplatform (POC). Estimatorene og
beamformingsteknikkerne blev implementeret til opsamling af reel data, som senere blev an-
vendt til lokalisering af akustiske landemærker til konstruktion af spatiale kort. Endeligt blev
detektionsproblemet udvidet og en ny metode foreslået, hvor egenstøjen fra en robotplatform
blev anvendt til at detektere tilstedeværelsen af et akustisk landemærke. Dette arbejde vil po-
tentielt give 360 graders spatial årvågenhed og bane vejen for nye lyd-baserede systemer til
kollisionsforhindring, der kan anvendes i robotter og droner.

Dette speciale vil begynde med at gennemgå robotplatformens overordnede arkitektur og
senere indsnævre diskussionen til robotperception. Problemerne forbundet med at estimere
akustiske reflektorer, f.eks. vægge, ved brug af en traditionel tilgang, f.eks. kameraer og lidar,
diskuteres også. Diskussion relateret til udnyttelse af ekkolokalisering til akustisk rumlig ko-
rtkonstruktion er også et vigtigt højdepunkt i denne afhandling. På baggrund af diskussionen i
afsnit 1 formuleres et forskningsspørgsmål og senere diskuteres formålet med dette speciale. I
afsnit 2 præsenteres den akustiske ekkomodel ud fra hvilken vi udleder de ikke-lineære mind-
ste kvadraters (NLS) og forventningsmaksimering (EM). Diskussion relateret til estimering af
afstand, retninger af akustiske ekkoer og repræsentation af denne information til at konstruere
et akustisk kort over et miljø findes i afsnit 2 og afsnit 3. Bidraget findes i afsnit 4, mens
konklusionen og det fremtidige arbejde diskuteres i afsnit 5.
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Introduction

"Any sufficiently advanced technology is indistinguishable from magic"
- Arthur C. Clarke -

1 Background
To many of us, the term robots ignites excitement as it is an attempt by scientists and engineers
to replicate human senses and movement. Robots have captured our imagination for centuries.
The idea of having mechanical entities to help us ease our mundane lives has encouraged us to
invest our monetary and intellectual resources to foster research and development on robotics.
Initially, robots were used in academia and certain industries but their performance was slow
and were often unreliable. With the advent of modern technology, we saw a rise in processing
power, as well as smaller and cheaper electronics, that has enabled research and development
of robotic systems [1]. Over time, robotics has spun into several sub-domains such as robot
perception, robot navigation, and human-robot interaction (HRI) [2]. Nowadays, robots can
detect and avoid obstacles, distinguish between a human and an object, understand semantic
information from video and audio, navigate indoor/outdoor terrain, handle dangerous chemicals,
manufacture cars as well as planes and explore extra-terrestrial environments autonomously.
Additionally, teaching robots to learn human cultures [3] and social cues [4] is also a major area
of research.

One of the most exciting areas of research within robotics is robot perception. This sub-
domain enables robots to sense the physical world which can aid robotic platforms to navigate
an environment and possibly construct a spatial map of an environment. For example, indoor
cleaning robots from iRobot and Dyson consist of cameras that enable a robot to localize its
position in an environment [5]. Therefore, having a map of an environment is useful for robots
as it can aid a robot to navigate an environment more efficiently. Great emphasis is given to
replicating the senses of seeing and hearing. Thus, computer vision and robot audition tech-
niques have dominated the robotic space in recent years. This is partly due to advancements
in sensor technologies and processing power. However, as we shall see in this thesis, vision-
based technologies, e.g., cameras and lasers, have limitations. For instance, a robot equipped
with a camera-based system cannot detect obstacles and physical surfaces that are not in direct
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line-of-sight or are transparent. Furthermore, these systems are affected by changing light con-
ditions and tend to be very expensive if wider coverage areas are required. Therefore, on their
own vision-based technologies are not suitable in some environments for spatial map genera-
tion. Hence, other sensor modalities, such as the use of microphones, could improve the overall
accuracy of environmental representation. This aspect of sensing the environment using other
sensor modalities.

In this thesis, we will review various technologies that enable robots to explore their envi-
ronment. More specifically, we will investigate different ways to utilize audio processing tech-
niques that could be used by robots to estimate the geometry of an environment and generate
a spatial map of an environment using the concept of echolocation. By investigating different
technologies, this thesis would like to promote a novel and exciting area of research, active
sound localization, which has received less attention within the scientific domain. Hence, in
the following sections, we shall see how audio signal processing techniques could be combined
with robot perception to overcome the limitations of current technologies, e.g., cameras and
lasers. We will begin by investigating different technologies that are inspired by animals in
nature before analyzing the robot’s architecture with the aim to understand how a robot could
incorporate audio signal processing to solve a particular problem, i.e., applying audio process-
ing algorithms to enable a robot to construct a map of an indoor environment. Later, we will
investigate different spatial filtering techniques, e.g., beamforming, to estimate the direction of
a sound.

1.1 Bio-mimicry in robotics
The ultimate goal of robotics is to develop mechanical entities that look, react and think like
humans [6]. To realize this dream, research in animals’ senses is carried out to replicate the
sensory organs. Researchers have been inspired by the five senses (sight, sound, touch, taste,
and smell) for many years, as is evident from a large amount of scientific literature on the
subject [6]. By studying how animals use their senses, researchers can come up with new
techniques that can be applied to robotics. Some work on computer vision, and sound-source
localization techniques are well investigated by studying animal vision and hearing but the
remaining senses (touching, tasting, and smelling) are still an active area of research and beyond
the scope of this thesis [6]. Interested readers are advised to read [7–15].

Research in understanding human sight has enabled researchers to develop algorithms that
allow a computer system with a camera attached to detect, recognize and track the movement
of obstacles or people. Computer vision is the study of enabling a computer system to under-
stand and interpret visual information from images and videos. It started gaining traction in the
1950s [16]. Initially, it was not widely adopted by industry and academia because of the low
processing power of the computer systems available at the time. As time went on, however,
computer vision-based algorithms became popular as there was an exponential improvement in
processing power and wider availability of cheaper electronics [1]. Computer vision algorithms
have found refuge in many practical applications, e.g., object detection [17–19], and scene se-
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mantic recognition (SSR) [20], among others.
Techniques to locate the presence of sound sources within an environment were inspired

by animal auditory systems. The field of robot audition focuses on using signal processing
techniques to help robots understand and respond to sound in order to improve human-robot
interactions. This subdomain of robotics involves developing algorithms that allow robots to
locate and classify the source of a sound. [6]. For example, taking inspiration from nature,
researchers in [21] mimics the auditory system of a parasitoid fly. This will be discussed in
detail in Section 1.3. Bio-mimicry can also be seen in the use of active sound localization,
which is based on the way that some animals use sound to explore their environment and gather
spatial information. For example, some animals use echolocation to determine the distance to
nearby objects by emitting sounds and listening to the echoes. This process is an example of
bio-mimicry that has been applied in robotics to help robots navigate their surroundings [22–24]
and is predominantly used by animals. e.g., bats, to aid in navigating in complete darkness [25].
Medical studies also suggest that humans could also train themselves to use echolocation to
navigate and detect obstacles [26]. Echolocation-based systems, which are inspired by the
way some animals use sound to navigate and gather information about their surroundings, have
several advantages over vision-based systems. For example, they can detect glass surfaces and
can be used in low-light or no-light conditions. The development of Sound Navigation and
Ranging (SONAR) [27, 28], which uses sound waves to detect objects and measure distances, is
also an example of bio-mimicry. SONAR is commonly used in naval vessels to locate schools
of fish and to monitor the ocean floor, as well as to find sunken ships.

Based on the above discussion, using robots to acquire spatial information from the envi-
ronment is an interesting and challenging area of research. In literature, this is known as active
sound localization. In this thesis, we take inspiration from animals, e.g., bats, to aid a robot to
navigate its environment in complete darkness while generating a map of the environment. To
do so would require an in-depth analysis of the robot’s architecture. In the following subsec-
tions, we shall examine the technological achievements by reviewing the building blocks that
make up a robotic system. More specifically, we will investigate individual blocks within the
robot’s architecture to better understand the processes involved in enabling a robot to perceive
its environment.

1.2 Robot Architecture
When designing robots, four main blocks are considered to enable a robot to perceive, process,
and react to an environment. The four blocks are shown in Fig. 1: Sensor block, perception
block, mapping block, and path planning and control block [29, 30]. These individual blocks
are crucial in the development of a robotic system that can perform a task without human super-
vision. These include: moving within an environment autonomously or with a fixed trajectory,
interacting with a human speaker or objects in a 3D space, avoiding colliding with obstacles,
and executing complex tasks such as picking up an object. These blocks are discussed in de-
tail in the following subsections which will help in identifying the limitations of the current
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Fig. 1: Overview of robot architecture

technologies and define the objectives as well as the structure of this dissertation.

Sensor Block

The first block in a robotic architecture is called the Sensor block which enables a robotic plat-
form to acquire raw data from the physical environment. Traditionally, two types of sensors
are used on robotic platforms: Proprioceptive and exteroceptive sensors [31]. Proprioceptive
sensors measure the internal state of the systems while exteroceptive sensors measure the pa-
rameters external to the robotic systems. Proprioceptive sensors include the accelerometer, gy-
roscope, potentiometer, motor encoders, Inertial Measurement Unit (IMU), and so on, whereas
exteroceptive sensors include a camera, ultrasonic sensors, range sensors, pressure sensors, and
so on.

Proprioceptive sensors are used to estimate the position of a robotic system by constantly
monitoring the internal state of the robot. This is also called odometry or dead reckoning,
whereas exteroceptive sensors use external parameters to correlate the position of a robotic
platform [32]. However, proprioceptive sensors are sensitive to sensor drift, which results in
errors. These errors multiply over time, which makes these types of sensors unsuitable for po-
sition estimation. Exteroceptive sensors, on the other hand, rely on external parameters to help
a robotic platform localize its position in 3D space. Exteroceptive sensors are generally used
to replace odometry data. The use of these external sensors to monitor the environment, i.e., to
detect landmarks, could aid a robot in simultaneously locating the position of the platform and
generating a spatial map of the environment. These sensors are commonly used in a framework
called Simultaneous Localization and Mapping (SLAM) discussed in Section 1.2. The most
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famous exteroceptive sensors used for the SLAM framework are cameras and lasers, that aid
a robotic platform to construct a spatial map of an environment. However, camera and laser-
based technologies have their own limitations, as discussed later. The raw data obtained by
these sensors are then processed by the perception block discussed next.

Perception block

In this block, the raw data obtained from the sensor block is processed in order to apply al-
gorithms that enable a robot to comprehend, perceive, make decisions, and operate in a real-
world setting. Some examples of robot perception are object detection [33], object recogni-
tion [34, 35], semantic environment classification [36, 37], activity detection [38], highway/road
detection [38], voice and gesture detection [39], 3D environment representation [40], vehicle de-
tection [41], pedestrian detection [42, 43], terrain classification [44] and environmental change
detection [45].

Data can be obtained either from a single sensor or by using a fusion of different sensors. In
the case of single sensors, only a single physical parameter is measured, e.g., distance, velocity,
acceleration, etc. However, a single modality will not give distinct information about the envi-
ronment. Hence, in scientific literature, the use of multiple sensor modalities is recommended.
This makes sensing a challenging environment, e.g., fog [46], smoke [47], airborne dust [48],
more resilient. For example, a lidar sensor bounces off a wall but passes through a transparent
surface, whereas sound-based sensors, such as ultrasonic sensors, can detect transparent sur-
faces. Thus, these multiple sensors can complement each other [49]. Moreover, fusing data
from multiple sensors enables a better representation of the environment [50].

Mapping Block

Robot mapping is an active area of research that has applications ranging from logistics and
supply chains [51–54], military [55], search and rescue mission [56, 57], and autonomous driv-
ing, as it is considered to be the backbone of robot architecture to ensure effective navigation of
a robotic platform within an environment. Here, a mapping consists of acquiring metric model
information as well as a semantic representation of the environment, which is also known as
scene/semantic representation in the scientific literature. Most of the time, the exteroceptive
sensors used to acquire data from the environment are used by this block to ensure reasoning
and inferences regarding the real world where the robot operates [58]. Therefore, different as-
sumptions are made to map (represent) an environment. More specifically, robots are designed
for two environments: indoor and outdoor. For an indoor environment, it is assumed that the
ground is flat and regular, while this is not the case for the outdoor environment. Hence, the
sensors used for these environments are also different, since these sensors acquire different
environmental parameters to enable a robot to navigate.

Traditionally, robots were required to have prior knowledge of an environment to ensure
accurate and efficient navigation [59]. However, prior knowledge of an environment is only
possible if the environment that the robot is moving in is static. In reality, the environment, e.g.,
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in a warehouse setting, is always changing. Hence, a robot cannot rely on prior knowledge of
the environment for navigation as it is susceptible to obstacles, such as moving pedestrians.

To remedy this problem, a framework was developed by R.C. Smith and P. Cheeseman in
their seminal work [60] where a framework for representing the relationship (position and ori-
entation) of an object was proposed. More work on this framework was proposed by [61] to
construct a map of an environment. These types of algorithms are called Simultaneous Local-
ization and Mapping (SLAM). SLAM is a computational problem of generating a map of an
environment while keeping track of the robotic platform as it moves within an environment. In
the case of visual SLAM, the algorithm detects a visual landmark, e.g., chair, person, object,
etc., using a camera- or a laser-based system against which the algorithm simultaneously esti-
mates the position and orientation of a robot, while at the same time uses this information to
build a topological or stochastic map of an environment.

One noticeable problem of using visual SLAM is that it would not work in the absence
of light, i.e., in an environment with complete darkness. To resolve this problem, acoustic
landmarks are of great importance. Compared to visual SLAM, acoustic SLAM [62, 63] treats
sound sources as landmarks. This thesis extends this idea and proposes probing the environment
which is then used to construct a stochastic or topological map of an indoor environment. Once
a map of an environment is made by the robotic platform, then the robot finds the most efficient
way to navigate an environment, i.e., the robot searches for a path that enables it to reach its
target in as little time as possible. This is the job of the next block, Path Planning, and Control.

Path Planning and Control Block

Within robotics, the ability of a robotic platform to plan and navigate within an unknown or
known environment while avoiding colliding with objects or obstacles autonomously is the job
of this block. In the literature, this problem is called path planning, also known as, motion plan-
ning [64, 65]. This is the most important block that consolidates data from all the remaining
blocks to ensure that a robot or a drone navigates an environment autonomously. There are nu-
merous methods found in the literature that suggests ways to solve motion planning problems.
According to [64], there are three approaches to address this problem: roadmaps, potential
fields, and cell decomposition. But the most important and used methods to find the most opti-
mum path are A∗ (A-Star) algorithm [66–69], probabilistic roadmaps [70–72] and optimization
methods such as Particle Swarm or Genetic Algorithm [71, 73, 74].

However, in this thesis, we will not be exploring path planning and control algorithms, as
they are beyond the scope of this research. Therefore, interested readers are advised to refer
to [75–77].

Limitations of existing technologies

As discussed in the previous subsections, a robotic system comprises several blocks that play a
crucial role in the development of robots intended to solve a particular problem. For instance,
a robot intended for navigating an indoor environment will be equipped with visual sensors,
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(a) Field of view (FOV) of camera-based system

(b) Field of view (FOV) of microphone-based system

Fig. 2: Comparison of a camera and microphone-based systems

e.g., a camera- and/or laser-based sensors to detect the presence of an obstacle, e.g., objects and
humans. These signals are used by the perception block, where the algorithm processes the raw
data to estimate the distance and position of the obstacles, while the mapping block will consist
of SLAM algorithms to localize and track the position of the robotic platform itself in 3D space,
i.e., for spatial map generation. The path planning and control block then uses the information
from the other blocks to plan an effective route for the robot.

However, robotic platforms that utilize visual sensors, e.g., cameras and lasers, have limita-
tions that can affect the performance and accuracy of spatial map generation. This is because
these visual sensors are susceptible to low light intensity and offer a limited field of view, as
depicted in Fig. 2. Moreover, visual sensors cannot detect transparent surfaces that are pre-
dominantly available in a typical office environment, leading to a construction of a spatial map
with inaccuracies. One way to overcome these problems is to use multiple modalities, e.g.,
combining ultrasonic sensors with a camera or lidar to detect glass surfaces. But adding sensors
to a robotic platform could potentially increase its overall cost. However, existing loudspeak-
ers/microphones on the robot cannot generate and detect ultrasonic frequencies.

Another interesting area of research is to design algorithms in the audible frequency range
because most off-the-shelf acoustic systems, e.g., loudspeakers and microphones, work in the
audible frequency range. This does not increase the overall cost of the robotic platform since
loudspeakers and microphones are already equipped for these robots, e.g., Softbank’s NAO
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Fig. 3: Overview of robot audition and the focus of this thesis

robot. Therefore, a new approach to detecting the presence of acoustic reflectors is required
using off-the-shelf acoustic systems. Localization of an acoustic source is a known problem
within the context of audio signal processing. Traditionally, this is done by estimating the
time-of-arrival (TOA) information of an acoustic echo from the acoustic impulse response of
an environment, which is used to estimate room geometry. In the following section, we will
discuss audio perception techniques that are used in robotics to estimate the time of arrival of
acoustic signals.

1.3 Audio Perception for Robots and Drones
Within the context of this dissertation, audio perception is defined as the ability of a robotic plat-
form to detect, estimate and react to a presence of an acoustic source in an environment. Audio
perception plays an important role within robotics to detect the presence of a human speaker,
as in the case of human-robot interaction (HRI) [78–80], search and rescue robots [81, 82],
obstacle detection and avoidance systems [83, 84], sound-based odometry and acoustic scene
analysis [85–87]. In the following section, we will review the techniques that are implemented
on robots for audio perception. First, we will begin by reviewing the artificial auditory system
and also discuss the sub-domain within robotics called robot audition [88]. Later, we will re-
view echolocation techniques that are being used in robotics to detect the presence of obstacles.
The overall structure of this research is presented in Fig. 3.
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Robot Audition

According to [88, 89], the research domain that aims to acquire audio data from the environment
using microphones to localize, detect and recognize human speakers, as well as environmental
noise on robots, is called robot audition. Robot audition is a relatively new area of research and
was accepted as a research topic of its own only in the early 2000s [89, 90]. However, the work
on robot audition is found earlier [91–93]. One of the objectives of this domain is to provide
electrical ears to robots that enable them to understand commands given by human users. Robot
audition encompasses many sub-domains of research. For instance, it establishes human-robot
interaction (HRI) [78–80] by employing different algorithms found in sound source localization
(SSL) techniques, sound source separation (SSS), speech recognition, and ego-noise reduction.
Within the context of HRI, robots are expected to "understand" the sounds that are present within
an environment, that is, robots should differentiate speech signals from non-speech signals and
music. The research area that promotes this process is known as acoustic scene analysis (ASA).
The main functions required for ASA are SSS techniques, SSL techniques, and speech recog-
nition techniques [94, 95]. According to [90], two paradigms exist in robot audition, 1) micro-
phone arrays are used to localize acoustic sources, which can be organized into different shapes,
e.g., line, circular or spherical. 2) Binaural approach, which utilizes a pair of microphones to
localize the acoustic source. However, from an engineering aspect, there are no limitations on
how many microphones to use for localization but by utilizing the binaural approach, we have
an opportunity to investigate human perception. In the following, we will investigate different
sub-domains that constitute robot auditions.

Sound Source Separation

Through evolution, humans have developed an ability to classify and isolate audible sounds [96].
Isolating a sound of interest from the environment is called the cocktail party effect in literature.
Sound source separation (SSS) is a sub-domain of robot audition that aims to replicate audible
sound [97, 98]. SSS techniques are based on single and multiple microphones [99]. Some
recent methods employ Gaussian complex models for estimating source parameters using an
expectation-maximization (EM) algorithm [100, 101]. Several SSS techniques are proposed to
implement this ability [102]. The approaches are categorized into four major groups:

• Blind source separation

• Steered adaptive beamforming

• Inverse filtering

• Binary masking

Speech Recognition

Speech recognition systems within robotics enable a robot to understand human speech which
helps in HRI. The process involves recording speech signals and using a parametric approach or
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machine learning approach to estimate pitch, fundamental frequency, and timbre. These features
such as statistical methods [103], spectral methods [104, 105], model-based methods [106, 107],
and template methods [108–110] are used. Later, these features are used to identify human
speech [111, 112]. Another important aspect of robot audition is to reduce the noise generated
by the robotic system itself which is discussed next.

Ego-noise Reduction

One of the main sources of the issue within robotics is the presence of ego noise. Ego noise is
caused by the moving part of the robotic platform, e.g., actuators. This becomes increasingly
challenging because ego-noise cannot be modeled as a static point source. Hence, traditional
statistical methods cannot be applied directly. The researchers in [113], proposed fusing motor
data with a dictionary algorithm. The beamforming method is proposed in drone auditions to
reduce ego-noise [114, 115]. Other methods found in the literature include, template matching
[116] and data-driven methods for ego-noise reduction is also found in the literature [117, 118].
Traditionally, ego noise is considered a source of the problem but the work presented in [119,
120] shows that ego noise could be used constructively.

Sound Source Localization (SSL) and passive sound localization

There are two main categories of SSL techniques: passive sound localization and active sound
localization [121, 122]. Passive sound localization involves detecting sounds that are already
present in the environment and impinging them on the microphones. Feature extraction tech-
niques are used to estimate the distance and the direction of the sound source. On the other
hand, active sound localization probes the environment with a known signal. Feature extraction
techniques are applied to acoustic echoes for distance and direction estimation. Echolocation
employed by bats, active SONAR in submarines, and radars are some examples of active sound
localization [123–126]. In literature, one way to find the direction of a sound source is to take
the amplitude and phase difference of the target source from multiple microphones such that
the directional differences could lead to locating the target sources [127]. SSL techniques are
normally employed to extract two values:

• Direction-of-arrival (DOA) information

• Distance information which can be inferred from time-of-arrival (TOA) information of a
sound source

There are several popular techniques used in robotics for estimating the direction of a sound
source, including learning-based approaches like neural networks, beamforming-based approaches,
subspace-based approaches, and tracking techniques like Kalman filters and particle filters.
These techniques are commonly used in robot auditions to help robots understand and respond
to sounds in their environment [89, 128–132]. When implementing these techniques on robots,
multiple aspects are taken into account: the use of multiple microphones, robustness against
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noise and reverberation, and the choice of microphone array geometry. Passive source localiza-
tion requires the presence of a sound source, e.g., a human speaker, as a prerequisite but this
problem is addressed by active source localization.

Active Sound localization

As discussed in the previous subsection, the active sound localization technique requires that
a sound signal is probed into an environment. The process involves processing the acoustic
echoes for features that correspond to the distance and direction of an echo. In nature, Bats are
known to use ultrasonic frequencies to probe the environment and use their elongated ears to
detect the presence of obstacles while in the air. Moreover, bats are also known to distinguish
prey from obstacles while in mid-flight. Researchers have studied and developed systems that
utilize echolocation to locate objects [121, 133]. But in robotics, obstacle detection is done by
exteroceptive sensors [134–138].

In this thesis, we propose utilizing active sound localization techniques to facilitate the task
of spatial map generation [139]. Active source localization approach is used in [140] to classify
outdoor terrains, e.g., grass, concrete, and sand, with 97% accuracy. This was achieved by
employing a Support Vector Machine (SVM) classifier. Similarly, the work presented by [141],
involves the use of a robotic platform that probes the outdoor environment to navigate and
classify floras. In [141], the researchers use an ultrasonic emitter/receiver to probe a chirp
signal to the environment. The acoustic echoes are then processed to determine the time-of-
arrival (TOA) information of the acoustic echoes. The TOA of the acoustic echoes is used by a
neural network for spatial map construction.

Moreover, ultrasonic transducers were used in [142]. Here, the authors proposed a biomimetic
navigation model. The authors designed a sonar system mimicking the shape of a bat’s pinnae.
The process involves probing the environment with ultrasonic sound and using ultrasonic re-
ceivers to record acoustic echoes. These echoes serve as acoustic fingerprints which are used by
the robotic systems to construct a spatial map of an environment. The authors took inspiration
from RatSLAM, which is a navigation system based on a computational model of a rodent to
show that spatial map construction of an environment is possible with sonar alone [143]. Simi-
lar work on the use of sonar (ultrasonic transducer) for spatial map construction on autonomous
vehicles which can be found in [144]. In [145], The author proposes two methods for estimating
the direction of a sound source in a robot audition system. The first method uses triangulation
to calculate the position of the virtual sound source, while the second approach uses a Bayesian
approach to estimate the acoustic echoes. Both methods are intended to help robots understand
and respond to sounds in their environment. Estimating room geometry estimation based on
cross-correlation and probabilistic mapping algorithms were implemented on a standard smart-
phone in [146] but the choice of frequency, pulse width, and duration were experimentally found
in this work.

One similarity among most of these research studies is the use of transducers that work in the
ultrasonic frequencies and some of these works only estimate first-order early reflections. How-
ever, estimating acoustic echoes in audible frequencies has not received much interest within
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the active sound localization domain because of its intrusive properties. Intrusiveness is not a
problem if the application of interest is either a factory, a warehouse, or an underground tunnel.
Therefore, in this thesis, we are interested in exploiting the use of audible frequencies to achieve
active sound localization. Moreover, we are taking a model-based approach where we model
early reflections and take reverberation, ego-noise, and background noise into account which
has not been done in previous approaches.

1.4 Objective and Structure
The scientific literature is dominated by techniques that aid robotic platforms to localize an
acoustic source passively, i.e., detecting a sound signal from the environment that impinges
microphones. However, in the absence of a sound, e.g., in a quiet environment, these passive
localization techniques fail to detect acoustic sources that can help a robot to perceive its envi-
ronment. This problem could be resolved by incorporating active localization techniques such
as echolocation. Therefore, the initial hypothesis that stems from the above discussion is:

“If the acoustical properties of sound could help animals interpret distance and angular
estimation then it should be possible for us to combine the concept of echolocation (active

sound localization) with a mathematical model of early reflections to develop a system that will
enable a robot or a drone to represent an environment to aid in navigation while taking the

background noise, reverberation, ego-noise and interference into account.“

Despite having great potential, the use of audio signal processing on robots and drones for
spatial map generation has limited uses because it introduces new challenges and problems
that are not addressed in the traditional audio signal processing domain. For example, the
reduction of wind noise, ego noise, movement, and so on. Therefore, in this dissertation, we
take inspiration from nature, e.g., bats, to facilitate a robot with active localization techniques
so that we can estimate the TOA and DOA of an acoustic reflector and use these estimates to
generate a spatial map. To realize this, we need to fulfill four objectives that could support
enabling robots to utilize echolocation for spatial map generation. We propose using audio-
based sensor technologies, e.g., microphones, to acquire raw data from the environment and
propose audio processing techniques to extract acoustic features to enable a robot to construct
a spatial map of an environment. The study has the following objectives:

• Formulate a mathematical model of acoustic echoes that incorporates the structure of
probe signals, reverberation, interference, and other environmental parameters that affect
the sound

• Investigate different parameter estimation techniques that could enable a robot to estimate
the distance to acoustic reflectors

• Investigate different spatial filtering techniques to determine the DOA of the acoustic
echoes
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• Incorporate TOA and DOA estimates to generate a map of an environment

Generating a spatial map of an environment is important for a robotic platform because it
allows engineers and building maintenance officers to monitor the state of an environment, e.g.,
to monitor underground tunnels such as sewers [147]. Moreover, having an accurate map of an
environment enables a robot to navigate an environment effectively and efficiently. A spatial
map is traditionally generated using laser-based and vision-based technologies. But, as stated
earlier, in a typical office environment that consists of glass partitions, these technologies fail to
detect the glass surface, hence other modalities such as sound-based sensors are useful. Addi-
tionally, to reduce the cost of the robotic platform, we propose algorithms that utilize existing
audio sensors on robots to detect acoustic reflectors and use them for spatial map construction.
The proposed methods complement existing robotic modalities which makes them useful to
generate an accurate map of an environment. The proposed architecture is shown in Fig. 4.
As shown in the figure, the microphones on the robotic platform capture the acoustic echoes
which are processed by NLS or EM approach for distance and direction of acoustic echoes es-
timation. This information is used for acoustic map construction. In Chapter 2, we formulate
a mathematical model of the acoustic echoes. This model is used throughout this dissertation.
Furthermore, we will also investigate acoustic impulse response (AIR) which is traditionally
used for TOA estimation. In Chapter 3, we investigate different statistical and parameter es-
timators based on estimation theory to derive estimators to estimate acoustic parameters, e.g.,
time of arrival (TOA). Furthermore, we also investigate state-of-the-art spatial filtering tech-
niques to estimate the DOAs of acoustic echoes. In Chapter 4, we introduce the contributions
of our work and finally, in Section 5, we will conclude the thesis and discuss possible directions
of future research.

2 Acoustic Echo Model
In acoustics, there are two physical regions of sound: the near field and the far field as seen in
Fig. 5 and 6, respectively. Near field happens when you are closer to the emitting sound source.
The sound receiving the observer is a curved shape. The far field happens when you are further
away from the radiating sound source. The sound propagation is assumed to be a plane wave.
In literature, far-field assumptions are generally used to simplify the problem. For this thesis,
we also assumed a far-field sound propagation assumption. Hence, when a robot probes an
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Fig. 5: Near-field assumption

Fig. 6: Far-field assumption
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environment, the sound recorded on the microphones is mathematically formulated as shown:

y(n) = h(n) ∗ s(n) + v(n), (1)
= x(n) + v(n),

where y(n) is the observed signal recorded by the microphone while h(n) and s(n) denotes
the acoustic impulse response (discussed in Section 2.1) and the probe signal, respectively. Fur-
thermore, x(n) = h(n) ∗ s(n). The background noise v(n) is represented as an additive white
Gaussian noise (AWGN). The background noise assumption of AWGN is useful to formulate a
mathematically feasible model so that close-form solutions to the estimators are found [148].

2.1 Acoustic impulse response (AIR)
The acoustic impulse response (AIR) or room impulse response (RIR) is the response of an
environment to a sound signal, as measured by a microphone and a sound source, as shown in
Fig. 7. It can be divided into three parts: the direct path and early reflections, followed by a
stochastic long tail that represents reverberation or late reflections. The AIR is an important
concept in robot audition, as it can provide valuable information about the acoustics of a space
and help robots understand and respond to sounds in their environment. [149]. The shortest dis-
tance that a sound wave takes is called direct sound or direct-path component. When the emitted
sound wave is reflected from an acoustic reflector, e.g., a wall. It is called early reflection which
is a delayed version of the direct sound. The late reflections are sounds that get reflected by
multiple walls before reaching a microphone. In this thesis, we are interested in estimating the
distance of an acoustic reflector based on first-order early reflections. According to [150–152],
first-order early reflection is useful to give information about the geometry of the environment.
Based on these observations, we can decompose (1) as a sum of its direct path and early reflec-
tions. The transfer function between the emitter and the receiver can be formulated in terms of
its gains and delay, the signal model can be rewritten as shown:

y(n) =
∞∑
q=1

gqs(n− τq) + v(n), (2)

gq is the gain or attenuation of the q-th reflection from the source to the microphone and τq is
the TOA of the reflected signal while ∗ represents the convolution operator. In our definition of
(2), the direct-path component corresponds to q = 1. Keeping the structure of AIR in mind, we
can then rewrite (2) as the sum of the first R reflections as shown:

y(n) =
R∑
q=1

gqs(n− τq) + d(n) + v(n), (3)

= x(n) + v′(n), (4)
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Fig. 7: Acoustic Impulse Response

where d(n) is the stochastic and dense tail of the late reflections shown in Fig. 7. Hence, if N
samples are taken then we can represent the model in (3) as shown:

y(n) =
R∑
q=1

gqs(n− τq) + d(n) + v(n), (5)

= x(n) + v′(n), (6)

This model in (5) is used throughout this thesis to facilitate time of arrival (TOA) estimation.
The task at hand is to estimate the TOA, τ , which can be used to infer the distance of an acoustic
reflector to a robotic platform, In the following sections, we will review different techniques in
the literature for TOA estimations.

2.2 Summary
We proposed a mathematical model of acoustic echo based on the structure of AIR. According to
the structure of AIR, the direct-path component is the shortest distance a sound wave takes from
a source to the receiver. The estimation of the direct-path component is useful in applications
that require identifying and estimating the location of active sources, e.g., two human speakers
within an environment. On the other hand, the early reflections refer to the distance a sound
wave takes from the source to an acoustic reflector before reaching the receivers, while the late
reflection is a stochastic long tail that refers to sound waves bouncing off multiple reflections
before reaching the microphone. Moreover, early reflections are useful to infer the shape of the
room. It is this property of the early reflections that are of interest to us within this thesis, hence
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a mathematical model based on the AIR structure is formulated using the gain and TOA of
the acoustic echoes. In Chapter 3, we will investigate numerous statistical parametric methods
for TOA/DOA estimation that are found in the literature. These two values are essential when
constructing a spatial map of an environment.

3 Statistical Parametric Estimation
For a robot to generate a map of an environment, two values are required: it needs to know
the distance of an acoustic reflector and the direction of an acoustic reflector. Combining these
two values enable a robot to represent or map an environment. In this thesis, we have only
investigated 2D mapping, and an extension to 3D representation of the environment is left for
future work. In the following subsections, we will investigate different TOA and DOA estima-
tion techniques. Later, we will discuss how these two parameters are used to represent acoustic
maps of an environment.

3.1 Distance estimation
In literature, distance estimation of a wall is usually done from the TOA information of a sound
signal [153–155]. The process involves estimating an AIR of an environment as shown in Fig.
7 and then using the peak-picking algorithm to get the time-of-arrival (TOA) information of
acoustic echoes. Assuming far-field assumption and assuming that the distance of the speed
of sound remains constant then distance estimation is straightforward. The distance can be
estimated directly from the TOAs d = cτ

2 , where τ is the TOA of an acoustic echo and c is
the speed of sound. However, within the context of robot audition, estimating the AIR and
extracting the time of arrival (TOA) of each sound reflection can be a time-consuming process,
especially if the robot is moving around and experiencing changes in its acoustic environment.
This is because the AIR will need to be re-estimated each time the robot moves to a new location.
As a result, it may be necessary to use more efficient methods for estimating the TOA of sound
reflections in a robot audition system.

Along with TOAs, the second most commonly used feature for distance estimation is the
time-difference-of-arrival (TDOA) between a pair of microphones. Ultrasonic sensors are com-
monly used in robotics to estimate the distance between a robot and an acoustic reflector, such
as a wall or other nearby object. These sensors work by emitting high-frequency sound waves
and measuring the time it takes for the echoes to return. This information can be used to help
robots navigate their environment and avoid obstacles [6]. This requires attaching specialized
transducers which could increase the overall cost of robotic platforms. Hence, estimating acous-
tic reflectors in the audible frequency range is an interesting and challenging problem to tackle.
Moreover, the TDOA feature is also known as interaural time difference (ITP). This can be es-
timated by using zero-level-crossing (ZLC) [93] or onset time between each signal [156–158].
The frequency counterpart of ITP is interaural phase difference (IPD) and this is done by as-
suming a narrow-band signal.
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An alternative approach to distance estimation in robot auditions is to use a data-driven ap-
proach. In this approach, features like inter-aural time difference (ITD), time of arrival (TOA),
and time-difference of arrival (TDOA) are extracted from the signals observed at different dis-
tances and used to train a model for estimating distance. For instance, in [159], the researchers
used an artificial neural network to localize a sound source. The input to the neural network
in this approach is the coordinates of the microphone, and the features of the sound source
are recorded at a different position within the environment. The neural network is trained us-
ing this input and output data to learn how to estimate the distance between the microphone
and the sound source. In another example, researchers used a convolutional recurrent neural
network (CRNN) to learn features related to distance [?, 160, 161]. The CRNN was trained
by converting the recorded audio signals into a time-frequency representation, such as a Mel-
spectrogram [162]. This allowed the network to learn how to estimate the distance to a sound
source based on the characteristics of the audio signal. The use of CRNN and other machine-
learning techniques can improve the accuracy and efficiency of distance estimation in robot
audition systems.

Furthermore, as shown in [145, 163, 164], distance estimation could also be done by ex-
ploiting the robot’s movement within an environment. This helps in constructing spatial maps
of an environment as shown in [163], where a robot moves a predefined path to map spatial
maps. A biomimetic sonar system based on bats’ is proposed in [165] to navigate an environ-
ment using sonar sensing alone. The authors based their analysis on the number of conditional
entropy [166] between the range data and the robot position.

Moreover, model-based approaches for distance estimation are found in the literature. In
a model-based approach, a model of the observed signal is formulated which offers certain
advantages. The advantage of the model-based approach is that it accommodates the back-
ground noise, reverberation, ego-noise, and the AIR of the environment which are then used
for parameter estimation, e.g., TOAs, TDOAs, ITD, etc. The model-based approach provides
a mechanism in the form of mathematical processes to incorporate underlying physical knowl-
edge [167]. In this way, the model-based approach interprets results directly from observation.
Model-based approaches are found abundantly in the literature and are used within different
domains including the telecommunication domain. In [168], the researchers proposed a model
based on Received Signal Strength Indication (RSSI) which enables distance estimation be-
tween sensor nodes in a Wireless Sensor Network (WSN). In audio signal processing, models
of speech and noise signals are used to estimate the fundamental frequency and number of har-
monics. The fundamental frequency is subsequently used to enhance the periodic signals [169].
Additionally, parameter estimation is also used in signal compression [?, 170–172], signal mod-
ification [173, 174], and so on.

The model of the sound source is used in the literature to estimate POIs and could be re-
solved using various data optimization techniques such as non-linear least squares (NLS) meth-
ods and expectation-maximization (EM) methods. NLS is a type of data optimization technique
that fits multiple observations into a model which are non-linear. NLS estimators are found in
many domains including in audio signal processing. It is used for SSL to estimate the TOA
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of the sound source within an environment. For example, in [175], the researchers jointly es-
timate the DOA as well as the pitch of the sound source in the presence of background noise.
Moreover, in [176], the researchers estimated the harmonics of an acoustic signal. Furthermore,
a TDOA-based estimator using the NLS method was also proposed in [177]. Another param-
eter estimation method within audio signal processing is the EM method. EM is an iterative
method for performing maximum likelihood estimation in the presence of latent variables. For
example, EM-based algorithms are used for pitch estimation as well as harmonic spectra esti-
mation [178, 179]. Once distance estimation is done, the next step is to generate an acoustic
map of an environment to estimate the direction from which the echo is originating. This is
done by spatial filtering techniques, which are discussed next.

3.2 Estimation of Spatial filters for the direction of arrival (DOA) of acous-
tic echoes

While the TOA of an acoustic echo is used to infer the distance of an acoustic wall, the DOA of
an acoustic echo is also required to make a spatial map of an environment. That is, the robotic
platform needs to know where the acoustic echo is originating from. In acoustic signal process-
ing, DOA estimation is done using multiple microphones. The signal model is formulated as
follows:

ym(n) = hm(n) ∗ s(n) + vm(n), (7)
= xm(n) + vm(n), (8)

where m represents the microphone number. Similarly, we can represent (4) for multi-channel
scenario as:

ym(n) =
R∑
q=1

gm,qs(n− τ1,q − ηm,q) + vm,q(n), (9)

where η represents the TDOA of the q-th acoustic echoes between microphones and τ1,q is the
TOA of the q-th acoustic echoes from the reference microphone. The signal model in (9) is
used throughout this thesis for DOA estimation, i.e., estimating the parameters η and τ , which
will aid a robotic platform in generating an acoustic map of an environment. DOA estimation
techniques are popularly used by the robotic community to enable robots to locate the posi-
tion of acoustic sources. If the DOA of a signal is known then the observed signal can be
preprocessed spatially to reduce noise from the signal. DOA estimation is important for other
applications, e.g., autonomous vehicles [180], and automated camera steering [181, 182]. Many
years of research have resulted in different methods for DOA estimation, e.g., neural networks,
beamforming-based approaches, and subspace-based approaches. The TDOA between a pair of
sensors or microphones is commonly used to estimate a sound source. Moreover, the most pop-
ular method of estimating TDOA is the cross-correlation technique [183] between the recorded
signal and the probed signal. However, the dynamic range of the TDOA caused by distance
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variation is very small leading to non-linearity in close distances which could cause distance
estimation errors [93]. Estimating TDOA using the cross-correlation method is also sensitive to
reverberations as well as other noise sources [184]. Therefore, cross-correlation-based methods
such as the GCC-PHAT-based TDOA method were also proposed in [185] for DOA estima-
tion. GCC-PHAT consists of normalization that makes all frequencies have a magnitude of 1.
This forces the correlated signal to have high peaks. Hence, it provides GCC-PHAT robustness
against reverberation [186] and interfering sources [187]. GCC-PHAT is used in robotics to
carry out acoustic map generation when a robot explores the environment [188]. Other applica-
tions of GCC-PHAT in SSL for service robots can be found in [185, 189–192].

To detect multiple reflections, spatial filtering techniques such as beamforming are often ap-
plied [193–196]. Beamforming is a spatial filtering technique that captures signals in an array
of sensors or microphones. These signals are then weighted such that the output points to the
direction where the signals are coming from, i.e., the DOA of the source signal. The advantage
of this technique is that it electronically steers the microphones, such that the microphones focus
on the direction of the source signal. Beamforming techniques are useful to attenuate inferring
sources. The simplest form of the beamformer is a delay-and-sum beamformer (DSB) [197]. It
is the simplest beamformer to build and has applications ranging from gunshot detection [198]
to microwave imaging [199]. DSB belongs to a class of beamformers known as filter-and-sum
beamformers (FSB). DSB artificially shifts the incoming signals at each microphone to counter
the time difference and later the signals are all added together to obtain an output. The DSB
can be implemented either in the time domain or frequency domain. In the time domain, the
DSB can be implemented by introducing different delays on each microphone to steer the mi-
crophone array, while in the frequency domain phase shifts are applied on each frequency bin.
Furthermore, the advantage of DSB is that it is computationally less intensive but the disadvan-
tage is that it does not take into account the statistical property of the background noise. If the
weights of the beamformers are required to be updated automatically then adaptive beamform-
ers are employed. The minimum variance distortionless response (MVDR) beamformer follows
a different approach. The MVDR beamformer was first proposed by Capon [200]. An MVDR
beamformer steers the direction of the beamformer such that it enhances the desired observed
signal [201, 202]. The MVDR beamformer first tries to minimize the interfering sources and
background noise while maximizing the total output power. Moreover, unity gain constraint is
applied to the MVDR beamformer such that the signal coming from a target direction is undis-
torted while the signals coming from other directions are minimized. Some researchers have
proposed modifications to the MVDR beamformer such that multiple linear constraints could
be applied to the beamformer to attenuate multiple interfering sources. This type of beam-
former is known as a linear constraint minimum variance (LCMV) beamformer. The LCMV
beamformer was originally proposed by Frost in 1972 as an implementation of MVDR in time-
domain [203–205]. Therefore, both MVDR and LCMV beamformers lay the foundation of
spatial filters which allow the signals from the target directions to remain undistorted while the
signals from other directions are minimized.

In this thesis, we use an adaptive beamforming technique to localize acoustic echoes. This
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can be done by steering the beamformer in a different direction with the hope that the acoustic
echo from a particular direction will be detected similar to how radar-based systems work.
The output power from each steered direction is then plotted and the direction with maximum
output power corresponds to the direction of the acoustic echo [206]. Other spatial filtering
methods are also found in the literature, for example, subspace-based methods such as MUSIC
[207] are popularly used to estimate the DOAs of acoustic sources. Moreover, it has been
shown in the literature that subspace-based methods provide better DOA estimations compared
to beamforming-based methods but they require a lot of processing power [208–210]. The DOA
estimates from beamforming along with the TOA estimates, are useful to generate an acoustic
map of an environment.

3.3 Environmental representation using sound
The TOA and the DOA estimates are the two main values that are useful to construct a spatial
map. Numerous approaches to mapping an environment exist in the literature but the most
popular and influential approach to environmental representation is the occupancy grid [211].
Although a 2D representation of an environment is still used within robotics, works on 3D
mapping can also be found in the literature [212]. The advantage of incorporating an extra
dimension for environment representation is that robots that are built to navigate on outdoor
terrain require depth and elevation knowledge to move efficiently.

The most popular framework to enable a robot to localize its position in 3D space is the use
of simultaneous localization and mapping (SLAM) which ensures the geometric consistency of
a map. Traditionally, the SLAM framework is used with cameras to detect the presence of a
landmark and is also known in the literature as a visual SLAM. The algorithm associates the
landmark with the position of a robot and then tracks the location of the landmark as the robot
moves within the environment. Hence, the visual SLAM algorithm helps generate a spatial
map of an environment. However, if microphones are used instead of cameras and laser-based
technologies, then a framework for acoustic SLAM can be developed. Using sound localization
such as TOA and DOA estimation discussed earlier and combining it with the SLAM framework
presents new challenges. For example, audio landmarks are not active all the time, which makes
it difficult for a robotic system to determine the position of a sound source. Moreover, acoustic
SLAM is beneficial when there are sound sources available within an environment.

In recent years, some researchers have proposed algorithms that enable robots equipped
with microphones to navigate an environment as well as to interact with their environment, e.g.,
for HRI. Acoustic SLAM was proposed by [62] to carry out the DOA estimation of an unknown
environment using acoustic signals alone. To overcome the limitations of needing permanent
sound sources to act as landmarks, the researchers in [62] based their method on using random
finite sets (RFS). Additionally, the movement of a robotic platform has also been exploited to
enable the construction of a spatial map of an environment [145]

One drawback of passively localizing sound sources for map generation is that this method
will only work if sound sources are present in an environment. To address this problem, some
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researchers propose attaching robotic platforms with a sound source, e.g., a loudspeaker, such
that a robot probes the environment in a similar process used by bats when navigating. This
is directly inspired by animals in nature, e.g., bats, and is known as active sound localization.
Therefore, SLAM-based algorithms with an active sound localization approach have been pro-
posed in [145, 164]. Active acoustic SLAM-based algorithms are useful for developing 3D
imaging sonar sensors for robotic platforms [213, 214].

3.4 Summary
In this chapter, we investigated different TOA estimation and spatial filtering techniques and
audio signal processing tools that are used within robotics to construct a spatial map of an
environment. As discussed earlier, the traditional approach to TOA estimation requires extract-
ing TOA information directly from the estimated AIR using a standard pick-picking approach.
Other popular methods for TOA estimation are cross-correlation and data-driven approaches.
Moreover, spatial filtering techniques such as beamforming are used for DOA estimations. In
the literature, DSB, MVDR, and LCMV beamformers are popularly used to estimate the DOA
of the acoustic source. DSB belongs to a category of beamformers that are classified as fixed
beamformers while MVDR and LCMV beamformers belong to a category known as adaptive
beamformers. Adaptive beamformers take the statistics of the background noise into account
while maximizing the output power of the beamformers. That is, MVDR uses criteria such
that unity gain is maintained in the direction of the true acoustic source which minimizes the
variance of other interfering sources. Similarly, additional constraints are used in LCMV beam-
formers which nullify multiple interfering sources. Additionally, parameter estimation is done
by incorporating a model of the acoustic signal to estimate the POI. Two popular methods of
parameter estimations are found in the literature: the NLS method and the EM-based method.

4 Contributions
This thesis addresses the need for algorithms that contribute to the construction of spatial maps
using echolocation alone. This modality complements existing state-of-the-art techniques such
as lidar and camera-based systems to detect glass/transparent surfaces which are typically found
in office environments. The main body of this thesis, which is constituted by papers A-G, con-
tributes to the design of new algorithms and techniques used to estimate acoustic echoes to con-
struct a spatial map of an indoor environment. Papers A and B propose two estimators that are
derived based on the signal model for POI estimation: a nonlinear least squares (NLS) estimator
and an expectation-maximization (EM) method. Multiple EM-based methods are proposed in
paper C and the robustness of the EM-based methods are evaluated under different noise con-
ditions. In paper D, the NLS method was extended to incorporate and implement on a robotic
platform and successfully exploit the movement of the robotic platform to generate a spatial
map of an indoor environment. In paper E, we proposed a novel way to estimate the acoustic
reflectors using the ego-noise of the robotic platforms, e.g., drones. In paper F two algorithms



4. Contributions 25

Fig. 8: Relationship of papers A-G. Papers A, D, and F are based on the NLS method while papers B, C and G are
based on the EM method

based on NLS methods are proposed for estimating the TOA and the DOA of an acoustic re-
flector. Finally, in paper G, we proposed a robust EM estimator for estimating the nonlinearity
of the audio systems, e.g., microphone and loudspeaker, for TOA and DOA estimation. All the
papers in this thesis (except Paper E) follow a common procedure of probing the environment
with a known sound. This is categorized as active acoustic localization while paper E is cate-
gorized separately as ego-noise-based localization. This is summarized in Fig. 8. The technical
contribution of each paper are discussed below.

Paper A: This paper presents a frequency domain method based on the nonlinear least squares
(NLS) method for estimating TOAs. In the literature, the TOAs are typically estimated from
an estimated acoustic impulse response (AIR), but this is a computationally expensive process
that is not well-suited for robotic platforms. In this paper, we propose estimating the TOA di-
rectly from an observed signal, which can be done more efficiently and effectively on robotic
platforms. The estimator is based on the acoustic signal model which incorporates background
noise, interfering sources, and ego-noise of the robotic platform. To estimate multiple TOAs
which correspond to multiple acoustic reflectors, a cyclic approach, e.g., relaxation algorithm
(RELAX) [215], is used. According to the simulation results, the proposed method could detect
the location of an acoustic reflector up to a distance of 2 m.

Paper B: This paper presents a multichannel time domain method for estimating acoustic re-
flectors’ location based on the expectation-maximization method. Instead of estimating TOAs
from an estimated AIR, this paper proposes estimating the TOAs and the DOAs directly from
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the observed signal. The TOAs and the DOAs estimations are useful when inferring the distance
and direction of an acoustic echo, respectively, to construct a spatial map. The simulated results
show that the EM-based method can estimate the acoustic reflector’s position up to a distance of
2 meters and offers robust estimation under low SNR compared to the peak-picking approach
which is a method used to estimate the highest peaks from the estimated AIR.

Paper C: This journal paper extends the work in Paper B for spatial map construction by deriv-
ing multiple estimators for jointly estimating TOAs and DOAs directly from the observed sig-
nals. These different estimators are based on the expectation-maximization framework and are
derived to be optimal under different conditions ranging from the simple white Gaussian noise
scenario to scenarios with correlated and colored noise. Estimation of the covariance matrix
directly from the observed signals and prewhitening of the observed signals before TOA/DOA
estimation is also an important highlight of this paper. To make the evaluation more realistic,
an analysis of the EM method in the presence of a faulty microphone was also discussed in
this paper. The simulated results show that the proposed method could estimate the acoustic
reflector’s location under SNR of −10 dB with 60% accuracy.

Paper D: This paper presents an improvement to the work of Paper A by proposing a new
algorithm that incorporates the movement of the robotic platform within the signal model. This
method can enable a robot to construct a spatial map of an environment as it moves. This
method was implemented and tested on a proof-of-concept robotic platform using a single mi-
crophone and loudspeaker. According to the evaluation, the NLS-based method could detect
glass surfaces compared to the lidar sensor. The evaluation results also show that the proposed
method could estimate the acoustic reflector’s location up to a distance of 1.5 meters with an ac-
curacy of 60%. The proposed method was found to be robust under low SNR conditions of 0 dB.

Paper E: This paper presents a method of estimating an acoustic reflector’s location using
only the ego-noise of the robotic platform, e.g., rotor noise. Instead of treating ego noise as
a source of the problem, this work proposes using ego noise constructively. This is done by
deriving the time difference of the echo (TDOE) estimator which is done by estimating the time
difference of arrival (TDOA) between the direct sound source signal and its first echo in a given
channel. Along with a TDOE estimator, this paper also proposes a probabilistic echo detector to
distinguish echoes. This is achieved by deriving a classifier based on the generalized likelihood
ratio test (GLRT). The simulated results show that the proposed estimator can detect an acoustic
reflector’s location up to a distance of 1 meters under a low signal to diffuse noise ratio of −10
dB and above.

Paper F: This journal paper presents two methods of estimating an acoustic reflector’s loca-
tion based on the nonlinear least square (NLS) method. The previous NLS-based methods
in papers A and C are only used to infer distance and not the direction of acoustic echoes.
This paper addresses the limitation of previous work and proposes a single-channel localization
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and mapping (ScLAM) method and a multi-channel localization and mapping (McLAM). The
McLAM method jointly estimates the TOA and the DOA of an acoustic echo. Both methods are
accompanied by an echo detector to distinguish whether an estimate belongs to an empty space
or actually belongs to a wall. These two methods were implemented and tested on a proof-of-
concept robotic platform. The evaluation results show that the McLAM method could detect
the acoustic reflector’s location under a signal-to-diffuse noise ratio (SDNR) of 10 dB with an
accuracy of 80% of time. The McLAM method could also estimate the acoustic reflector’s lo-
cation up to a distance of 1.5 meters.

Paper G: This journal paper presents a method of improving the EM-based approach in pa-
pers B and C to robustly estimate the acoustic reflector’s location. The previous work does not
take into account the non-ideal response of acoustic systems, e.g., loudspeakers, for TOA/DOA
estimation. The nonlinearity could hinder the TOA estimation of an acoustic echo. This paper
proposes a method to estimate the transfer function or nonlinear response of an acoustic sys-
tem using short filters. This method was evaluated and tested on two proof-of-concept setups.
The experimental results show the proposed method could estimate multiple acoustic reflectors’
locations up to a distance of 1.6 meters under low SNR of 0 dB.

5 Conclusion and direction of future research
This thesis investigates the perception technologies that are used in robotic platforms to acquire
spatial information about the environment. The limitation of constructing a spatial map of an
indoor environment with current technologies, e.g., camera and lidar, are addressed throughout
this thesis. For instance, current sensing technologies are not suitable for detecting transparent
and glass-like surfaces. Camera-based technologies are also susceptible to changing light con-
ditions. This can hamper the accuracy of the spatial map of an environment. To address this lim-
itation, active sound localization techniques based on non-linear least squares and expectation-
maximization methods are proposed. The process involves probing the environment with a
known signal and using the acoustic echoes to estimate the TOAs and DOAs of the signal. The
proposed method could complement existing techniques for spatial map construction and helps
in accurately representing an indoor environment.

As discussed in Section 4, the existing techniques of estimating the distance of a reflector,
e.g., a wall, using acoustic signals are based on prior estimation of the AIR of an environment.
The estimated AIR is then used with a peak-picking algorithm for estimating the TOAs of an
acoustic echo. This is a computationally expensive process for the robotic platform because a
new AIR will be required every time a robot moves to a new location. Hence, in this thesis,
we propose two methods that can jointly estimate TOAs and DOAs directly from the observed
signal. Jointly estimating TOAs and DOAs could enable a robotic platform to construct an
acoustic spatial map of an environment. The current approach to estimating TOAs from AIR is
not susceptible to changing background noise, interfering sources, the nonlinearity of acoustic
systems, and the ego noise of the robotic platform. This makes the state-of-the-art approach
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unsuitable for distance and directional estimation under low SNR conditions.
To construct a spatial map of an environment, the contribution of this thesis starts with

a single-channel approach to estimating the distance of an acoustic reflector using the NLS-
based method (paper A). Since, estimating TOA was not sufficient for spatial map construction,
hence a multi-channel EM-based method was proposed to estimate the TOA and the DOA of
an acoustic echo using a uniform circular microphone array (paper B). The robustness of the
multi-channel EM-based method was evaluated under different background noises, interfering
sources, and the presence of a faulty microphone (paper C). Estimating nonlinearities of the
acoustic system, e.g., the loudspeaker was addressed in paper F which can potentially improve
the performance of the multi-channel EM method for joint TOA and DOA estimation. In the
later stages of this research, the NLS-based methods were expanded to a multichannel approach
for TOA/DOA estimation. Implementation on a robotic platform was done to exploit the move-
ment of the robotic platform for spatial map generation. The performance of the NLS-based
method in a practical setting is shown in papers D and F. The knowledge acquired from these
papers gave way to another interesting approach for estimating acoustic reflectors’ position.
This was done by utilizing the ego-noise of the robotic platform (paper E). Compared to the
other methods discusses so far, this approach does not require the use of loudspeakers to probe
the environment.

The use of echolocation for spatial map generation has many benefits to society. For ex-
ample, it could assist in the development of low-cost robotic platforms that can represent an
environment. Such low-cost robots could be used in extreme environments, e.g., sewers, and
underground tunnels. The use of the acoustic source location method could potentially be used
to detect human survivors in search and rescue missions. Echolocation-based methods could
also be used in autonomous vehicles to detect pedestrians. Furthermore, the method proposed
in Paper E could potentially lead to the development of robotic platforms that can detect obsta-
cles, e.g., walls, merely by utilizing a robot ego-noise

It is the opinion of the author that more research within active sound localization is required
to enable robots to construct a spatial map of an environment using sound. The current algo-
rithms are computationally expensive, however, in future iterations of this research, this could
be optimized to enable robots to process audio data faster. The current research in this thesis was
focused on beamforming techniques applied to robotic platforms, but subspace-based methods
could be used in the future iteration of this research. Another direction of research could be to
extend the approach of Paper E by investigating the structure of ego-noise of robotic platforms,
e.g., drones. To extend the methods in paper E, the influence of airflow on the drone, and the
varying speed of drones could also influence the TDOE estimation. Throughout this research,
the acoustic echo propagation model employed was assumed to be far-field but if the robot is
close to an acoustic reflector then it could be assumed to be near-field. This can change the
derivation of the signal model. Moreover, the probe signal used is AWGN but experimenta-
tion with other probed signals that improve the accuracy and detection of the acoustic reflectors
could also be investigated.



6. Appendix 29

6 Appendix
The following equation from paper E (E. 12) is rewritten here since the derivation in the paper
has a typo.

δJ

δα
= −2yTD∆τxd + 2xTd D∆τxd + 2αxTd DT

∆τD∆τxd = 0. (10)

By observing that DT
∆τD∆τ = I, this becomes:

−2 (y − xd)T D∆τxd + 2α∥xd∥2 = 0 (11)

Hence,

α̂(∆τ) = (y − xd)T D∆τxd
∥xd∥2 . (12)
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[91] R. A. Brooks, C. Breazeal, M. Marjanović, B. Scassellati, and M. M. Williamson, “The cog project:
Building a humanoid robot,” International workshop on computation for metaphors, analogy, and
agents, pp. 52–87, 1998.

[92] S. Hashimoto, S. Narita, H. Kasahara, A. Takanishi, S. Sugano, K. Shirai, T. Kobayashi,
H. Takanobu, T. Kurata, K. Fujiwara, T. Matsuno, T. Kawasaki, and K. Hoashi, “Humanoid robot-
development of an information assistant robot hadaly,” Proceedings 6th IEEE International Work-
shop on Robot and Human Communication. RO-MAN’97 SENDAI, pp. 106–111, 1997.

[93] J. Huang, T. Supaongprapa, I. Terakura, F. Wang, N. Ohnishi, and N. Sugie, “A model-based sound
localization system and its application to robot navigation,” Robotics and autonomous systems,
vol. 27, no. 4, pp. 199–209, 1999.

[94] G. J. Brown and M. Cooke, “Computational auditory scene analysis,” Computer Speech and Lan-
guage, vol. 8, no. 4, pp. 297–336, 1994.

[95] Y. Sasaki, N. Hatao, K. Yoshii, and S. Kagami, “Nested igmm recognition and multiple hypothesis
tracking of moving sound sources for mobile robot audition,” Proc. IEEE Int. Conf. Intell., Robot,
Automation., pp. 3930–3936, 2013.

[96] M. R. Pimpale, S. Therese, and V. Shinde, “A survey on: Sound source separation methods,” Inter-
national Journal, vol. 3, no. 11, pp. 580–584, 2016.

[97] N. Q. K.Duong, E. Vincent, and R. Gribonval, “Under-determined reverberant audio source sepa-
ration using a full-rank spatial covariance model,” IEEE Transactions on Audio, Speech, and Lan-
guage Processing, vol. 18, no. 7, pp. 1830–1840, 2010.

[98] M. I. Mandel, R. J. Weiss, and D. P. W. Ellis, “Model-based expectation-maximization source sep-
aration and localization,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 18,
no. 2, pp. 382–394, 2009.

[99] P. Comon and C. Jutten, “Handbook of blind source separation: Independent component analysis
and applications,” 2010.

[100] S. T. Roweis, “One microphone source separation,” NIPS, vol. 13, no. 2000, 2000.

[101] S. Bensaid, A. Schutz, and D. T. M. Slock, “Single microphone blind audio source separation using
em-kalman filter and short+ long term ar modeling,” International Conference on Latent Variable
Analysis and Signal Separation, pp. 106–113, 2010.

[102] A. Deleforge, F. Forbes, and R. Horaud, “Acoustic space learning for sound-source separation and
localization on binaural manifolds,” International journal of neural systems, vol. 25, no. 01, p.
1440003, 2015.

[103] S. Shabani and Y. Norouzi, “Speech recognition using principal components analysis and neural
networks,” 2016 IEEE 8th International Conference on Intelligent Systems (IS), pp. 90–95, 2016.



36 References

[104] S. S. Agrawal, N. Prakash, and A. Jain, “Transformation of emotion based on acoustic features
of intonation patterns for hindi speech,” African Journal of Mathematics and Computer Science
Research, vol. 3, no. 10, pp. 255–266, 2010.

[105] A. Madan and D. Gupta, “Speech feature extraction and classification: A comparative review,”
International Journal of computer applications, vol. 90, no. 9, 2014.

[106] C. H. Lee, F. K. Soong, and B. H. Juang, “A segment model based approach to speech recognition,”
Proc. IEEE Int. Conf. Acoust., Speech, Signal Process., pp. 501–502, 1988.
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Abstract
An off-the-shelf drone for indoor operation would come with a variety of different sensors that
are used concurrently to avoid collision with, e.g., walls, but these sensors are typically uni-
directional and offers limited spatial awareness. In this paper, we propose a model-based tech-
nique for distance estimation using sound and its reflections. More specifically, the technique
is estimating Time-of-Arrivals (TOAs) of the reflected sound that could infer knowledge about
room geometry and help in the design of sound-based collision avoidance. Our proposed so-
lution is thus based on probing a known sound into an environment and then estimating the
TOAs of reflected sounds recorded by a single microphone. The simulated results show that our
approach to estimating TOAs for reflector position estimation works up to a distance of at least
2 meters even with significant additive noise, e.g., drone ego noise.

1 Introduction
One of the key issues when it comes to indoor operation of Unmanned Aerial Vehicles (UAVs),
also known as drones, is the estimation of the physical boundaries’ (e.g., walls) position in or-
der to avoid collision. A common approach to estimating such positions is to use active sensors
such as ultrasonic or infrared. Alternatively, camera-based technology combined with advanced
computer vision techniques such as Simultaneous Localization And Mapping (SLAM) can be
used for landmark or wall position estimation [A.1]. These techniques, however, have cer-
tain limitations. For instance, computer vision based techniques are susceptible to changing
lightening conditions and does not work well under low-light conditions. Also, SLAM-based
algorithms tends to have difficulty tracking a plain, white surface or landmarks making it harder
for SLAM algorithm to estimate a wall position [A.2]. Moreover, such sensors have a limited
field-of-view, so multiple sensors are required to cover all directions around the drone to avoid
collisions with walls or other acoustic reflectors, e.g., glass windows. However, localization of
a reflector position can be achieved using sound, by estimating the Time-of-Arrivals (TOAs)
of acoustic reflections. This is a known estimation problem within the area of acoustic sig-
nal processing, which can potentially be implemented on moving robotic platforms or drones.
TOAs estimation can thus be important in, e.g., robot and drone (UAV) applications, where
it can facilitate acoustic SLAM (ASLAM) [A.3] and room geometry estimation (RGE) [A.4].
Moreover, if knowledge of TOAs is obtained, then distance estimation to acoustic reflectors is
a straight-forward process given that the speed of sound is known.

In acoustic signal processing, the sound recorded by a microphone consists of a direct path
component, first-order early reflections and later reflectins. This acoustic signal propagation
from a loudspeaker to a microphone in a room is described by the room impulse response
(RIR). The RIR contains information about the TOAs of acoustic reflections, which can be
extracted. In the following, we review recent examples of methods utilizing this approach. For
instance, in [A.5], a cell phone is used to probe the walls at different locations of the room
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with a chirp signal. The sound signals are reflected by the wall which are then correlated
against the source signal to find TOAs which in turn helps determining the distances of the
reflectors. The distance estimation was done by successfully extracting TOAs from a RIR. This
knowledge helps the authors generate a map of the environment. Similarly, in [A.6], a single
collocated microphone and loudspeaker arrangement was placed on a moving robotic platform
to estimate distance between the robot and the reflecting surface from TOAs obtained from RIR.
The authors in [A.6] proposes two estimators to calculate distance from TOAs; one involving
multilateration techniques that uses the measured TOA values to construct a tangent line of the
circle that indicates the position of the wall while the other approach is a Bayesian approach
that gives a general solution to the RGE. Common for these state-of-the-art methods is that they
require information about the TOA’s of the early reflections. Typically, it is assumed that these
estimates can be simply obtained through peak picking on an estimated RIR [A.7]- [A.8]. This
approach is problematic in practice, however, because the individual peaks corresponding to
the true TOA’s can be small due to dispersion, diffusion, etc., and additive noise (e.g., drone
ego noise) can introduce spurious peaks in the estimated RIR [A.9]. Moreover, the accuracy
of the TOA estimates will be limited by the sampling rate [A.10], unless heuristic interpolation
methods are used.

Since a moving drone is always accompanied by ego noise due to the motion of the rotors,
we therefore propose and alternative approach to TOA estimation. This is a model-based ap-
proach for estimating TOA’s based on a model for the early reflections. This enable us to derive
a statistically optimal estimator for obtaining TOA estimates directly from observed microphone
recordings instead of the traditional peak picking on an estimated RIR. This is inspired by the
work in [A.11] on DOA estimation in reverberant environments. When it is desired to estimated
multiple TOA’s, e.g., to estimate the distance to multiple reflectors, our proposed estimator be-
comes computational complex due to its multidimensional nature. To tackle this, we propose
an iterative estimation procedure based on the RELAX procedure [A.12].

The remaining part of this paper is organized as follows: Section 2 formulates the signal
model and the problem. Section 3 describe the proposed TOA estimator based on the model,
Section 4 describe an iterative procedure for handling multiple reflections, while Section 5
evaluates the performance and robustness of the proposed solution. Furthermore, Section 6
contains our conclusions and future work.

2 Signal Model and Problem Formulation

Consider the setup where a single loudspeaker is situated at rs ≜ [xs, ys, zs] that emits a known
signal s(n) which is recorded by a microphone placed at location rm ≜ [xm, ym, zm]. The
microphone and sound source are assumed to be collocated and placed inside a room. The
observed signal recorded by microphone y(n) is then modeled as follows:

y(n) = s(n) ∗ h(n) + v(n) = x(n) + v(n) (A.1)
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where h(n) is the impulse response of the room measured from rs to rm, x(n) = s(n)∗h(n)
is the sound source signal including reverberation, v(n) is additive background noise, e.g., ego
noise, and ∗ represents the convolution operator. If we decompose (A.1) as a sum of its direct-
path component and its first few reflections, then the observed signal model can be written as:

y(n) =
R∑
q=1

gqs(n− τq) + v′(n) (A.2)

where gq is the attenuation of the qth order sound reflection from the source to the microphone,
and v′(n) is a combined noise term constituted by the late reverberation (i.e., the q > R com-
ponents) and the additive background noise. This can be further decomposed as

y(n) = xD(n) + xR(n) + v′(n), (A.3)

where xD(n) = g1s(n− τ1) is the direct path component, and xR(n) =
∑R
q=2 gqs(n− τq) is

the early reflection components. The signal decomposition, can also be expressed using simple
first order FIR filters, hq , for q = 1, . . . , R, as

y(n) =
R∑
q=1

hq ∗ s(n) + v′(n), (A.4)

The transfer function of these filters are given by

Hq(z) = gqz
−τq , (A.5)

for q = 1, . . . , R. In many applications, the microphone and the sound source will be placed
in fixed positions. In such cases the transfer function of h1 can be either measured offline or
computed analytically using the geometry, i.e., by computing g1 and τ1. In such cases, we can
thus work with a modified signal model:

y(n) =
R∑
q=2

hq ∗ s(n) + v′(n), (A.6)

where y(n) = y(n)−xD(n), and only the gains and delays of the early reflections are unknown.
The estimation problem at hand, is thus to estimate these unknown quantities, τq and gq for
q = 2, . . . , R, which are key components in acoustic SLAM and room geometry estimation
methods.

3 Non-Linear Least Square (NLS) Estimator

If we takeN samples of the observed signals y(n) =
[
y(n) y(n+ 1) · · · y(n+N − 1)

]T
and assume that we know s(n) we can formulate a nonlinear least squares (NLS) estimator,
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which is the maximum likelihood estimator when the noise is white Gaussian. Mathematically,
this can be formulated as

{ĝ, τ̂} = arg min
g,τ

∥y(n) − x(n)∥2 (A.7)

= arg min
g,τ

∥∥∥∥∥y(n) −
R∑
q=2

hq ∗ s(n)

∥∥∥∥∥
2

, (A.8)

where

τ̂ =
[
τ̂2 τ̂3 · · · τ̂

]T
, (A.9)

ĝ =
[
ĝ2 ĝ3 · · · ĝR

]T
. (A.10)

and y(n), xR(n) and s(n) are defined similarly to y(n). Moreover, the notation a ∗ b denotes
the convolution of each entry in the vector b with the scalar a, while ĉ denotes an estimate of the
parameter c. Using Parseval’s theorem, we can transfer (D.4) to the frequency domain, which
yields

{ĝ, τ̂} = arg min
g,τ

∥Y − X∥2 (A.11)

= arg min
g,τ

∥∥∥∥∥Y −
R∑
q=2

Hq ⊙ S

∥∥∥∥∥
2

, (A.12)

where Y and X are the length K DFT vectors of y(n) and x(n), respectively. Moreover,
Hq = gqZ(τq) and

Z(τ) =
[
1 e−jτ2π 1

K · · · e−jτ2πK−1
K

]T
. (A.13)

That is, when the noise is white Gaussian, the maximum likelihood estimator can also be written
as

{ĝ, τ̂} = arg min
g,τ

∥∥∥∥∥Y −
R∑
q=2

gqZ(τq) ⊙ S)

∥∥∥∥∥
2

(A.14)

= arg min
g,τ

J(g, τ ) (A.15)

4 RELAX non-linear least square (RNLS) estimator

The estimator in (A.14) can be shown to be statistically optimal when estimating g and τ in
the presence of additive white Gaussian noise. However, it is computationally expensive when
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estimating multiple TOA’s as it will require a multi-dimensional search for different values of
τ and g, limiting its use in real-time, practical applications. Therefore, a RELAX procedure,
originally proposed by [A.12] and later used in [A.11], will be adopted to iteratively calculate
the value of τ and g.

In order to implement the RELAX method, we will introduce a modified observed signal:

Yr = Y −
R∑

q=2,q ̸=r
gqZ(τq) ⊙ S (A.16)

where Yr is a modified observation vector containing only the r’th early reflection and additive
noise.With this we can then estimate the r’th gain and TOA as

{ĝr, τ̂r} = arg min
g,τ

∥Yr − grZ(τr) ⊙ S)∥2 (A.17)

We can then solve for the linear gain parameter gr by taking the derivative of the cost function
and setting it equal to zero, yielding

ĝr = YH
r Z(τr) + ZH(τr)Yr

2ZH(τr)Z(τr)
(A.18)

where Z(τr) = Z(τr) ⊙ S. This can be inserted back into estimator in (A.17) to obtain the τr
as

τ̂r = arg min
τ

∥∥∥∥∥Yr − YH
r Z(τ) + ZH(τ)Yr

2ZH(τ)Z(τ)
Z(τ)

∥∥∥∥∥
2

(A.19)

τ̂r = arg max
τ

IR{YH
r Z(τ)} (A.20)

That is, by solving the optimization problem in (A.20), we can calculate τ̂r and its correspond-
ing ĝr of the r’th reflection. This leads to the iterative RELAX-based procedure:

• Step 1: Assume that R = 2, i.e., that we have one first-order reflection of the sound.
Estimate g2 and τ2 using (A.18) and (A.19) from Y2 = Y.

• Step 2: Assume R = 3. Estimate g3 and τ3 using (A.18) and (A.19) from Y3 computed
with the current estimates of τ2 and g2. Then re-estimate g2 and τ2 from Y2 computed
using the newly estimated values of g3 and τ3. Continue Step 2 until it converges (e.g.,
∥J i − J i+1∥2 < ϵ where i is the iteration index and ϵ is a threshold value.
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• Step 3: Assume R = 4. Estimate g4 and τ4 using (A.18) and (A.19) from Y4 computed
with the current paramater estimates of the other reflections. Then re-estimate g2 and τ2
from Y3 computed using newly estimated reflection parameters. Then re-estimate g3 and
τ3 from Y3 computed using the newly estimated reflection parameters. Continue until
convergence.

• Remaining Steps: Continue until R is equal to the desired number of early reflections.

5 Experimental results and Evaluation
In this section, we will evaluate our proposed solution in a simulated room environment obtained
with the Multichannel Room Acoustic Simulator (MCRoomSim) [A.13]. The performance was
measured in terms of root mean squared error (RSME) with respect to the distance from the
microphone and loudspeaker arrangement to the acoustic reflector, but also with respect to the
noise level. Two experiments were conducted; one involving a random noise signal that is
transmitted by the loudspeaker for different drone positions while the background noise is white
Gaussian; and the other involved using more realistic drone ego noise (e.g., rotor noise) as the
background noise. The drone sound was obtained from the DREGON dataset [A.14].

A room with a dimension of 10 × 10 × 6 m was considered. To test the validity of our
proposed solution, we use a collocated microphone-loudspeaker arrangement where the loud-
speaker generate a known sound signal and a microphone is placed at a fixed distance of 0.1m
directly underneath the loudspeaker. The microphone-loudspeaker arrangement was placed
parallel to the x-axis of the room and was located at a position rs = [0.1, 5, 3] m while the
microphone position is rm = [0.1, 5, 2.9] m. The position of the source and the microphone
arrangement in relation to the wall is then varied from 0.1 m to 2 m in 0.2 m steps. Moreover,
the sampling frequency was set to 44.1 kHz and the signal length was set to 2000 samples. As
discussed in the previous section, we generate a known sound signal. For this particular exper-
iment, we use a random noise signal as our sound source constituted by 2000 samples drawn
from a Gaussian distribution. Furthermore, the speed of sound was fixed at 343 m/s. Then,
additive white Gaussian noise was introduced at varying SNR levels ranging from −40 dB to
40 dB in 5dB steps. Similarly, the two evaluations (i.e., versus distance and SNR) was carried
out with realistic drone ego noise as well. The ϵ value was set to 1 × 10−5, which we found
through experiments to be suitable for accurate estimation of the gains and TOAs with the RE-
LAX procedure. Finally, 50 Monte Carlo simulation were conducted for each of the settings
and the average results for each setting are shown.
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Fig. A.1: Performance metrics of proposed method using a Gaussian noise as the background noise. RMSE of TOA
were measured against varying (a) SNR and (b) distance of collocated microphone-loudspeaker from one of the wall
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Fig. A.2: Performance metrics of propose method using a drone sound as the background noise for a large room. RMSE
of TOA were measured against varying (a) SNR and (b) distance of collocated microphone-loudspeaker from one of
the wall
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5.1 Algorithm testing with additive white Gaussian noise as the sensor
noise

In the first experiment, we tested the performance of our proposed method with white Gaussian
background noise. As seen in Fig.A.1(a), the proposed method give low estimation errors for
SNRs above −15 dB for distances between 0.1 m and 1.0 m, whereas for the higher distances,
this is the case for SNRs above -10 dB. Moreover, as seen in A.1(b), the proposed method
could estimate reflector’s distance up to 2m when the background noise level is above -20 dB.
Furthermore, the algorithm was tested on a standard desktop computer using MATLAB as the
simulation environment running on Microsoft Windows 10 operating system with a an Intel
Core i7 CPU with 3.40 GHz processing speed and 16 GB of Random Access Memory (RAM).
The average time for the algorithm for estimating first-order early reflection is around 1.71
seconds which we believe would be suitable for any drone application. The average computation
time could be further reduced when estimating the distances over time and reducing the grid size
τ in (A.19). This is possible if we estimate distances at time instances zero and then at time
instance one, the algorithm could use previous estimates of distance to search for TOAs using a
reduced grid size.

5.2 Algorithm testing with drone noise as a background noise
In this experiment, we tested the performance of the proposed method in the presence of drone
ego noise as the background noise. As seen in A.2(b), the performance is comparable to A.1(b).
Moreover, it show the TOAs estimator starts to break down at -10 dB when increasing the dis-
tance above 1 m. These observations are expected, because the local SNR decreases as the
distance of the proposed microphone- loudspeaker setup is increased against the wall. More-
over, similar behaviour will be expected across the remaining SNR values if we evaluate the
estimator beyond 2m.

5.3 Detecting multiple peaks using RELAX procedure
In a real-world situation, drones could be placed in near multiple acoustic reflectors, in which
case we want to estimate multiple TOAs. This can be done with the RELAX procedure,
we can estimate all the reflections associated with the reflecting surfaces. This was evalu-
ated with a room of dimensions 6 × 6 × 2.4 m that was simulated in MCRoomSim and the
collocated loudspeaker-microphone pair was placed at a location of rs = [0.1, 1, 3]m and
rm = [0.1, 1, 2.9]m, respectively. As seen in Fig. A.3, multiple reflections are recorded by
the microphone, each associated with a wall inside a room. The estimated TOAs are close to
strongest of the true TOAs of the walls.
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Fig. A.3: Detection of multiple reflections using the proposed iterative procedure.

6 Discussion and Future work
In this paper, we proposed an active approach to estimate TOAs using a collocated loudspeaker-
microphone arrangement. Our iterative and model-based approach to TOA estimation could,
e.g, be implemented on a UAV as part of a collision-avoidance system. The proposed method,
is based on a model of early reflections leading to a statistically optimal NLS estimator. To
handle the computationally complex problem of estimating multiple TOAs of multiple reflectors
in this way, also proposed and iterative implementation of the estimator. In the experiments, we
evaluated the method in different noisy scenarios, showing that our proposed method is robust
and accurate up to at least a distance of 2 m with negative SNRs, both with additive white
Gaussian noise and more realistic ego noise from the rotors of a drone. This indicate that the
propose probing approach would not be too intrusive, as the TOAs can be estimated even when
the ego noise is louder than the probing sound. In the future iteration of this research, we will
test the performance of our proposed method on an actual UAV. Moreover, we aim at extending
the proposed method to use an array of microphones so we can estimate both the distance and
the direction of the early reflections.

References
[A.1] M. A. Al-Ammar, S. Alhadhrami, A. Al-Salman, A. Alarifi, H. S. Al-Khalifa, A. Alnafes-

sah, and M. Alsaleh, “Comparative survey of indoor positioning technologies, techniques,
and algorithms,” 2014 International Conference on Cyberworlds, pp. 245–252, 2014.



56 References

[A.2] E. Eade and T. Drummond, “Edge landmarks in monocular slam,” Image and Vision
Computing, vol. 27, no. 5, pp. 588–596, 2009, the 17th British Machine Vision
Conference (BMVC 2006). [Online]. Available: https://www.sciencedirect.com/science/
article/pii/S0262885608000978
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Abstract
The time-of-arrivals (TOAs) of acoustic echoes is a prerequisite in, e.g., room geometry esti-
mation and localization of acoustic reflectors, which can be an enabling technology for au-
tonomous robots and drones. However, solving these problems alone using TOAs introduces the
difficult problem of echolabeling. Moreover, it is typically suggested to estimate the TOAs by
estimating the room impulse response, and finding the peaks of it, but this approach is vulner-
able against noise (e.g., ego noise). We therefore propose an expectation-maximization (EM)
method for estimating both the TOAs and direction-of-arrivals (DOAs) of acoustic echoes using
a loudspeaker and a uniform circular array (UCA). Our results show that this approach is more
robust against noise compared to the traditional peak finding approach. Moreover, they show
that the TOA and DOA information can be combined to estimate wall positions directly without
considering echolabeling.

1 Introduction
Robot and drone audition are topics that have emerged during the past decade [B.1, B.2, B.3].
In addition to more established applications of audio, such as for human-robot interaction [B.4],
audio has proven to be useful for estimation of acoustic source locations, robot/drone position,
acoustic reflector positions and room geometries, which potentially can be an enabling tech-
nology for, e.g., indoor operation of robots and drones. The existing approaches for solving
these estimation problems can be broadly classified as either passive or active approaches. In
the passive approach, localization is conducted using external sources in the environment, such
as human speech. This approach was considered previously for acoustic simultaneous local-
ization and mapping (aSLAM) [B.5, B.6, B.7], which enables estimation of a robot’s position
in relation to a number of external acoustic sources. An advantage of the passive approach is
that it is non-intrusive in the sense that it use already present sound in the environment, but it is
unreliable if there are long periods of sound inactivity, and current approaches do not consider
the estimation of acoustic reflectors.

The active approach, which is considered in this paper, uses one or more loudspeakers to
probe the environment and one or more microphones to record the propagated probe sound.
This enables the estimation of the TOAs of both the direct and reflected sounds. This can further
increase the localization accuracy compared to the passive approach, and facilitate the locations
of acoustic reflectors. One example of an active approach was proposed in [B.8], where the
authors consider the problem of estimating both the room geometry and a robot’s position within
the room using a collocated microphone and loudspeaker setup. The approach utilizes TOA
estimates of the first order reflections, which are assumed known. To resolve the ambiguity of
how each TOA is mapped to a reflector position, they consider multiple observations over time
and assume the robot is moving. Based on this, they propose two algorithms, one based on
basic trigonometry and the other based on Bayesian filtering. Another approach was considered
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in [B.9], where the TOAs corresponding to first-order echoes are used for estimating the shape
of arbitrary convex room shapes. Commonly for these and many other active approaches, is
that they do not consider the TOA estimation problem although it is a difficult one due to, e.g.,
spurious estimates [B.10], and for methods relying on first- and second-order echoes only, it
introduces the subsequent problem of echolabeling [B.11]. Moreover, if only one microphone
and one loudspeaker is used, the mapping of first-order TOA estimates to reflector positions is
ambiguous and requires either more transducers or the exploitation of movement.

To address some of these issues with the current active approaches, we consider a setup
with a loudspeaker located inside a uniform circular microphone array. Based on this setup, we
propose an expectation-maximization (EM) based method, which can estimate both the TOA
and direction-of-arrival (DOA) of the sound echoes. In addition to yielding more accurate TOAs
due to the use of multiple microphone recordings, the DOA estimation reduces the ambiguity
of the estimated echoes, since the estimates corresponding to the first-order echoes directly
reveal the reflector position. The estimation is carried out in the time-domain and directly
from the recorded signals, and not from, e.g., estimated room impulse responses. Joint TOA
and DOA estimation has been considered previously in multiuser and multipath communication
systems [B.12, B.13, B.14], but to the best of our knowledge it has not been considered in active
approaches for acoustic reflector localization.

2 Problem Formulation
Consider a setup where M microphones are recording the sound from a loudspeaker including
its reflections from the physical objects and the boundaries of the acoustic enclosure. In its most
general form, we can thus model the signal received by microphone m as

ym(n) = hm ∗ s(n) + vm(n) = xm(n) + vm(n) (B.1)

where, xm(n) = hm ∗ s(n), hm is the acoustic impulse response from the loudspeaker to
microphonem, s(n) is the audio signal played back by the loudspeaker, and vm(n) is an additive
background noise (e.g., ego-noise from a robot or drone platform). In this paper, the audio signal
s(n) is assumed to be a known signal, which is then used to probe the acoustic environment and
facilitate TOA and DOA estimation of the individual early reflections. To this end, we rewrite
ym(n) as

ym(n) =
R∑
r=1

gm,rs(n− τ1,r − ηm,r) + wm(n), (B.2)

where R is the number of early reflections including the direct-path sound component, and
gm,r is the attenuation of the rth sound component from the loudspeaker to microphone m.
Moreover, ηm,r = τm,r−τ1,r is the TDOA of the rth component measured between microphone
#1 and microphone #m, τm,r is the TOA of the rth component on microphone m, and wm(n)
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is a noise term comprising both the additive noise component vm(n), and late reverberation, i.e.,
the late arrivals r > R. We note that microphone #1 was arbitrarily chosen as the reference
microphone, but the reference could be any of the microphones or even a virtual location like
the array center.

If the geometry of the microphones and the loudspeaker are known, the model can be further
specified. In this paper, we consider a setup where the loudspeaker is placed in the center of a
uniform circular array (UCA) with M microphones. This enable us to write the TDOAs as

ηm,r = d sinψr[cos(θ1 − ϕr) − cos(θm − ϕr)]
fs
c
, (B.3)

where d is the radius of the UCA, ψk and ϕk are the inclination and azimuth angles of the rth
reflection, respectively, and θm is the angle of the mth microphone on the circle forming the
UCA. Furthermore, fs is the sampling frequency and c denotes the speed of sound. If we collect
N time samples from each microphone and assume stationarity across those samples, we can
vectorize our data and extend our signal model as:

ym(n) =
R∑
r=1

gm,rs(n− τ1,r − ηm,r) + wm(n) (B.4)

with ym(n), s(n), and wm(n) being vectors comprising N time samples of ym(n), s(n) and
w(n), respectively, e.g., ym(n) =

[
ym(n) ym(n+ 1) · · · ym(n+N + 1)

]T
.

The task at hand is then to estimate the unknown TOAs and DOAs of the R early reflections
from N time samples from each of the M microphones.

3 Expectation-Maximization based TOA and DOA Estima-
tion

We proceed to propose a method for solving the estimation problem in Sec. 2 as a maximum
likelihood criterion solved by the application of the expectation-maximization (EM) algorithm.
Before that, we briefly present an EM-based method for estimating the TOAs of the reflections
when having only one loudspeaker and one microphone, which we refer to as a single-channel
TOA estimation. This method was proposed in [B.15], and serves as our reference method.

3.1 Single-Channel TOA Estimation
In the following, we omit the microphone index since only a single microphone is considered.
If we assume that the additive noise term is white Gaussian, the maximum likelihood estimator
for the unknown TOAs is given by [B.16]

{τ̂ , ĝ} = min
τ ,g

∥∥∥∥∥y(n) −
R∑
r=1

grs(n− τr)

∥∥∥∥∥
2

, (B.5)
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where τ =
[
τ1 · · · τR

]T
, and g =

[
g1 · · · gR

]T
. While this estimator is statistically

efficient under the white Gaussian noise assumption, it is non-convex with respect to the un-
known TOAs and thus requires an exhaustive, computationally demanding and multidimen-
sional search over numerous candidate TOAs.

Alternatively, an EM approach for superimposed signals [B.15] can be adopted. The basic
idea behind this approach is to define the complete data as observations of all the individual
signals. For the problem at hand, these observations are given by

xr(n) = grs(n− τr) + wr(n), (B.6)

for r = 1, . . . , R, where wr(n) is obtained by an arbitrary decomposition of the total noise
w(n) into the R components such that

R∑
r=1

wr(n) = w(n) ∧ y(n) =
R∑
r=1

xr(n). (B.7)

As suggested in [B.15], we let the individual noise terms be independent, zero-mean, white
Gaussian and distributed as N (0, βrC), and C is the covariance matrix of w(n). Moreover,
the βr’s are arbitrary, non-negative and real-valued scalars satisfying

∑R
r=1 βr = 1. With these

assumptions, it can be shown that the EM algorithms assumes the following form
E-step: For r = 1, . . . , R, compute

x̂(i)
r (n) = ĝ(i)

r s
(
n− τ̂ (i)

r

)
+ βr

[
y(n) −

R∑
k=1

ĝ
(i)
k s

(
n− τ̂

(i)
k

)]
. (B.8)

M-step: For r = 1, . . . , R, compute

{ĝr, τ̂r}(i+1) = argmin
g,τ

∥x̂(i)
r (n) − gs(n− τ)∥2, (B.9)

where (i) denotes the iteration index. It can be shown that the M-step can be simplified if
the analysis window is long compared to the length of the known signal used for the TOA
estimation, in which case the estimator in (B.9) can be decomposed as

τ̂r = argmax
τ

x̂Tr (n)s(n− τ), (B.10)

ĝr = x̂Tr (n)s(n− τ̂r)
∥s(n)∥2 . (B.11)

This reveals an interesting interpretation of the EM-based estimator. First, the individual ob-
servations are processed by matched filters using the known source signal to find the unknown
TOAs. Then, based on the estimated TOAs, closed-form estimates of the unknown gains are
found by a least squares fit between the known input signal and the estimated contribution to
the rth component.
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3.2 Proposed TOA and DOA Estimation Method
Based on this single-channel approach, we now propose an EM algorithm for estimating both
the TOAs and the DOAs of individual reflections, that are generated and observed using the
setup described in Section 2. For this method, the complete data is considered as the observa-
tions of all the individual reflections from all microphones, where each of these observations,
for r = 1, . . . , R and m = 1, . . . ,M are given by

xm,r = gm,rs(n− τ1,r + ηm,r) + wm,r(n). (B.12)

As for the single-channel case, the signals wm,r(n) represents an arbitrary decomposition of
the noise into R components. Here, the decomposition is applied for each microphone such
that, for m = 1, . . . ,M ,

R∑
r=1

wm,r = wm(n). (B.13)

Moreover, we assume that the additive noise is uncorrelated between frames and sensors and
that the variance of the noise is the same on each channel. Then, based on the EM algorithm for
superimposed signals, the E- and M-steps can be stated:

E-step: For r = 1, . . . , R and m = 1, . . . ,M , compute

x̂(i)
m,r(n) = ĝ(i)

m,rs(n− τ̂ (i)
m,r) (B.14)

+ βr

[
ym(n) −

R∑
k=1

ĝ
(i)
m,ks(n− τ̂

(i)
m,k)

]
,

where τ̂m,r = τ̂1,r + η̂m,r.
M-step: For r = 1, . . . , R, compute

{τ̂1,r, η̂r, ĝr}(i+1) = argmin
τ1,η,g

∥x̂(i)
r (n) − D(η,g)s(n− τ1,r)∥2

= argmin
τ1,η,g

J(τ1,r,ηr,gr) (B.15)

where

x̂r(n) =
[
x̂T1,r · · · x̂TM,r

]T
,

gr =
[
g1,r · · · gM,r

]T
, ηr =

[
η2,r · · · ηM,r

]T
,

D(ηr,gr) =
[
g1,rIN g2,rDT

η2,r
· · · gM,rDT

ηM,r

]T
,

and Dη is a cyclic shift matrix which delays a signal by −η samples. It turns out that the cost
function, J(τ1,r,ηr,gr), can be written as

J(τ1,r,ηr,gr) = ∥x̂r(n)∥2 + ∥gr∥2∥s(n− τ1,k)∥2 − 2x̂Tr (n)D(ηr,gr)s(n− τ1,r), (B.16)
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The first term does not depend on any parameter of interest. If we assume that the analysis
window is long compared to the length and the delay of the source signal s(n), we also have
that the second term does not depend on either τ1,k or ηr. That is, to estimate the TOA’s and
TDOA’s, we only need to consider a simpler estimation problem:

{τ̂1,r, η̂r} = argmax
τ,η

xTr (n)D(ηr,gr)s(n− τ1,r) (B.17)

= argmax
τ,η

(
M∑
m=1

gm,rxTm,r(n)Dηm,r

)
s(n− τ1,r).

The unknown gains can be replaced by their estimates obtained from minimizing the cost func-
tion with respect to these, yielding

ĝm,r =
x̂TD

η̂m,r
s(n− τ̂1,r)

∥s(n)∥2 . (B.18)

If the reflections are assumed to be in the far-field of the array, we can simplify the estimators
even further, since the gains will be independent of the microphone and will only depend on the
reflection index r, namely gm,r = gr. If this is the case, the TOA and TDOA estimators become

{τ̂1,r, η̂r} ≈ argmax
τ,η

(
M∑
m=1

xTm,r(n)Dηm,r

)
s(n− τ1,r), (B.19)

and, accordingly, the gain estimator can be reformulated as

ĝr =
∑M
m=1 x̂Tm,rDη̂m,r

s(n− τ̂1,r)
M∥s(n)∥2 . (B.20)

For the considered setup with a loudspeaker centered inside a UCA, we can use the model
in (B.3) to further simplify the estimation problem, i.e., by searching over DOAs rather than
TDOAs. That is, the TOA and TDOA estimator in (B.19) of the M-step is replaced by

{τ̂1,r, ϕ̂r, ψ̂r} ≈ argmax
τ,ϕ,ψ

(
M∑
m=1

xTm,r(n)Dηm,r

)
s(n− τ1,r), (B.21)

where ηm,r is computed using (B.3). This can reduce the dimensionality and thus the complex-
ity of the estimation problem, since we then only need to estimate the DOAs of the individual
reflections rather than all the TDOAs between the reference microphone and all the other micro-
phones for each reflection. Moreover, the estimators in (B.19) and (B.21) have very interesting
interpretations, namely that the EM-based estimators corresponds to estimating the TOAs and
the DOAs by maximizing the output power of a matched filter at the output of a delay-and-sum
beamformer. Further reductions in the computational complexity may be achieved by employ-
ing the space alternating generalized expectation (SAGE) algorithm rather than the EM algo-
rithm [B.17], or by employing a recursive EM procedure [B.18] if the TOAs and DOAs need to
be tracked over time.
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4 Experimental Results
In our experimental study, we investigate two issues: the benefit of using multiple microphones
for TOA estimation, and the application of the proposed TOA and DOA estimation method for
acoustic reflector localization. In both experiments, the methods are tested using signals that are
spatially synthesized using a room impulse response generator [B.19] with the following setup:
the room dimensions were 8×6×5 m, the reverberation time (T60) was set to 0.6 s, and the sound
speed was 343 m/s. Moreover, the loudspeaker was placed at the location (1, 1.3, 2.5) m, and
the UCA had M = 3 microphones centered around this position with at a radius of d = 0.1 m.
A white Gaussian noise burst of 1, 500 samples was used as the known signal, s(n), at a sam-
pling frequency of fs = 22, 050 Hz. Since the UCA and loudspeaker configuration is fixed, we
assumed that the direct path sound components can be estimated offline and subtracted these
from the recorded signals before estimating the parameters of the reflections. The background
noise was constituted by two parts: diffuse spherical noise and thermal sensor noise. The dif-
fuse spherical noise was generated using the method described in [B.20] using noise from the
rotors of a drone running at 70 RPS, which is available from the DREGON database [B.3]. The
thermal sensor noise was spatially and spectrally white noise. These noises were then added
to the microphone recordings to obtain certain signal-to-diffuse-noise and signal-to-noise ra-
tios (SDNR and SNR). Both the SDNR and the SNR were the same across all microphones.
The EM algorithm was setup to estimate R = 3 early reflections using 30 EM iterations, and
the βr’s were all set to 1/R. To initialize the method, the gain estimates, ĝr were sampled
from a uniform distribution over the interval [0; 1], the TOAs, τ̂1,r, were sampled from a uni-
form discrete distribution over the time indices corresponding to the analysis window, and the
DOAs, ϕ̂r, were sampled from a uniform distribution over the interval [0◦; 360◦]. After emitting
and recording the known source signal, an analysis window of each recording was considered
starting from τmin samples to τmax samples after the source signal was emitted. For the first
experiment, the interval was chosen such that the first-order reflections between distances of
0.5 m and 2 m from the array center were captured. With this setup, we then carried out an
experiment where we evaluated the accuracy of the TOA estimates obtained with the proposed
EM method (EM-UCA) for joint TOA and DOA estimation. Since the ψ’s is ambiguous with
the chosen array structure, we only estimated the ϕ’s. The accuracy, was compared with that of
the TOA estimates obtained with the single-channel EM method in Sec. 3.1 (EM-SC) using the
observations from the reference microphone only, and with the commonly suggested approach
of first estimating the RIR and then estimate the TOAs using peak picking on the estimated
RIR (RIR-PP). The RIR was estimated by using dual channel analysis [B.21], i.e., by comput-
ing Ĥ1(f) = Y1(f)/S(f) and then taking the inverse DFT to get ĥ1 = F−1{Ĥ1(f)}. The
accuracy was defined as the percentage of TOA estimates that were within ±1 sample of one
of the TOAs of the first- and second-order reflections. This was measured for different SDNRs
while the SNR was fixed to 40 dB, and for each SDNR it was measured over 100 Monte-Carlo
simulations. Eventually, this led to the results depicted in Fig. B.1. These results show that
the EM methods for TOA estimation clearly outperforms the RIR-PP approach. To achieve
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Fig. B.1: TOA estimation accuracy of the UCA and single-channel EM methods versus the SDNR.

similar accuracy with RIR-PP as with the EM methods, the SDNR needs to be almost 10 dB
larger. Moreover, the results show that the proposed EM-UCA approach slightly outperforms
the EM-SC approach in the SDNR region from 0 to 10 dB, and otherwise they show similar
performance. It is important to note that EM-UCA achieves this while estimating one addi-
tional unknown parameter (i.e., the DOA) compared to EM-SC. Estimating the DOA is more
difficult with the TOA-only based approaches, since it requires echolabeling to associate the
TOAs estimated at different time instances, across multiple microphones, or both. Furthermore,
it is expected that the performance of EM-UCA may be further improved by, e.g., not assuming
far field.

In the second experiment, we consider an application example of the proposed method (EM
UCA), where it was applied to acoustic reflector localization at different positions inside a room
of dimensions 6 × 4 × 3 m. This could be used on a robot or drone platform equipped with
a UCA and loudspeaker setup to map the surroundings by estimating the distances and angles
to physical objects including walls. For this experiment, the SNR was 40 dB and the SDNR
was 5 dB. The microphone and loudspeaker setup was similar to the previous experiment, and
was assumed to follow the path indicated in Fig. B.2 at a height of 1.5 m. We simulated this
by estimating two reflector positions (i.e., R = 2) for 80 equispaced grid points on the depicted
path. Aside from this, the simulation setup was identical to that in the previous experiment.
The results from the experiment is depicted in Fig. B.2. As it can be seen, the proposed method
is clearly able to provide accurate estimates of the acoustic reflector positions in most cases.
The few erroneous outliers primarily happens when the UCA is only near one wall, e.g., at
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Fig. B.2: Examples of reflector positions estimates obtained using the TOA and DOA estimates from the proposed EM
method.

(3, 1.2, 1.5) m, in which case R = 2 is an inappropriate choice. While it is out of the scope of
this paper, it is expected that the amount of errors can be reduced further by either choosing R
adaptively or smoothing the estimates.

5 Conclusion
We considered estimation of the TOAs and DOAs of acoustic reflections with an active ap-
proach, assuming a hardware setup with a loudspeaker in the center of a UCA. Using this, we
proposed an EM based method for estimating these parameters that can be used for example
in estimating the position of walls and other physical objects, e.g., to enable autonomous in-
door robots and drones. Existing methods for estimating acoustic reflector positions typically
only use TOA information, and assume these can be obtained through peak finding on esti-
mated RIRs. However, this approach is not robust to noise as opposed to the proposed approach
as shown in our experiments. In the considered setup, the peak picking approach requires the
SDNR to be 10 dB higher to yield the same results as the EM methods. In addition, our proposed
method includes DOA estimation, so we can directly and accurately estimate the positions of
first-order acoustic reflectors by combining the TOA and DOA estimates as shown in the exper-
iments. This is difficult in existing TOA-only based approaches, where echolabeling is required
to associate echoes over time, across microphones, or both.
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Abstract
Estimation problems like room geometry estimation and localization of acoustic reflectors are
of great interest and importance in robot and drone audition. Several methods for tackling
these problems exist, but most of them rely on information about times-of-arrival (TOAs) of the
acoustic echoes. These need to be estimated in practice, which is a difficult problem in itself,
especially in robot applications which are characterized by high ego-noise. Moreover, even if
TOAs are successfully extracted, the difficult problem of echolabeling needs to be solved. In this
paper, we propose multiple expectation-maximization (EM) methods, for jointly estimating the
TOAs and directions-of-arrival (DOA) of the echoes, with a uniform circular array (UCA) and
a loudspeaker in its center for probing the environment. The different methods are derived to
be optimal under different noise conditions. The experimental results show that the proposed
methods outperform existing methods in terms of estimation accuracy in noisy conditions. For
example, it can provide accurate estimates at SNR of 10 dB lower compared to TOA extraction
from room impulse responses, which is often used. Furthermore, the results confirm that the
proposed methods can account for scenarios with colored noise or faulty microphones. Finally,
we show the applicability of the proposed methods in mapping of an indoor environment.

1 Introduction
During the past decade, there has been an increased research interest in robot and drone audition
[C.1, C.2, C.3]. Hearing capabilities enable robots to, understand and interact with humans
[C.4]. Moreover, it has also been proven useful for sensing the physical environment. For
example, it can be used for estimating the locations of acoustic sources, the position of a robot
or drone, the positions of acoustic reflectors, and for inferring room geometry [C.5, C.6, C.7].
Potentially, this can enable autonomous indoor operation of robots and drones.

Some different approaches for tackling the above estimation problems have already been
considered. In a broad sense, these can be classified as being either passive or active. The pas-
sive approach relies on using external sound sources in the environment to conduct the local-
ization. Examples of such sources could be human speech, noise from machinery, or ego-noise
from other robots or drones. This approach was, e.g., used for solving the acoustic simultaneous
localization and mapping (aSLAM) problem [C.8, C.9, C.10]. With aSLAM, it is possible to
estimate the robot location relative to a number of passive acoustic sources in its vicinity. One
obvious advantage of such passive approaches, is that they are non-intrusive since only already
existing sounds are used in the estimation. This comes at a price, however, since many acoustic
sources, such as human speech, contains periods of inactivity, which can lead to unreliable es-
timates. This is particularly true with moving objects such as robots and drones. Moreover, to
facilitate autonomous indoor operation, it is of great importance to also estimate the location of
acoustic reflectors, e.g., walls, which is difficult with the passive approach, where only relative
timing information is available.
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The alternative, which we consider in this paper, is the active approach. In this approach, one
or more loudspeakers are used to probe the environment using a known signal. Subsequently,
a number of microphones are used to record the sound after it has propagated through the
environment. Compared to the passive approach, this facilitate the estimation of the times-
of-arrival (TOAs) of both the direct and reflected sound components. With this information,
the localization accuracy can be increased significantly compared to the passive approach, and
the task of acoustic reflector localization becomes less complex. In the following, we briefly
outline some of the most recent and relevant work on active approaches. Some authors have
considered the problem of estimating both room geometry and a robot’s position with a setup
consisting of a collocated microphone and speaker pair [C.11]. To achieve this, they utilize TOA
estimates of the first order reflections. The TOAs are assumed known or estimated beforehand.
To tackle the estimation problem with the considered single-channel setup (i.e., one microphone
and one loudspeaker), they consider multiple observations from different time instances and
locations, i.e., movement is assumed. Based on this, they then proposed two different methods:
a method based on basic trigonometry, and another one based on Bayesian filtering. A similar
approach also based on a priori RIR/TOA knowledge was considered using a multichannel setup
in the context of robotics in [C.12]. Other authors considered an approach where the TOAs of
the first order echoes are utilized for estimating the arbitrary convex room shapes [C.13]. As
briefly mentioned, these as well as other active approaches, do not consider the TOA estimation
problem, which is an equally important and difficult problem in itself due to, e.g., spurious
estimates [C.14]. Moreover, methods relying on first- and second-order reflections only suffer
from the inevitable problem of echolabeling [C.15]. In addition to this, many methods are based
on only one microphone and one loudspeaker, but this lead to ambiguity in the mapping of the
TOA estimates of the first-order reflections unless more transducers are included or movement
is exploited.

These issues will be addressed in this paper, where we consider a setup consisting of a
microphone array which is collocated with a single loudspeaker. More specifically, we consider
a uniform circular array that could be placed on the perimeter of, e.g., a drone or robot platform,
with a loudspeaker located in its center. With this setup in mind, we propose a number of
expectation-maximization (EM) methods for estimating both the TOAs and directions-of-arrival
(DOA) of a number of the acoustic reflections. This has the benefit of not only yielding more
accurate TOAs compared to a single-channel approach, but also of reducing the ambiguity of
the estimated reflections since the DOA is estimated simultaneously. In fact, this means that
the estimates directly reveal the locations of mirror sources, which greatly simplifies the task
of localizing the acoustic reflector positions. The proposed methods are derived in the time-
domain, and, thus, estimates the parameters of interest directly from the recorded signals, i.e.,
not from estimated room impulse responses as in numerous state-of-the-art methods. While
joint TOA and DOA estimation is a new topic in the context of robot and drone audition, it has
been considered previously in multiuser and multipath communication systems [C.16, C.17,
C.18]. However, it has not yet been considered for acoustic reflector localization to the best
of our knowledge. The paper builds on the results reported in our earlier paper [C.19], and
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extends on this work in several ways. First, we relax our previous noise assumptions and derive
the optimal estimators for these more realistic scenarios. The first scenario deals with spatially
independent white Gaussian noise with different noise variances across the microphones, e.g., to
simulate low quality or faulty microphones. The second scenario considered deals with spatio-
temporarily correlated noise, which we tackle using prewhitening. Here, we include different
approaches for the prewhitening. Moreover, we have included a beamformer interpretation of
one of the proposed multichannel estimators, which provides an intuitive understanding of the
EM-based method. In addition to this, we included further experimental work to show case the
merits of the different proposed estimators and how they compare with traditional methods.

The rest of the paper is organized as follows. In Section 2, we propose the signal model for
the considered setup along with a problem formulation. Then, in Section 3, we briefly revisit the
single-channel EM method for TOA estimation, which serves as our reference method. Inspired
by this, we then proceed with the derivation of the different TOA and DOA estimators in Section
4. Finally, the paper closes with the experimental results and conclusions in Sections 5 and 6,
respectively.

2 Problem Formulation
We now proceed to lay the foundation for the derivation of EM-based methods for estimating
the TOA and TDOA of the acoustic echoes. This is done by formulating the relevant temporal
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and spatial signal models.

2.1 Time-domain model
Consider a setup with a single loudspeaker and M microphones that are assumed to be collo-
cated on some hardware platform, e.g., a mobile robot or a drone. The loudspeaker is used to
probe the environment with a known sound while the microphones are used to record the sound
emitted by the loudspeaker including its acoustic reflections from physical objects and bound-
aries, e.g., walls. Both the microphones and loudspeakers are assumed to be omnidirectional
and ideal. While this assumption might not hold in practice, we do not consider the handling of
non-ideal characteristics in this paper. As suggested in other work [C.5], this might be partly ad-
dressed by estimating and introducing another filter accounting for the hardware characteristics,
which may also be included in the methods proposed later. Moreover, the non-ideal charac-
teristic of the hardware, i.e., loudspeakers could be modelled as shown in [C.5] but this is not
included when formulating the following estimator.

We can then formulate a general model for the signal recorded by microphone m, for m =
1, . . . ,M , as

ym(n) = hm ∗ s(n) + vm(n) = xm(n) + vm(n), (C.1)

where, xm(n) = hm ∗ s(n), hm is the acoustic impulse response as measured from the
loudspeaker to the mth microphone, s(n) is a known signal being played back by the loud-
speaker. Finally, vm(n) is an additive noise term, which is supposed to model ego-noise from
a robot/drone platform, interfering sound sources (e.g., human speakers), thermal sensor noise,
etc. That is, the signal s(n) is used to probe the environment to, eventually, facilitate the estima-
tion of the parameters of the acoustic echoes, such as their TOA and TDOA. Thus, we proceed
by rewriting the observation model as a sum of the individual reflections1 in noise, i.e.,

ym(n) =
∞∑
r=1

gm,rs(n− τref,r − ηm,r) + vm(n), (C.2)

with gm,r being the attenuation of the rth reflection from the loudspeaker to the mth micro-
phone, e.g., due to the inverse square law for sound propagation and sound absorption in the
acoustic reflectors. Furthermore, ηm,r = τm,r − τref,r is the TDOA of the rth component mea-
sured between a reference point and microphone m, while τm,r and τref,r are the TOAs of the
rth component on microphone m and the reference point, respectively.

Acoustic impulse responses often exhibit a certain structure, which can be characterized
by two parts: the early part, which is sparse in time and contains the direct-path and early
reflections, and the late part, which is a more stochastic, dense, and characterized by decaying

1In our definition, the direct-path component is one of the reflections, i.e., the 0th order reflection corresponding to
r = 1.
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Fig. C.2: Example of a uniform circular array with six microphones.

tail of late reflections. This suggests that we can split the model as [C.20]

ym(n) =
R∑
r=1

gm,rs(n− τref,r − ηm,r) + dm(n) + vm(n), (C.3)

where R is the number of early reflections, and dm(n) is the late reverberation. A com-
mon assumption is that the late reverberation can be modeled as a spatially homogeneous and
isotropic sound field with time-varying power but known coherence function [C.21]. If we col-
lect N samples from each microphone and assume stationarity within the corresponding time
frame, the vector model for our observations becomes:

ym(n) =
R∑
r=1

gm,rs(n− τref,r − ηm,r) + dm(n) + vm(n), (C.4)

with ym(n), s(n), d(n), and vm(n) being vectors comprising N time samples of ym(n), s(n),
dm(n), and vm(n), respectively, e.g.,

ym(n) =
[
ym(n) · · · ym(n+N − 1)

]T
,

This leaves us with the problem of estimating R unknown TOAs and MR TDOAs from the
observations ym(n), for m = 1, . . . ,M . However, if we know the geometry of the loudspeaker
and microphone array configuration, we can significantly reduces the dimensionality of this
problem by further parametrizing the TDOAs in terms of the directions-of-arrival (DOAs).

2.2 Array model
While the array model can in principle be chosen arbitrarily, we choose to exemplify the TDOA
modeling with a setup where the loudspeaker is placed in the center of a uniform circular array
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(UCA). Such a setup could be placed on, e.g., a robot or drone platform to enable the estimation
of the angle of and distance to acoustic reflectors, e.g., to facilitate autonomous and sound-based
navigation.

If we assume the reference point to be the center of the UCA, it can be shown that the
TDOA’s, for a setup like this, can be modeled as

ηm,r = d sinψr cos(θm − ϕr)
fs
c

(C.5)

where d is the radius of the UCA, ψr and ϕr are the inclination and azimuth angles of the rth
reflection, respectively, and θm is the angle of the mth microphone on the circle forming the
UCA. These definitions are illustrated in the UCA example in Figure C.2. In addition to this, fs
is the sampling frequency, and c is the speed of sound.

The TDOA model in (C.5) can then be combined with the observation model in (C.4). By
doing this, the estimation problem at hand is then simplified to the estimation of 2R angles,
i.e., ψr and ϕr, for r = 1, . . . , R, rather than MR TDOA’s. It should be noted here that the
considered UCA configuration introduces ambiguities, e.g., an acoustic reflection impinging
from an elevation of 0◦ will result in the same TDOAs as an acoustic reflection mirrored around
the UCA plane, i.e., at an elevation angle of 180◦. However, this ambiguity can easily be
accounted for by applying the proposed methods on array structures with microphones in all
three dimensions, e.g., spherical microphone arrays [C.22].

3 Single-Channel Estimation
Before presenting the proposed TOA and TDOA estimators, we briefly revisit an EM-based
method for single-channel TOA estimation, i.e., that is with a setup consisting of one loud-
speaker and one microphone. The original version of this method was proposed in [C.23] under
a white Gaussian noise assumption and serves as a reference for the proposed methods.

3.1 White Gaussian noise
In the following, we leave out the microphone index, i.e., subscript m, since only a single mi-
crophone is considered. If we assume that the additive noise, i.e., both the late reverberation and
the background noise is independent and identically distributed white Gaussian and zero-mean.
Later, as part of the proposed multichannel methods, this assumption is substituted with a more
realistic one, where the late reverberation is modelled as being spatio-temporarily correlated.
The signal model in (C.4) then reduces to

y(n) =
R∑
r=1

grs(n− τr) + v(n), (C.6)
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where v(n) is distributed as N (0,C), with 0 being a vector of zeroes, C = E[v(n)vT (n)] =
σ2
vIN is the N × N covariance matrix of v(n), σ2

v is its variance, IN denotes the N × N
identity matrix, and E[·] is the mathematical expectation operator. The maximum likelihood
(ML) estimator of the unknown parameters, i.e., the gains and the TOAs, is well known to be
the nonlinear least squares (NLS) criterion in this case, i.e.,

{τ̂ , ĝ} = argmin
τ ,g

∥∥∥∥∥y(n) −
R∑
r=1

grs(n− τr)

∥∥∥∥∥
2

, (C.7)

where

τ =
[
τ1 · · · τR

]T
,

g =
[
g1 · · · gR

]T
.

While this estimator is statistically efficient, it also requires computationally costly search since
the cost function is high-dimensional and non-convex with respect to the TOAs.

A computationally more efficient way of implementing this estimator could be to adopt the
expectation-maximization (EM) approach for superimposed signals proposed in [C.23]. The
concept behind this approach is to define the complete data as the observation of all individual
signals, i.e., each of the individual early reflections in our case. According to the previously
stated signal model in (C.4), the individual observations can be modeled as

xr(n) = grs(n− τr) + vr(n), (C.8)

for r = 1, . . . , R, where vr(n) is obtained by arbitrarily decomposing the combined noise term,
v(n), into R different components adhering to

R∑
r=1

vr(n) = v(n). (C.9)

Moreover, the observed signal can be written as the sum of individual observations such as:

y(n) =
R∑
r=1

xr(n). (C.10)

Following [C.23], we let the individual noise terms be independent, zero-mean, white Gaussian,
and distributed as N (0, βrC). Furthermore, the scaling factors, βr are non-negative, real-
valued scalars that satisfy

R∑
r=1

βr = 1. (C.11)
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Under these assumptions, it can be shown that the EM algorithm for estimating the gains and
the time-of-arrivals is given by [C.23]

E-step: for r = 1, . . . , R, compute

x̂(i)
r (n) = ĝ(i)

r s
(
n− τ̂ (i)

r

)
+ βr

[
y(n) −

R∑
k=1

ĝ
(i)
k s

(
n− τ̂

(i)
k

)]
. (C.12)

M-step:

{ĝr, τ̂r}(i+1) = argmin
g,τ

∥x̂(i)
r (n) − gs(n− τ)∥2, (C.13)

where (i) is denoting the iteration index. If the length, N , of the analysis window is long
compared to the length of the known signal, s(n), the M-step can be simplified as

τ̂r = argmax
τ

x̂Tr (n)s(n− τ), (C.14)

ĝr = x̂Tr (n)s(n− τ̂r)
∥s(n)∥2 . (C.15)

We see that the estimation problem has been greatly simplified with this signals decomposition,
since we now have 2R one-dimensional estimators rather than a 2R-dimensional estimator as in
(C.7). From this simplified version of the M-step, we can make some interesting interpretations.
First in (C.14), the individual observations are applied with a matched filter based on the known
source signal. The TOA is estimated as the one maximizing the output power of the matched
filter. Secondly, the estimated TOA’s are used to obtain closed-form estimated of the gains in
(C.15), which is based on a least squares fit between the known source signal and the estimated
contribution of the r’th component.

4 Multichannel Estimation
We now proceed to consider the multichannel case, where we have one loudspeaker and mul-
tiple microphones. First, we consider a white Gaussian noise scenario similar to Section 3.1
where the noise is independent across the microphones, after which we turn to the more realis-
tic scenarios with correlated noise.

4.1 Spatially independent white Gaussian noise
If we first assume that the noise is temporally white Gaussian and independent and the late
reverberation is negligible, the signal model in (C.4) reduces to

ym(n) =
R∑
r=1

gm,rs(n− τref,r − ηm,r) + vm(n), (C.16)
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for m = 1, . . . ,M . Subsequently, we can aggregate the observations from all microphones in
one model as

y(n) =
R∑
r=1

H(ηr,gr)s(n− τref,r) + v(n) (C.17)

=
[
yT1 yT2 · · · yTM

]T
,

where v(n) is the stacked noise terms from each microphone defined similarly to y(n), and

ηr =
[
η1,r η2,r · · · ηM,r

]T
,

gr =
[
g1,r g2,r · · · gM,r

]T
.

In addition to this, we note that, under the assumptions of spatial independent white Gaussian
noise, the covariance matrix, C of the stacked noise, v(n) is diagonal and given by

C = diag
(
σ2
v1

IN , σ2
v2

IN , . . . , σ2
vM

IN
)
, (C.18)

where diag(·) is the operator constructing a diagonal matrix from the input of scalars(/matrices)
and C is the MN ×MN covariance matrix. Furthermore,

H(ηr,gr) =
[
g1,rDT

η1,r
· · · gM,rDT

ηM,r

]T
, (C.19)

and Dη is a circular shift matrix which delays a signal by −η samples.
With these definitions, the ML estimator for the problem at hand becomes

{ĝ, τ̂ , η̂} = argmin
g,τ ,η

J(g, τ ,η), (C.20)

where

J(g, τ ,η) =

∥∥∥∥∥y(n) −
R∑
r=1

H(ηr,gr)s(n− τref,r)

∥∥∥∥∥
2

C−1

(C.21)

such that ∥x∥2
W = xTWx, where W denotes the weighted 2-norm of x. Moreover, g, τ and

η are the parameter vectors containing all unknown gains, TOAs and TDOAs, respectively. In
the single-channel case, the ML estimator ends up being high-dimensional and non-convex, re-
sulting in a practically infeasible computational complexity if implemented directly. Therefore,
we propose to adopt the EM framework also for the multichannel scenario.

Like in the single-channel approach, we consider the complete data to be all the individ-
ual observations of the reflections, but in this case from all the M microphones. Each of the
observations can thus, for r = 1, . . . , R, be modeled as

xr = H(ηr,gr)s(n− τref,r) + vr(n). (C.22)
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The decomposition is assumed to satisfy the conditions in (C.9)–(C.11). Then, it can be shown
that the EM-algorithm for the multichannel estimation problem is given by

E-step: for r = 1, . . . , R, compute

x̂(i)
r (n) = H

(
η̂(i)
r , ĝ(i)

r

)
s
(
n− τ̂

(i)
ref,r

)
(C.23)

+ βr

[
y(n) −

R∑
k=1

H
(

η̂
(i)
k , ĝ(i)

k

)
s
(
n− τ̂

(i)
ref,k

)]
.

M-step: for r = 1, . . . , R,

{ĝr, τ̂r, η̂r}(i+1) = argmin
g,τ,η

Jr(g, τ,η), (C.24)

with Jr(g, τ,η) being a weighted least squares estimator defined as

Jr(g, τ,η) =
∥∥∥x̂(i)

r (n) − H(η, g)s(n− τ)
∥∥∥2

C−1
. (C.25)

If we explicitly write the cost function, we get

Jr(g, τ,η) =
M∑
m=1

∥x̂m,r(n)∥2

σ2
vm

+ ∥s(n− τ)∥2
M∑
m=1

g2
m,r

σ2
vm

− 2
M∑
m=1

gm,rx̂Tm,r(n)Dηm

σ2
vm

s(n− τ), (C.26)

This can be used to simplify the M-step by making a few observations. Clearly, the first term in
this expression does not depend on any parameter of interest. Moreover, if we assume that the
analysis window is long compared to the length of the known source signal, s(n), we observe
that the second term does not depend on either the TOAs or the TDOAs. That is, to estimate
these time parameters, we only need to consider the maximization of the last term, i.e.,

{τ̂ref,r, η̂r} = argmax
τ,η

M∑
m=1

gm,rx̂Tm,r(n)Dηm

σ2
vm

s(n− τ), (C.27)

The gains, gm,r, and the noise statistics, σ2
vm

, are unknown in practice. However, if the noise is
assumed (quasi-)stationary, its variance can be estimated from microphone recordings acquired
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before emitting the known source signal, s(n). By taking the partial derivative of (C.26) with
respect to gm,r, we obtain the following closed-form estimate for gm,r

ĝm,r =
x̂Tm,r(n)D

η̂m
s(n− τ̂ref,r)

∥s(n)∥2 , (C.28)

If the reflections are assumed to be in the far-field of the array, we can further simplify the
estimators. In this case, the gains of reflection r will be the same across all microphones for
r = 1, . . . , R. That is, we can instead estimate the TOAs and TDOAs as

{τ̂ref,r, η̂r} ≈ argmax
τ,η

(
M∑
m=1

x̂Tm,r(n)Dηm

σ2
vm

)
(C.29)

× s(n− τ).

Subsequently, the gain estimator can then be reformulated as

ĝr =
(

M∑
m=1

1
σ2
vm

)−1 M∑
m=1

x̂Tm,rDη̂m

σ2
vm

s(n− τ̂ref,r)
∥s(n)∥2 , (C.30)

If the geometry of the loudspeaker and microphone configuration is known, we further reduce
the dimensionality of the estimation problem. This is achieved by parameterizing the TDOA’s,
ηm,r, for r = 1, . . . , R and m = 1, . . . ,M using the array model, e.g., the one for a UCA
configuration formulated in (C.5). Then, the TOA and TDOA estimator in the M-step can be
written as

{τ̂ref,r, ϕ̂r, ψ̂r} ≈ argmax
τ,ϕ,ψ

(
M∑
m=1

x̂Tm,r(n)Dηm

σ2
vm

)
× s(n− τ), (C.31)

where ηm is replaced by the expression in (C.5). In this way, we only need to estimate two
angles for each reflection, whereas the estimator in, e.g., (4.1) requires the estimation of M
TDOAs (or M − 1 if one of the microphone positions is used as the reference point). That
is, the computational benefits of using the array model increases as we increase the number
of microphones. It can be shown that the resulting estimators in the M-step has an interesting
interpretation as minimum variance distortionless response (MVDR) beamforming followed by
a matched filter as we show in the following subsection.

4.2 Beamformer interpretation
Intuitively, if we were able to observe the reflections individually in noise and the noise is
differently distributed across the microphones. Then, it would be natural to apply an MVDR
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beamformer to these to optimally account for the noise when estimating the TOA’s and TDOA’s.
Let us consider the scenario where we have a filtering matrix, W, which we use to process the
individually observed reflections in (C.22):

z(n) = WTxr(n). (C.32)

Then, we define the residual noise power after this filtering as the normalized sum of the residual
noise variances over the different time indices included in z(n), i.e., n, n + 1, . . . , n + N − 1.
Mathematically, this is equivalent to

σ2
v,f = E

[
1
N

Tr
{

WTvr(n)vTr (n)W
}]

= βr
N

Tr
{

WTCW
}
, (C.33)

where Tr{·} is the trace operator. Obviously, by inspection of the individual observation model
in (C.22), we can see that the following expression needs to be satisfied for the filter to be
distortionless with respect to the known source signal:

WTH(ηr,gr) = IN . (C.34)

That is, omitting the arguments of the steering matrix H(ηr,gr) for brevity, the problem of
finding the MVDR solution for W can be formulated as

min
W

Tr
{

WTCW
}

s.t. WTH = IN . (C.35)

It can be shown that the solution to the quadratic optimization problem with linear constraints
is given by

WM = C−1H
(
HTC−1H

)−1
. (C.36)

If we then apply the MVDR filtering matrix to the estimated observation of the rth reflection in
noise, careful inspection reveals that

xTr (n)WM =

M∑
m=1

gmxTm,r(n)Dηm

σ2
vm

M∑
m=1

g2
m

σ2
vm

. (C.37)

The denominator is clearly independent of either the TOA or the TDOAs of the rth reflection,
so if the objective is to estimate these, we only need to consider the numerator. Interestingly,
the numerator resembles the first part of the cost function in (C.27). This reveals the following



4. Multichannel Estimation 87

interpretation of the M-step. First, the individual observations of the reflections are filtered by an
MVDR filter, and the resulting output is then processed by a matched filter with the transmitted
signal. The TOA and TDOAs that maximizes the output power of this operation are then the
estimates for the rth reflection. This is in line with the findings in [C.24, C.25, C.26], where it
was shown that the output of an MVDR/LCMV beamformer provide the sufficient statistics for
estimating individual signals.

4.3 Spatio-temporarily correlated noise
We now consider the scenario, where the noise is spatio-temporarily correlated, a scenario prac-
tically encountered. For example, the late reverberation is often modeled as spatially homoge-
neous and isotropic sound field [C.20], resulting in a degree of spatial coherence which is de-
pendent on the distance between the measurement points. Moreover, there might be interfering,
quasi-periodic noise sources in the the recording environment, like human talkers, ego-noise
from a drone/robot, etc. For such scenarios, we can rewrite the model in (C.4) as

y(n) =
R∑
r=1

H(ηr,gr)s(n− τref,r) + d(n), (C.38)

where

d(n) =
[
dT1 (n) dT2 (n) · · · dTM (n)

]T
. (C.39)

To deal with scenarios like this, we can preprocess the observed signals, such that the white
Gaussian noise assumptions of the EM method is satisfied.

One way to achieve this is to use spatio-temporal decorrelation technique. Let us consider
the correlated noise terms of the model in (C.4), i.e., dm(n), for m = 1, . . . ,M . First, we
define the spatio-temporal correlation matrix as

Cd = E
[
d(n)dT (n)

]
. (C.40)

If we assume that this matrix is Hermitian and positive definite, the Cholesky factorization of it
is given by

Cd = LLT , (C.41)

where L is a lower triangular matrix with real and positive diagonal entries. That is, to whiten
the noise term before estimating the unknown parameters, we can left-multiply the observation
in (C.38) with L−1 [C.27]. The prewhitened observations are thus given by

y(n) = L−1y(n) (C.42)

= L−1
R∑
r=1

H(ηr,gr)s(n− τref,r) + d(n),
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where d(n) = L−1d(n). Based on this and [C.23], we end up with the following EM method
for estimating the acoustic reflection parameters when the noise is correlated in time and space:

E-step: for r = 1, . . . , R, compute

x̂(i)
r (n) = H

(
η̂(i)
r , ĝ(i)

r

)
s
(
n− τ̂

(i)
ref,r

)
(C.43)

+ βr

[
y(n) −

R∑
k=1

H
(

η̂
(i)
k , ĝ(i)

k

)
s
(
n− τ̂

(i)
ref,k

)]
.

M-step: for r = 1, . . . , R,

{ĝr, τ̂r, η̂r}(i+1) = argmin
g,τ,η

Jr(g, τ,η). (C.44)

where

Jr(g, τ,η) =
∥∥∥L−1

(
x̂(i)
r (n) − H(η, g)s(n− τ)

)∥∥∥2
, (C.45)

Eventually, we can explicitly write the cost function for the M-step as

Jr(g, τ,η) = xTr (n)C−1
d xr(n)

+ sT (n− τ)HT (η,g)C−1
d H(η,g)s(n− τ)

− 2xTr (n)C−1
d H(η,g)s(n− τ), (C.46)

Compared with the cost function in (C.26), the minimization of (C.46) is more challenging. For
example, the second term in (C.46) will generally depend on the DOA/TDOAs. That is, if we
assume the reflections to be in the far-field of the array, we can adopt an iterative estimation
scheme, where we first estimate the TOA and TDOAs, then update the TDOAs, and, finally,
estimate the gains, i.e., for r = 1, . . . , R:

Step 1: Obtain estimates of the TOA and TDOAs as

{τ̂r, η̂r} = argmax
τ,η

xTr (n)C−1
d H(η,g)s(n− τ), (C.47)

where

H(η) =
[
DT
η1

· · · DT
ηM

]T
.

Step 2: Update the TDOA estimates as

η̂r = arg min
η
J2,r(gr,η) + J3,r(gr,η), (C.48)



4. Multichannel Estimation 89

where

J2,r(gr,η) = g2
rs (n− τ̂r) HT (η)C−1

d H(η) (C.49)
× s(n− τ̂r)

J3,r(gr,η) = −2grxTr (n)C−1
d H(η)s(n− τ̂r). (C.50)

Step 3: Estimate the unknown gain as

ĝr =
xTr (n)C−1

d H(η̂r)s(n− τ̂r)
sT (n− τ̂r)H

T (η̂r)C−1
d H(η̂r)s(n− τ̂r)

. (C.51)

with the TOA and TDOA estimates from (C.47) and (C.48), respectively. If needed, these steps
can then be repeated until convergence. It is also possible to simplify the M-step further by
using particular signals as the known signal, s(n). By close inspection of the second term of
the cost function in (C.48), we get

J2,r(gr,η) = g2
r

M∑
i=1

M∑
j=1

ci,j (C.52)

× sT (n− τ − ηi) s (n− τ − ηj) ,

where ci,j denotes the (i, j)th element of C−1
d . This reveals that, if the known probe signal is

an uncorrelated noise sequence, it is reasonable to assume that this term is independent of both
the TOA and the TDOAs, meaning that we can skip the update step in (C.48).

4.4 Kronecker decomposition
Another challenge with the prewhitening based estimator is the inversion of the noise covariance
matrix, Cd, which has a high dimension of NM × NM . However, if we assume that the
covariance matrix is separable, we can approximate it with two smaller matrices [C.28], i.e.,

Cd ≈ Cs ⊗ Ct. (C.53)

where Cs and Ct represents the spatial and temporal correlation matrices of dimensionsM×M
and N ×N , respectively, and ⊗ denotes the Kronecker product operator. Since (Cs ⊗ Ct)−1 =
C−1

s ⊗ C−1
t , we now only need to invert these smaller matrices, which is both numerically

and computationally preferable. Moreover, we can now conduct the prewhitening using the
Cholesky factorization of these smaller matrices due to the mixed-product property, yielding

Cs ⊗ Ct = LsLTs ⊗ LtLTt = (Ls ⊗ Lt)(LTs ⊗ LTt ). (C.54)

In other words, by assuming separability, we can approximate L in (C.41) by Ls ⊗ Lt. Eventu-
ally, it can be shown that, for uncorrelated probe signals, the Kronecker product decomposition
allows us to rewrite the first step of the M-step in (C.44) as
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Step 1:

{τ̂r, η̂r} = argmax
τ,η

xTr (n)
(
C−1

s ⊗ C−1
t

)
H(η,g)s(n− τ),

= argmax
τ,η

tr
(
XT
r (n)C−1

t Sτ,η(n)C−1
s

)
(C.55)

= argmax
τ,η

M∑
m=1

x̃Tm,r(n)s̃(n− τ − ηm) (C.56)

where

Xr(n) =
[
x1,r(n) · · · xM,r(n)

]
, (C.57)

Sτ,η(n) =
[
Dη1s(n− τ) · · · DηM

s(n− τ)
]
,

=
[
s(n− τ − η1) · · · s(n− τ − ηM )

]
, (C.58)

and the vectors x̃m,r(n) and s̃(n− τ − ηm) are the prewhitened observation and probe signals
for microphone m, respectively, defined as the m’th columns of the following matrices:

X̃r(n) = L−1
t Xr(n)L−T

s (C.59)

S̃τ,η(n) = L−1
t Sτ,η(n)L−T

s . (C.60)

These expressions can be interpreted in the following way. The left hand multiplication with
L−1
t corresponds to temporal prewhitening of all the microphone signals, whereas the right hand

multiplication with L−T
s corresponds to spatial prewhitening of all time snapshots.

Step 2: With the Kronecker decomposition, the second term of the cost function in (C.49)
becomes

J2,r(gr,η) = g2
rtr(S̃Tτ,η(n)S̃τ,η(n)). (C.61)

This does not depend on the TOAs and TDOAs, so the Kronecker decompositions allow us
to skip the intermediate step of updating the TDOAs as in (C.48). We can therefore directly
proceed to conducting the closed form estimate of the gains as

ĝr =

M∑
m=1

x̃Tm,r(n)s̃(n− τ − ηm)

M∥s̃(n)∥2 . (C.62)

Even after all the presented simplifications and assumptions, the computational complexity of
the proposed methods might still be considered relatively high due to their iterative and mul-
tidimensional nature. However, although not considered in this paper, we expect that further
reductions in the computational complexity can be obtained by employing, e.g., the space al-
ternating generalized expectation (SAGE) algorithm rather than the EM algorithm [C.29], or
through a recursive EM procedure as suggested in [C.30], where the number of iterations per
time instance can be reduced by instead tracking the parameters of interest over time.



4. Multichannel Estimation 91

4.5 Temporal prewhitening with filter
One issue with this prewhitening approach still is that the number samples in time might be
relatively high in practice. The consequence of this is that, even with the Kronecker decompo-
sition of the noise correlation matrix, the inversion of Lt might be intractable in practice since
its dimensions equal the number of time samples. An alternative approach could be to use a
lower order filter for the prewhitening instead [C.31]. If we assume that the noise follows an
autoregressive model, we can approximate it as:

d(n) ≈
P∑
p=1

apd(n− p). (C.63)

Given the noise correlation matrix, Ct, we can obtain the AR coefficients of the noise using the
Levinson-Durbin recursion. The prewhitening filter is then formed using the AR coefficients as
the coefficients of a P ’th order FIR filter, hpw(p) = ap. Subsequently, the prewhitened signals
are obtained as

x̃m,r(n) =
P∑
p=0

hpw(p)xm,r(n− p), (C.64)

s̃(n) =
P∑
p=0

hpw(p)s(n− p), (C.65)

where hpw(0) = 1.

4.6 Covariance estimation
In the previous subsections, we have considered the covariance matrices as known quantities.
However, we need to estimate these from the observed data in practice. If no particular structure
is assumed for the covariance matrix, a common approach is to use the following estimator
[C.32]

Ĉd = 1
N −K + 1

N−K∑
n=0

d(n)d(n)T , (C.66)

where

d(n) =
[
d1(n) · · · dM (n)

]T
, (C.67)

dm(n) =
[
dm(n) · · · dm(n+K − 1)

]T
. (C.68)

As evident from, e.g., (C.47), the estimated covariance needs to be invertible. This requires that

K ≤ N + 1
M + 1 . (C.69)
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Algorithm 1: Flip-flop algorithm [C.33].

Result: Estimates of temporal and spatial covariance matrices, Ĉt and Ĉs.
D(n) =

[
d1(n) · · · dM (n)

]
;

Ĉs = I;

Ĉt = 1
M(N −K + 1)

N−K∑
n=0

D(n)Ĉ−1
s DT (n);

repeat

Ĉs = 1
K(N −K + 1)

N−K∑
n=0

DT (n)Ĉ−1
t D(n);

Ĉt = 1
M(N −K + 1)

N−K∑
n=0

D(n)Ĉ−1
s DT (n);

until convergence;

where K is the number of snapshots, N is the number of samples of the signal and M is the
number of microphones. Consequently, we can only use relatively short temporal subvectors,
dm(n) in the estimation of the covariance matrix when the number of microphones is increased.

If it is assumed that the multichannel noise samples in d(n) follows a multichannel matrix
normal distribution, the maximum likelihood (ML) estimator for the noise covariance matrix
can be derived [C.33]. Unfortunately, the resulting estimator is not closed-form, but it can
be implemented using the iterative flip-flop algorithm in Algorithm 1. In some cases, e.g., if
one of the covariance matrices are close to being rank deficient, this iterative procedure can
be problematic, since their inverses are required. Different approaches for dealing with this
and the computational complexity of the iterative procedure have been considered [C.32, C.34].
Alternatively, a non-iterative estimator can be used such as [C.32]

Ĉs = 1
(N −K + 1)tr (Ct)

N−K∑
n=0

DT (n)D(n), (C.70)

Ĉt = 1
(N −K + 1)tr

(
Ĉs

) N−K∑
n=0

D(n)DT (n), (C.71)

where

D(n) =
[
d1(n) d2(n) · · · dM (n)

]
. (C.72)

As indicated in (C.70), the trace of the temporal covariance is assumed to be known. This might
not be the case in practice, however, in most situations we can simply replace it by an arbitrary
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value, since its main purpose is to resolve the ambiguity

Cd = Cs ⊗ Ct =
(

1
α

Cs

)
⊗ (αCt). (C.73)

4.7 Non-stationary noise
While the stationarity assumption may not hold in practice, there are a number of ways to
address this problem. For example, we may reduce the length, N , of the probe signal and the
analysis window, which would naturally increase the validity of the assumption. Alternatively,
we may decouple the prewhitening and estimation parts, as suggested in Section 4.5. In this way,
We may first prewhiten our signal using a filter, and then apply the proposed estimators with a
white Gaussian noise assumption on the prewhitened signals. This approach can be exploited
to take the non-stationarity of the noise into account by updating the prewhitening filters over
time, according to the changing AR coefficients of the noise. Estimating non-stationary noise
parameters, however, is more difficult, since the statistics need to be tracked during the presence
of the desired signal, i.e., the probe signal and its reflections in our case. This problem has
been well-investigated in other audio signal processing problems, such as speech enhancement
[C.35, C.36, C.37, C.38].

5 Results and Discussion
In this section, we investigate the performance of the different variants of the proposed EM
method. More specifically, we consider the variant assuming spatially independent white Gaus-
sian in Section 4.1 resulting in noise variance weighting (EM-UCA-NW), and its special case
where the noise variance is assumed equal (EM-UCA) [C.19]. Moreover, we consider the setup
with correlated noise proposed in Section 4.3 resulting in the prewhitening-based approach
(EM-UCA-PW). The experiments were carried out using signals that were generated using the
room impulse response generator [C.39]. The dimensions of the simulated room were set to
8 × 6 × 5 m, the reverberation time (T60) was set to 0.6 s while the speed of sound is fixed
at 343 m/s. The loudspeaker was positioned at the center of an UCA at (1 × 1.5 × 2.5) m
while the UCA has M = 4 microphones with a radius of d = 0.2 m. Although, any type
of known broadband signal could be used to probe the environment, such as a chirp signal or
maximum length sequences (MLS) [C.40], we decided to use a white Gaussian noise sequence
as the known sound source, s(n), consisting of 1, 500 samples from a Gaussian distribution.
This sequence was subsequently zero-padded to get a total signal length of 20, 000 samples.
The objective of the zero-padding was to get a longer analysis window to ensure that the first
few reflections are present in the observation. Moreover, as discussed in Section 4.3, the reason
for using a WGN sequence is that the EM estimator can be simplified if the probe signal is an
uncorrelated signal. In addition to this, using such a broadband sequence minimizes the effects
of spatial aliasing [C.41]. The sampling frequency fs was set to 22, 050 Hz. We assumed that
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Fig. C.3: Comparison of the proposed EM-UCA method with state-of-the-art methods in terms of TOA estimation
accuracy.

the direct-component is subtracted from the observed signal given that we know the arrange-
ment of the loudspeaker and the microphones. Knowing the array geometry, enables either:
offline measurement of the impulse response of the direct-path component offline; or analyti-
cal computation of the impulse response of the direct-path component based on the geometry.
The background noise comprises of two components: one being diffuse spherical noise and the
other being thermal sensor noise. The diffuse spherical noise was generated using the method
described in [C.42] using the rotor noise of a drone from the DREGON database [C.3]. The
drone audio file used to generate the diffuse spherical noise corresponds to rotors running at 70
revolutions per second (RPS). The thermal sensor noise was simulated as spatially independent
white Gaussian noise. Both these noises were added to the observed signal before estimating
the parameters. The evaluation was then conducted for different signal-to-diffuse noise ratios
(SDNRs) and signal-to-sensor noise ratios (SSNRs). In the following subsections, we evaluate
the performance of our propose method in various conditions.

5.1 Comparison of with state-of-the-art
The aim of the first experiment was to compare the proposed method with existing state-of-
the-art methods. The EM algorithm was set to estimate R = 3 reflections with 40 iterations
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and β was set to 1
R . The main application for this manuscript is acoustic reflector mapping

for robot audition. For this application, the mapping should be possible in unknown, complex
environments, and we therefore do not rely on trivial room geometry models as opposed to
many of the traditional methods for room geometry estimation [C.11, C.12, C.13]. Therefore,
we chose to use a small number of reflections in the estimation (i.e., R = 3), to mainly estimate
the TOA’s/DOA’s of first-order reflections impinging from nearby acoustic reflectors. These
can be directly mapped to acoustic reflector positions based on the estimated time and angle
of arrival. While this will not facilitate the localization of all acoustic reflectors at any given
time instance, we can carry out such estimation over time and space, to generate a map of an
arbitrary room geometry (see Section 5.4). An alternative to choosing a fixed reflection order,
would be to combine the proposed method with order estimation methods [C.43, C.44]. To
initialize the method, the gain estimates, ĝm,r, were sampled from a uniform distribution over
the interval [0; 1], the TOAs, τ̂1,r, were sampled from a uniform discrete distribution over the
time indices corresponding to the analysis window, and the DOAs, ϕ̂r, were sampled from a
uniform distribution over the interval [0◦; 360◦]. After emitting and recording the known source
signal, an analysis window of each recording was considered starting from τmin samples to τmax
samples after the source signal was emitted. In this experiment, the analysis window was set
such that the search is made between 0.5 m to 2 m. This was done to primarily capture the first
order reflections. The lower bound was chosen because we can only search for reflectors that
are outside the geometry of the array, which, in our experiments, had a radius of 0.2 m. After 2
m, the performance of the proposed method degrades because the energy of the reflected signals
decrease quadratically over distance, which motivated the choice of the upper limit.

The proposed EM method (EM-UCA) was compared to the single-channel EM method
(EM-SC) in [C.23] in terms of TOA accuracy, applied to the first microphone. Moreover, these
were compared with a common approach to extracting TOAs from estimated RIR through peak-
picking (RIR-PP). Finally, the performance was also compared with our previous work [C.45]
termed the non-linear least squares estimator (NLS). The results for the TOA estimation are
shown in Fig. C.3, where the accuracy was defined as the percentage of TOA estimates that were
within ±2 % tolerance of one of the true parameters of the first-order reflections computed using
the image-source method. This was measured for different SDNRs while the SSNR was fixed to
10 dB, and for each SDNR the accuracy was measured over 100 Monte-Carlo simulations. As
seen in Figure C.3, the proposed method clearly outperforms the existing method by providing
higher accuracy at lower SDNRs.

Furthermore, the computation time of the RIR-PP and the proposed method, EM-UCA, were
measured. This test was performed in MATLAB using the built-in function timeit on a standard
desktop computer running a Microsoft Windows 10 operating system with an Intel Core i7 CPU
with 3.40 GHz processing speed and 16 GB of RAM. A Monte Carlo simulation with 100 trials
was performed on each method and an average time was calculated. The measured computation
times of the RIR-PP and the EM-UCA were 0.0063 s and 25.74 s, respectively, forR = 1 and an
SDNR of 40 dB. This shows that the improved estimation accuracy with the proposed method
comes at the cost of a higher computational complexity. It is important to stress, however, that in
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Fig. C.4: a) TOA estimation accuracy of the proposed EM method with and without prewhitening. b) DOA estimation
accuracy of the proposed EM method with and without prewhitening.

applications such as acoustic reflector localization with a drone, it is common to have negative
SNR conditions [C.46], where the RIR-PP method may fail to provide accurate estimates as
opposed to the proposed method (see, e.g., Figure C.3). Moreover, the computational cost
could be reduced further by, e.g., employing the recursive EM approach [C.30, C.47]. If the
TOA/DOA estimation is carried out continuously over time and space, the EM algorithm may
be initialized using previous estimates, which may significantly reduce the number of iterations
needed for convergence. Another potential computational saving may be obtained by deriving
the proposed methods in the frequency domain.

5.2 Evaluation for different diffuse noise conditions
In the second experiment, we evaluated the effect of the proposed prewhitening approach under
different diffuse noise conditions. To test the performance of the EM algorithm under such
realistic scenarios, we test our estimator for different SDNRs in the interval [−40; 10] dB while
setting the SSNR to 40 dB. Here, we are comparing the EM algorithm with and without the
prewhitening in terms of both TOA and DOA estimation accuracy as seen in Fig. C.4(a) and
Fig. C.4(b), respectively. The diffuse rotor noise is indeed correlated with strong periodic
components, but the results show that the proposed prewhitening approach can successfully
account for this, and can retain a high estimation accuracy at SDNRs levels 20 dB lower than
those needed for the EM-UCA approach.
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Fig. C.5: a) TOA estimation accuracy of the proposed EM method with and without noise variance weighting when 1
microphone has a lower SSNR of −10 dB while the remaining microphones has a SSNR of 40 dB. b) DOA estimation
accuracy of the proposed EM method with and without noise variance weighting when 1 microphone has a lower SSNR
of −10 dB while the remaining microphones has a SSNR of 40 dB.

5.3 Evaluation for faulty/noisy microphone conditions
In this experiment, we consider a scenario where one microphone is excessively noisy compared
to the other microphones. An example of this could be a robot platform, where one microphone
is placed closer to an ego-noise source such as a fan, leading to TOA and DOA estimation
errors. To simulate this effect, we set thermal noise of a single microphone to an SSNR level
of −10 dB, while the thermal noise of the remaining microphones are set to an SSNR level
of 40 dB. As seen in Fig. C.5(a) and C.5(b), the performance of the EM algorithm with noise
variance weighting is less affected by the high thermal sensor noise in terms of both TOA and
DOA estimation accuracy. Moreover, we conducted an experiment without diffuse noise, where
the SSNR level of the faulty microphone was changed from −40 dB to 0 dB. These results are
shown in Figures C.6(a) and C.6(b), and show that the estimation accuracy is already degrading
from 0 dB SSNR and downwards when using the EM-UCA approach, whereas the proposed
EM-UCA-NW approach retains a high accuracy.

5.4 Application example of the proposed method
We consider an application example where the localization of the acoustic reflectors is done
using the proposed EM method with and without prewhitening. More specifically, we have used
filter-based prewhitening approach as discussed in Sub-section 4.5. This experiment thus shows
how the proposed method can be used to map an environment using a moving robot platform.
The room parameters were kept the same as the earlier experiment. Furthermore, the SDNR was
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Fig. C.6: a) TOA estimation accuracy of the proposed EM method with and without noise variance weighting for
different SSNR levels for one of the microphones. b) DOA estimation accuracy of the proposed EM method with and
without noise variance weighting for different SSNR levels for one of the microphones.

set to −10 dB corresponding to a strong ego-noise. The loudspeaker-microphone arrangement
was similar to the previous experiments, and follows the a predefined path as shown in Fig. C.7
indicated by the blue dashed line. As depicted in the figure, the EM algorithm with prewhitening
performs better at estimating acoustic reflector using the estimated TOAs and DOAs, compared
to EM algorithm without prewhitening.

6 Conclusion
In this paper, we consider the problem of estimating the time- and direction-of-arrivals of
acoustic echoes using a loudspeaker emitting a known source signal and multiple microphones.
Among other examples, this is an important problem in robot and drone audition, where these
parameters can reveal the positions of nearby acoustic reflectors, and thus facilitate mapping and
navigation of a physical environment. Some methods exist for solving the problems of acoustic
reflector localization and room geometry estimation, however, most of these rely on a priori
information, e.g., of the TOAs or DOAs of the acoustic echoes. However, estimating these is
a difficult problem on its own, which is dealt with by the methods proposed herein. Moreover,
even when the TOAs are estimated for some of the traditional approaches, the difficult problem
of echolabeling needs to be solved, since the order of the corresponding reflection is generally
unknown. We therefore propose different methods for estimating, not only the TOAs, but also
the DOAs of acoustic echoes. By estimating the DOAs also, it is possible to resolve some of
the ambiguity introduced by knowing only the TOAs. The proposed method is based on the
expectation-maximization framework, and are derived to be optimal under different conditions
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Fig. C.7: Example of reflector localization for different array positions using the proposed EM method with and without
prewhitening based on TOA and DOA estimates at an SDNR of −10 dB.

ranging from the simple white Gaussian noise scenario to scenarios with correlated and col-
ored noise. In the experiments, we show that proposed methods are able to estimate the TOAs
and DOAs with higher accuracy and noise robustness compared to existing methods. More-
over, we show that some of the proposed variants can account for colored noise and scenarios
where a microphone is faulty or more noisy than the other microphones of the array. Finally, we
conducted a more applied experiment, where it is illustrated how a room can be mapped from
the estimated parameters, which is relevant to, e.g., autonomous robot and drone applications.
While the proposed method has a higher computation time than traditional methods, this can be
reduced significantly by adopting the recursive EM scheme and deriving the proposed methods
in the frequency domain.
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Abstract
Constructing a spatial map of an indoor environment, e.g., a typical office environment with
glass surfaces, is a difficult and challenging task. Current state-of-the-art, e.g., camera- and
laser-based approaches are unsuitable for detecting transparent surfaces. Hence, the spatial
map generated with these approaches are often inaccurate. In this paper, a method that utilizes
echolocation with sound in the audible frequency range is proposed to robustly localize the
position of an acoustic reflector, e.g., walls, glass surfaces etc., which could be used to construct
a spatial map of an indoor environment as the robot moves. The proposed method estimate the
acoustic reflector’s position, using only a single microphone and a loudspeaker that are present
on many socially assistive robot platforms such as the NAO robot. The experimental results
show that the proposed method could robustly detect an acoustic reflector up to a distance of
1.5 m in more than 60% of the trials and works efficiently even under low SNRs. To test the
proposed method, a proof-of-concept robotic platform was build to construct a spatial map of
an indoor environment.

1 Introduction
Constructing a spatial map of a dynamic environment using a robotic platform is useful, for
example, in navigation, analysis and monitoring environments such as buildings, tunnels, etc.,
for maintenance purposes [D.1]. Simultaneous Localization And Mapping (SLAM) is a popular
framework among the robotic community to generate a spatial map of an indoor environment
as well as to localize and orient the pose of the robot [D.2, D.3, D.4]. SLAM is often used in
conjunction with external sensors such as cameras, lasers, etc., to receive environmental data.
However, camera-based systems are susceptible to changing light conditions which affects the
accuracy of the system. Moreover, camera has limited field of view (FOV) which makes it
unsuitable to detect objects around the corner [D.5]. Similarly, Light Detection and Ranging
(LiDAR) is a laser-based range sensing technology that is often used with SLAM to accurately
generate a spatial map of an environment [D.6]. However, both LiDAR and camera systems are
unsuitable for detecting transparent surfaces that are typically found in an office environment
[D.7].

These issues could be resolved by employing sound. Sound has been widely used in robotics
to detect acoustic sources [D.8] but in this paper we consider echolocation [D.9, D.10]. The ad-
vantage of incorporating echolocation on a robotic platform is that it enable robots to navigate
under low light conditions or even under complete darkness [D.11, D.12]. Moreover, micro-
phones can be omnidirectional as opposed to common cameras which make their FOV larger.
Additionally, microphones can be used to detect audible sources not within direct line of sight.
Therefore, constructing a spatial map of an environment using echolocation can be desirable in
such difficult scenarios. In recent years, some works on combining echolocation with camera-
based systems have been conducted to generate a spatial map of a room. For instance, in [D.7],
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the authors proposed using laser and ultrasonic sensor to detect glass surfaces that aids a robot
in navigating a room. However, most robotic platforms especially those used for Human-Robot
Interaction (HRI), only includes loudspeakers and microphones in the audible frequency range
such as Softbank’s NAO robots. In this paper, we consider echolocation with audible sound for
mapping an environment with platforms like these, which would not require additional sensors
(e.g., ultrasonic, LiDAR).

Localization of acoustic reflectors is a known problem in acoustic signal processing, which
can be achieved by estimating the Time-of-Arrivals (TOAs) of reflected sounds. The echoes
recorded by a microphone has a certain structure and is distinctively described in two parts: the
direct-path plus early reflections and late reflections which are often described as a stochastic
and dense tail. This is described by the room impulse response (RIR), which contains impor-
tant information about the TOAs of the echoes, eventually enabling estimation of the acoustic
reflectors’ position. Based on this knowledge, several methods have been proposed to infer the
shape of a room from the RIR. For instance, in [D.13, D.14], a collocated loudspeaker and mi-
crophone arrangement was used to detect first-order echoes from RIRs, which are then utilized
to construct a spatial map of a room. Another attempt to construct a spatial map of a room using
a mobile robot is proposed in [D.15], where the environment is probed to estimate RIRs as the
robot moves in a predefined path. Based on this setup, the authors then proposed two room
geometry estimation methods, one using simple trigonometry, while the other uses Bayesian
filtering. Moreover, echolocation was proposed in [D.16] for robotic platforms. The authors
proposed a multichannel approach to room geometry and robot position estimation, but their
approach is also based on a priori knowledge of RIRs. Relying on RIRs is problematic in at
least two ways. Firstly, it is a difficult estimation problem in itself to obtain the RIRs, and, sec-
ondly, it is non-trivial to extract TOAs from the RIR estimates. Commonly, TOAs are extracted
by employing peak picking from estimated RIRs [D.17]. This is also seen in [D.11], which is
an attempt to generate a spatial map of an outdoor environment using echolocation. The authors
in [D.11] probes the environment and extract TOAs from the echoes as the platform moves to
a new location in an environment. However, this approach to the TOA estimation from RIRs is
problematic because the individual peaks relating to the true TOAs can be small and smeared as
a result of dispersion, diffusion, etc. [D.18]. Our previous work in [D.19] and [D.20] addresses
these issues by estimating TOAs directly from the recorded probe signal and its reflections.
This is facilitated through modelling of the echoes from which a statistically optimal estimator
is derived.

In this paper, a method is proposed based on the TOA estimation method in [D.19], which
was only evaluated in a simulated environment that does not take into account the important
practical aspects, e.g., robot movement, non-ideal hardware and propagation models, etc. In
the proposed method, the TOA estimates are used in the construction of a spatial map of an
indoor environment by exploiting the robot’s movement. The method is tested on a proof-of-
concept robotic platform that was build at Aalborg University. While we here focus on using
audible sound for the mapping, the proposed method could in theory be used with sound in any
frequency range as long as the source signal is known.
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The remaining part of this paper is organised as follows: Section 2 introduces the signal
model and problem statement. In Section 3, the TOA estimation method is described followed
by the proposed mapping method in Section 3.2. Furthermore, Section 6 describes the hardware
and software setup while Section 5 details the results obtained with the platform followed by a
discussion and a conclusion, in Sections 5 and Section 6, respectively.

2 Signal Model and Problem Formulation
Consider a single microphone that is attached on top of a single loudspeaker. Both are placed
on top of a robotic platform and is controlled by a single computer. The loudspeaker emits a
known signal s(n) which is recorded by a microphone. The observed signal w(n) recorded by
the microphone is then modelled as follows:

wk(n) = (s ∗ hk)(n) + v(n) = xk(n) + v(n), (D.1)

where hk(n) is the acoustic impulse response of the room measured from the loudspeaker at
robot position, rk, to the microphone position, and v(n) is the additive background noise plus
ego-noise. The different positions of the robot, rk, for k = 1, . . . ,K, are assumed known
in this work, and can in practice be estimated using, e.g., odometry or accerelometers. The
background noise is assumed to be white Gaussian noise, ∗ represents the convolution operator,
and xk(n) = (s ∗ hk)(n). By decomposing (D.1) as a sum of its direct-path component and its
reflections, the signal model in (D.1) can be written as:

wk(n) =
∞∑
q=1

gq,ks(n− τq,k) + v(n) (D.2)

where gq,k is the attenuation of the qth reflections from the loudspeaker at the k’th robot position
to the microphone, and τq,k is the TOA of the reflected sound1.

The acoustic impulse response has a certain structure and is distinctively described in two
parts: the direct-path plus early reflections and late reflections often described as a stochastic
and dense tail. This means that we could rewrite the equation in (D.2) as:

wk(n) =
R∑
q=1

gq,ks(n− τq,k) + v′(n), (D.3)

where R is the number of early reflections including the direct-path component and v′(n) is
the collective noise term comprised of all the late reverberation (i.e., the q > R components)
and the additive background noise. The problem at hand is then to estimate the position of the
acoustic reflectors from estimates of the TOAs, τq,k, at the different robot positions, rk.

1In our definition in (D.2), the direct-path component corresponds to q = 1
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3 TOA Estimation and Mapping
We start this section by showing how the TOAs mentioned in (D.3) can be estimated based on
the method in [D.19]. Then, based on these estimates, we propose the echolocation approach to
mapping of the acoustic reflectors.

3.1 Nonlinear least squares TOA estimation

If N samples of the reflected signals wk(n) =
[
wk(n) wk(n+ 1) · · · wk(n+N − 1)

]T
is taken while assuming that s(n) is known and the robot position is assumed fixed within
these N samples, then a nonlinear least squares (NLS) estimator can be formulated which is
statistically optimal under white Gaussian noise conditions. This is expressed as follows:

{ĝk, τ̂ k} = arg min
g,τ

∥∥∥∥∥wk(n) −
R∑
q=1

gqs(n− τq)

∥∥∥∥∥
2

, (D.4)

where

τ =
[
τ1 τ2 · · · τq

]T
, (D.5)

g =
[
g1 g2 · · · gq

]T
, (D.6)

and τ̂ k and ĝk are defined similarly.
Using Parseval’s theorem, (D.4) can be transformed into the frequency domain. This helps

in reducing the computational cost of the estimator and could facilitate using only selected
frequencies for the estimation. This is expressed below:

{ĝk, τ̂ k} = arg min
g,τ

∥∥∥∥∥Wk −
R∑
q=1

gqZ(τq) ⊙ S

∥∥∥∥∥
2

, (D.7)

Z(τ) =
[
1 e−jτ2π 1

K · · · e−jτ2πK−1
K

]T
, (D.8)

where the upper case vectors, e.g., Wk denotes the frequency domain version of their time-
domain counterparts, e.g., wk(n). The matrix, Z(τ), delays the source signal S by τ samples
while ⊙ is the element-wise product operator. In order to estimate ĝk and τ̂k parameters of the
multiple reflections,R, various cyclic methods could be used like the RELAX method proposed
in [D.21] that iteratively estimates the values of τq,k and gq,k. Solving (D.7) for gq by taking
the derivative of the cost function yields:

ĝq = WH
k Z(τq) + ZH(τq)Wk

2ZH(τq)Z(τq)
(D.9)
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Algorithm 2: Proposed method for spatial mapping.

Input: Trajectory R = {(rx1 , ry1), . . . , (rxK
, ryK

)};
Output: Reflector position estimates P = {(px1 , py1), . . . , (pxK

, pyK
)};

Initialization: P = {};
for k = 1, . . . , rK do

Acquire direction of robot movement: θr,k;
Acquire direction of loudspeaker: θl,k;
Probe the environment with s(n) ;
Record echoes: wk;

Transform signals to frequency domain s(n),wk(n) FFT−−−→ S,Wk;
Estimate TOA, τ̂k, using (D.12);
Estimate acoustic reflector position pk using (D.14) and add it to P;

end

where Z(τq) = Z(τq) ⊙ S is the frequency domain probe signal delayed by τq samples. By
inserting this back into (D.7), we get

τ̂ k = arg min
τ

∥∥∥∥∥Wk −
R∑
q=1

WH
k Z(τq) + ZH(τq)Wk

2ZH(τq)Z(τq)
Z(τq)

∥∥∥∥∥
2

. (D.10)

In the special case, where we assume R = 1, e.g., if we are interested in estimating only the
nearest acoustic reflector position, we get that

τ̂k = arg max
τ

IR{WH
k Z(τ)} (D.11)

where the operator IR represents taking the real part of the signal. As seen, our derivation leads
to cross-correlations.

3.2 TOA-based acoustic reflector mapping
The NLS estimator described earlier estimates τk for every robot position, rk. By taking mul-
tiple observation at different time instance and position, i.e. taking the robot’s movement into
account, the NLS estimator can be used to generate a spatial map of an environment. Consider
the platform moving in a predefined trajectory R = {r1, . . . , rK} with rk = (rxk

, ryk
), such

that the platform moves from rk to rk+1 etc. Here, we implicitly considered mapping in two
dimensions, but if additional microphones or loudspeakers are included the principle could be
extended to three dimensions. For every position, rk, the platform will probe the environment
with s(n) and record the observed signal wk(n). The probed signal and the observed signal are
then converted into the frequency domain before passing it to the NLS estimator. In practice,
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the analysis window for the TOA could be restricted to a search interval from τmin up to τmax
samples. This leads to

τ̂k = arg max
τϵ[τmin;τmax]

IR{WH
k Z(τ)} (D.12)

To estimate the position of the acoustic reflector from the estimated TOA, τ̂k, we assume the
loudspeaker to be directional and place the reflector position at a distance corresponding to the
estimated TOA in the direction of the loudspeaker. The direction in which the robot platform is
moving, θr,k, at position rk, is related to the direction that the loudspeaker is facing, θl,k, by a
fixed offset angle, ∆θ, i.e.,

θl,k = θr,k + ∆θ. (D.13)

Based on the above information, the coordinates of the position of the acoustic reflector is then
estimated as follows:

pxk
= rxk

+ c
τ̂k
2 cos θl,k (D.14)

pyk
= ryk

+ c
τ̂k
2 sin θl,k

where c is the speed of the sound. The procedure is then to estimate the acoustic reflector
positions for each of the known robot positions, rk, along its trajectory. The estimated acoustic
reflector positions are then concatenated in the set P = {p1, . . . , pK} with pk = (pxk

, pyk
) for

k = 1, . . . ,K. The resulting method for mapping the environment in two dimensions based
on TOA estimates are outlined in Algorithm 2. However, the fixed offset ∆θ could be avoided
when employing multiple microphones but this is left for future iteration of this project.

4 Robotic Platform Overview
In this section, the hardware and software of the robotic platform is discussed. The proposed
method discussed in Section 3 was implemented on embedded platform with a microcomputer
running Windows 10. The microcomputer was developed by UDOO. The UDOO x86 is a
single board development platform. On the platform, MATLAB was used to implement the
proposed method in Algorithm 4. Moreover, for multichannel audio data acquisition, Playrec
[D.22] was used to emit and record the sounds. A Kobuki TMR-K01-W1 platform was used
as the base unit of the robot. It is a wheeled platform with on-board odometry sensor that allows
for precise control and movement. The Kobuki platform has a built-in microcontroller that
was programmed with a predefined trajectory. The loudspeaker and microphone arrangement is
placed on top of the platform, which was connected to a Presonus 1818VSL audio interface.
The Presonus interface was then subsequently connected to the UDOO x86 microcomputer.
The sampling frequency of the audio interface was set to 48, 000 Hz. Moreover, a pre-calibrated
laser range sensor, TFMini micro Lidar, was also attached to the an Arduino Uno on
the UDOO platform, which was used as the ground truth in our experiments. This helps in
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(a) (b)

Fig. D.1: a) A proof-of-concept robotic platform b) An overview of the hardware required to design the platform used
in this research

evaluating the performance of the proposed method at varying distances under different Signal-
to-Noise Ratios (SNRs). The recorded data was processed by the UDOO x86 microcomputer
in real-time as the robot was moving along its trajectory. The system diagram is shown in Fig.
D.1(a) and the final assembly is shown in Fig. D.1(b).

5 Experimental Setup and Results
Two experiments were performed to evaluate the performance of the proposed method. Both
were tested on the proof-of-concept robotic platform discussed in the previous section. The
first experiment evaluate the performance of the used NLS estimator under different SNRs and
distances while placing it against one reflector as shown in Fig. D.2(a). The second experiment
tested the system in a real scenario of generating a spatial map as the robot moves in a predefined
trajectory. Furthermore, in the second experiment, two indoor environments were conducted in
the Sound Lab and an office area with a glass partition, respectively. Both environments are
located in the CREATE building at Aalborg University, Denmark.

For our experiments, we assumed the speed of sound to be 343 m/s and considered an anal-
ysis window starting from τmin samples to τmax samples corresponding to distances from 0.8 m
to 2 m. The interval was selected such that the first-order reflections between distances of 0.8 m
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(a) Robot Setup
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Fig. D.2: The performance of the NLS estimator was tested under different SNR level at varying distances

and 2 m from the microphone were captured, without capturing the direct-path component.
Moreover, R was set to 1 so that only one reflection from the first-order early reflection was
considered for the estimation. For both experiments, the source signal, s(n), was selected as
a broadband signal of length 1, 500 samples drawn from a Gaussian burst with zero padding
to form a signal with length of N = 20, 000 samples. Furthermore, a LiDAR was as placed
adjacent to the microphone to measure the distance to the acoustic reflector as shown in Fig.
D.1. This distance serves as the ground truth for our experiments.

5.1 Evaluation for different SNRs and distances
This experiment was performed inside the Sound Lab at Aalborg University, Denmark. The
Sound Lab has dimensions of 6.38×5.4×4.05 m and has sound absorbing materials embedded
into the wall. The test was performed to evaluate the performance of the TOA estimation under
different SNRs and distances. To simulate low SNRs, a separate loudspeaker was used as the
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Table D.1: Evaluation of the proposed method against ground truth and SNRs

SNR = 0 dB SNR = 10 dB SNR = 20 dB SNR = 30 dB

LiDAR [m] µ [m] σ [m] RMS
error [m] µ [m] σ [m] RMS

error [m] µ [m] σ [m] RMS
error [m] µ [m] σ [m] RMS

error [m]
0.83 0.8796 0.0214 0.0540 0.8974 0.0055 0.0497 0.8827 0.0060 0.0530 0.8827 0.0060 0.0530
1.15 1.0774 0.0408 0.0832 1.0888 0.0859 0.1051 1.0847 0.0403 0.0766 1.0977 0.0871 0.1013
1.51 1.4865 0.2837 0.2833 1.4613 0.2940 0.2966 1.4939 0.2718 0.2709 1.4523 0.2652 0.2701
2.01 1.1584 0.3521 0.9208 1.1834 0.3480 0.8962 1.1559 0.3428 0.9197 1.1763 0.3481 0.9028
2.50 1.2088 0.3806 1.3456 1.1956 0.3577 1.3521 1.1932 0.3562 1.3540 1.1863 0.3512 1.3594

interfering source playing an audio clip called Cocktail Party2. The loudspeaker was placed at
the corner of the lab at a distance of 6.4 m away from the robot as shown in Fig. D.2(a). The
SNR is defined as the ratio between the variance of the recorded probed signal x(n) against the
variance of the background noise v(n), i.e.,

SNR = σ2
x

σ2
v

, (D.15)

where σ2
x = E[∥x(n)∥2] and σ2

v = E[∥v(n)∥2]. Both the background noise and probe signal
were recorded for 1 second. Then, 4 SNR values [30, 20, 10, 0] dB were selected for this experi-
ment. To test the performance of the proposed method in estimating the distance of the wall, the
platform was placed at the following distances from one of the walls [0.8, 1.0, 1.5, 2.0, 2.5] m.
The results from this experiment are depicted in Fig. D.2 and Table D.1.

5.2 Mapping of an indoor environment
The second experiment was conducted to evaluate the spatial mapping method in Algorithm 4
on the robotic hardware platform. The objective here is to successfully generate a spatial map
of the environment, while detecting transparent surfaces, e.g., glass partitions. Two trajectories
were predefined for both environment. To construct the spatial map of the office area with
the glass surface in Fig. D.3(a), the robot was predefined to move in straight line along the
glass surface, while a rectangular trajectory was selected for the experiment in the Sound Lab
shown in Fig. D.4(a). In both environments, the robot follows the predefined trajectories and
stops every 1 m before coming to a momentary stop for 2 seconds. During these 2 seconds,
the platform then probes the environment using a known signal, s(n) and uses the proposed
method to determine the location of the acoustic reflector before moving to a new location and
repeating the echolocation process for each of the positions, rk, for k = 1, . . . ,K as outlined in
Algorithm 2. The results from the mapping experiment are shown in Fig. D.3 and D.4.

2Cocktail Party audio clip can be found on YouTube
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(a) Layout of office with glass surfaces.
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(b) 2D map of an office with glass surfaces.

Fig. D.3: Detecting of glass surface at Aalborg University.

(a) Layout of the Sound Lab.
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(b) 2D map of the Sound Lab.

Fig. D.4: Generating a spatial map of the Sound Lab.

6 Discussion
The data collected from the first experiment is summarized in Fig. D.2 and Table D.1. These
results show that the proposed method can accurately measure the acoustic reflector positions
even when testing with sound absorbing materials and under highly noisy conditions. In gen-
eral, the material of the environment is expected to be more reflective then in the considered
experimental setting, which should only make the reflector position estimation easier, since the
reflections will be stronger. To measure the performance of the TOA estimator, we considered
its accuracy defined as the percentage of the TOA estimates that are within ±ϵ of the ground
truth (LiDAR) data, where ϵ was chosen as 10 %. The results in Fig. D.2(b) shows that the
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proposed method has above 60% accuracy up to a distance of 1.5 m even under low SNRs.
For each SNR and distance configuration, we conducted 100 experiments. In each of these, the
probe signal and the background noise were sampled randomly.

Furthermore, as seen in the Table D.1, as the distance between the platform and robot in-
creases, the standard deviation, σ, and Root Mean Square Error (RMSE), also seen in Fig.
D.2(c), increases. Additionally, the mean, µ, is close to the ground truth value for distances up
to 1.5 m and for all SNRs. In conducting the second experiment, we only considered a single
high SNR level of approximately 30 dB. As seen in both Fig. D.3(b) and Fig. D.4(b), a spatial
map of both environment was obtained based on the sound recordings at the different robot
position along the trajectory. Moreover, in Fig. D.3(b), the algorithm accurately constructed
reflector position estimates even in the presence of transparent glass surfaces as opposed to the
LiDAR data. Careful examination of Fig. D.3(b) and Fig. D.4(b) would reveal that the data
points are not aligned to the layout of the wall. This is due to the drift in the robotic platform.
One way to overcome this drift is to monitor the motor state and compensate the movement of
the platform. However, this aspect is beyond the scope of this paper and will be tackled in the
future iteration of this research.

7 Conclusion
The contribution of this paper is to propose a new mapping algorithm that could benefit many
robotic applications by localizing acoustic reflectors from recorded microphone data. Our pro-
posed method make use of a single loudspeaker-microphone arrangement which are commonly
found in many robotic platforms used for Human Robot Interaction (HRI). Two experiments
were conducted: one to test the performance of the proposed method, and another to construct
a spatial map of two indoor environments. According to the data, the proposed method can ro-
bustly detect acoustic reflector at distances up to 1.5 m with above 60 % accuracy. It is also seen
from the results that at higher distances, the standard deviation and the RMSE also increases
which reduces the overall performance of the algorithm. Furthermore, in the second experi-
ment, spatial maps of two environments were estimated using the proposed method on a robotic
platform following a predefined trajectory. Fig. D.3 and D.4 shows that the method accurately
detects even sound absorbing and transparent surfaces when compared with traditional sensing
technologies. In the future iteration of this research, the proposed method will be extended to
a multichannel approach, which should increase the accuracy further and enable estimation of
multiple reflectors. Moreover, movement will be taken into account, in which case the reflector
localizaing can be conducted while the robot is moving.
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Abstract
In this paper, we propose a method to estimate the proximity of an acoustic reflector, e.g., a
wall, using ego-noise, i.e., the noise produced by the moving parts of a listening robot. This is
achieved by estimating the times of arrival of acoustic echoes reflected from the surface. Simu-
lated experiments show that the proposed non-intrusive approach is capable of accurately esti-
mating the distance of a reflector up to 1 meter and outperforms a previously proposed intrusive
approach under loud ego-noise conditions. The proposed method is helped by a probabilistic
echo detector that estimates whether or not an acoustic reflector is within a short range of the
robotic platform. This preliminary investigation paves the way towards a new kind of collision
avoidance system that would purely rely on audio sensors rather than conventional proximity
sensors.

1 Introduction
Within the context of robot audition, ego-noise is defined as the noise generated by the moving
parts of a robotic platform, e.g., the rotors of a drone [E.1]. Ego-noise is a source of problems
in many robotic applications, as it corrupts audio recordings captured by microphones, as avail-
able in many Human-Robot Interaction (HRI) systems [E.2, E.3]. For this reason, ego-noise
reduction is an active area of research that plays an important role in many autonomous sys-
tems, and has enabled applications such as speech recognition for HRI [E.4] or acoustic scene
analysis [E.5].

The structure of ego-noise has been investigated by several authors in the past. For instance,
[E.6] investigates the spectral content of a multimotor aerial vehicle (MAV) and shows that the
ego-noise is a combination of harmonic and broadband components. According to the authors,
the noise spectra vary dynamically with the motor speed. Furthermore, because of the rigid
mounting of the microphones with respect to the motors, the acoustic mixing can be assumed
stationary. In [E.5], the authors exploit both the spectral and the spatial characteristics of ego-
noise to train a dictionary that is used for ego-noise reduction.

While robotic platforms are almost always accompanied by ego-noise, only a few studies
have attempted to use it constructively in the literature. For instance, in [E.7, E.8], the authors
emphasize that ego-noise carries useful information about the motor system’s movements and
the characteristics of the environments. More specifically, in [E.7], the authors propose a for-
ward model to predict the dynamics of the motor system of a wheeled robot. Two experiments
are set to test the predictive capabilities of the model. The first experiment uses ego-noise pre-
dictions to classify velocity profiles from the auditory signals acquired by the robot, while the
second experiment shows that auditory predictions can be used to detect changes in the envi-
ronment, e.g., changes in the inclination of the surface where the robot is moving. Furthermore,
in [E.9], the authors investigate the possibility of estimating a robot’s motion from its ego-
noise, i.e., "audio-based odometry". According to the authors, audio-based odometry presents
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advantages over laser- and visual-based odometry because it is not affected by changing light
conditions.

In this paper, we follow this notion of using the ego-noise constructively rather than treating
it as an interference, by proposing an estimator for acoustic reflectors based on the time dif-
ference of echo (TDOE). The TDOE was introduced in [E.10] as the time difference of arrival
between the direct sound source signal and its first echo in a given channel. When the source is
near the receiver, the distance from the source-receiver system to the nearest acoustic reflector is
half the TDOE multiplied by the speed of sound. Hence, TDOE estimation is identified to dis-
tance estimation in this paper. To estimate the TDOE, we will exploit the comb-filtering effect
that emerges from the direct-path component of the sound source mixing with its delayed ver-
sion, due to the presence of the acoustic reflector [E.11]. Recently, a number of methods have
been proposed to use early acoustic echoes constructively for audio signal processing applica-
tions, e.g., in sound source localization [E.10], sound source separation [E.12], robust speaker
verification [E.13] or room geometry reconstruction [E.14, E.15, E.16]. While the latter gener-
alizes our study, it uses clean multi-channel room impulse responses (RIR) rather than a single
noisy ego-noise signal. Accurately measuring RIRs is a time-consuming and costly process that
is not suitable for robotic applications.

Conventionally, proximity sensors based on ultrasounds, lasers, or infrared lights are used
to detect and localize rigid surfaces in an environment. The authors of [E.17] notably used laser
sensors and a Kinect to estimate the positions of acoustic reflectors in a room to inform a sound
source localization method. Here, we postulate that the acoustic structure of the ego-noise nat-
urally produced by a robot carries enough information that may help in detecting and localizing
acoustic reflectors solely based on audio recordings. In our previous works [E.18, E.19, E.20],
we proposed an active/intrusive approach where a loudspeaker emitting a known broadband
signal was attached to a drone in order to probe the environment using times of arrival. In con-
trast, in this work, we propose removing the loudspeaker from the setup and develop a method
solely utilizing the drone’s ego-noise to detect an acoustic reflector with a single microphone.
Throughout this study, we assume that the direct-path component of the ego-noise within the
microphone signal is known. A number of techniques could be envisioned to estimate it, e.g.,
dictionary learning or model-based methods calibrated using prior measurements in an anechoic
chamber, e.g., [E.5, E.18, E.19, E.20], or using close-range microphones placed next to the ego-
noise sources as references. This aspect is beyond the scope of this paper and is left for future
iterations of this research. Here, we focus on the specific question of whether an uncontrolled
ego-noise signal, as opposed to a controlled emitted broadband signal, is sufficient to probe an
environment for nearby reflectors.

First, we develop a statistically optimal TDOE estimator to solve this problem in the least-
square sense. Then, we introduce a probabilistic echo-detector that helps our estimator distin-
guishing an acoustic reflector from empty space. Simulated experiments show that the proposed
non-intrusive method is capable of accurately estimating distances of 1 meters or less and out-
performs our previously proposed intrusive approach under loud ego-noise conditions. To the
best of our knowledge, this is the first time that ego-noise echoes stemming from acoustic re-
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flectors are used in a constructive way in the context of robot audition, and in particular in drone
audition.

The remainder of this paper is organized as follows. Section 2 formulates the signal model
and the problem. Section 3 describes the proposed TDOE estimator based on our model. Sec-
tion 4 evaluates the performance and robustness of the proposed solution. Finally, Section 5
concludes and provides directions for future work.

2 Problem formulation
Consider a setup with a single microphone that records both the ego-noise generated by the
rotors of a drone, x[n], and a background noise from the environment. The signal model is
then:

y[n] = (h ∗ s)[n] + v[n] = x[n] + v[n], (E.1)

where h is the impulse response from the ego-noise source to the microphone. The source signal
s[n] is generated by the rotors of the drone while v[n] is the white Gaussian background noise.
The signal x[n] is the ego-noise of the drone that we will use to facilitate TDOE estimation.
We now proceed to decompose the observed ego-noise signal, y[n], as the sum of individual
reflections from the source signal:

y[n] =
∞∑
q=1

gqs[n− τq] + v[n], (E.2)

where q = 1 indexes the direct path component and q > 1 the acoustic reflections, τq represents
the time of arrival of the q-th direct or reflected source signal, while gq is the corresponding gain
or attenuation due to the inverse square law of sound propagation and to the sound-absorbent
material at the acoustic reflector, assuming frequency-independence in this work. Acoustic
impulse responses have a certain structure, which can be classified into two parts: an early part
and a late part. The early part is sparse in time and contains the direct-path as well as the early
reflections while the late part is characterized by a stochastic, dense and decaying tail of late
reflections [E.21]. This suggests to divide the signal model as follows:

y[n] =
R∑
q=1

gqs[n− τq] + v′[n], (E.3)

where R is the number of considered early reflections and v′[n] is composed of late reflections
and background noise. Furthermore, we can rewrite (E.3) in a compact expression by separating
x[n] into the direct-path and early reflection components as:

y[n] = xd[n] + xr[n] + v′[n], (E.4)
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where xd[n] = g1s[n − τ1] is the direct path component, and xr[n] =
∑R
q=2 gqs[n − τq]

contains all the early reflections. While the direct path component xd[n] is always present, the
reflection component xr[n] vanishes from the microphone signal if the robotic platform is not
near any acoustic reflector. In drone audition applications, the microphones are often set in a
fixed location with respect to the rotors. This fact could be used to estimate the direct path
component using additional close-range microphones placed next to the rotors. Alternatively,
a direct path estimation method calibrated in anechoic conditions could be derived. This is out
of the scope of this paper, and we assume here that the direct path component xd[n] is known.
Moreover, we are only interested in detecting one acoustic reflector, e.g., the closest one for
obstacle avoidance, so we set R = 2 to estimate the first reflection. If we vectorize (E.4) and
express it in terms of the gains and delays, we can approximate the signal model as shown:

y[n] ≈ gdDτd
s[n] + grDτr

s[n] + v′[n], (E.5)

y[n] =
[
y[n] y[n+ 1] · · · y[n+N − 1]

]T
,

where Dτ is a cyclic shift register that delays the unknown rotor signal s[n] by τ samples and g
is the gain of the signal. Note that Dτ is an identity matrix whose columns are cyclically shifted
to the right by τ , which approximates a true delay operator. Similarly, we can decompose (E.5)
into vectorized direct-path and reflection components, xd[n] and xr[n]. Since xr[n] is a delayed
version of the direct-path component, (E.4) can be expressed as shown:

y[n] = xd[n] + gr
gd

D∆τxd[n] + v′[n], (E.6)

= (I + αD∆τ ) xd[n] + v′[n], (E.7)

where ∆τ is the TDOE of the observed signal, such that ∆τ = τr − τd and α = gr

gd
, while I is

the identity matrix. The task at hand is then to estimate ∆τ̂ and α̂ in order to detect the presence
of an acoustic reflector and possibly infer its distance to the nearest acoustic reflector.

3 TDOE estimation based on Least-Squares Fit

Let y ∈ RN containN consecutive samples of the observed signal at a given time. Assume that
the corresponding direct-path component xd is known. Then, we can estimate ∆τ and α from
(E.7) in the least-squares sense by solving the following problem:

{∆τ̂ , α̂} = arg min
∆τ,α

∥y − (I + αD∆τ ) xd∥2 (E.8)

= arg min
∆τ,α

J(∆τ, α). (E.9)
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Note that, assuming the background noise is white and Gaussian, the resulting estimators will
also be maximum likelihood estimators. The cost function in (E.9) can be rewritten as follows:

J(∆τ, α) = ∥y − (I + αD∆τ ) xd∥2 (E.10)

= ∥y∥2 − 2yT (I + αD∆τ ) xd
+ xTd (I + αD∆τ )T (I + αD∆τ ) xd.

By zeroing the derivative of (E.10) with respect to α we get:

δJ

δα
= −yTD∆τxd − xTd DT

∆τy

+ xTd DT
∆τxd + xTd D∆τxd + 2αxTd DT

∆τD∆τxd = 0. (E.11)

By observing that DT
∆τD∆τ = I, this becomes:

− (y − xd)T D∆τxd + xTd DT
∆τ (y − xd) + 2α∥xd∥2 = 0 (E.12)

Hence,

α̂(∆τ) = (y − xd)T D∆τxd
∥xd∥2 . (E.13)

We see here that the estimated gain ratio α has an interesting interpretation. It can be viewed
as a cross-correlation between the known direct path xd and the observed signal without direct
path y−xd. Now, by inserting back (E.13) into (E.8), removing constant terms and simplifying,
we obtain:

∆τ̂ = arg max
∆τ

α̂(∆τ)2. (E.14)

This expression can be maximized over a finite, predefined set of candidate delays ∆τ to obtain
the desired least-square estimate ∆τ̂ .

4 Echo detector
Solving (E.8) will always give a TDOE estimate no matter where the drone is positioned in 3D
space. However, we require a mechanism to distinguish whether this estimate belongs to an
acoustic reflector or is an artifact stemming from the background noise. This detection is thus
vital if using the TDOE estimator for, e.g., collision avoidance as it will help remove spurious
estimates. Therefore, we resolve this problem by introducing an echo detector. The decision
about whether an observation contains an acoustic reflection can be formulated as a detection
problem [E.22]. Let us consider the following two hypotheses:

H0 : y[n] = xd[n] + v[n], (E.15)
H1 : y[n] = xr[n] + xd[n] + v[n], (E.16)
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where H0 is the null hypothesis and refers to a situation when the observation only includes
the direct-path component xd[n] and white Gaussian background noise v(n), with variance σ2

and mean 0, i.e., N (0, σ2). In contrast, H1 refers to the situation when a reflected signal xr[n]
from an acoustic reflector is observed, in addition to v[n] and xd[n]. The observation interval
is n ∈ [0, N − 1] and the generalized likelihood ratio test (GLRT) is given as:

L(n) = p(y; xr[n],H1)
p(y; H0) > γ. (E.17)

In other words, in order to detect if an observation n belongs to H1, its GLRT should be
greater than γ. The probability density functions (PDFs) for the two hypotheses are given as
shown:

p(y; xr[n],H1) = 1
(2πσ2

v)N/2 exp
(

−∥y[n] − xr[n] − xd[n]∥2

2σ2
v

)
,

p(y; H0) = 1
(2πσ2

v)N/2 exp
(

−∥y[n] − xd[n]∥2

2σ2
v

)
, (E.18)

where σ2
v is the variance of the background noise, v[n].

Note that in order to compute L(n), an estimate x̂r[n] of the unknown reflected component
xr[n] is needed. One way of obtaining such estimate would be to use the estimates of section 3,
i.e., x̂r[n] = α̂D∆τ̂xd[n]. However, this approach would strongly rely on the hypothesis that
only one reflection exists in the observation. Instead, we propose to use a more straight-forward
estimate for xr[n] which is agnostic to the reflection model. Under the hypothesis H1, directly
maximizing the observed-data likelihood with respect to xr by zeroing the derivative of the
logarithm of (E.18) yields:

d ln p(y; H1)
dxr

= − (xr[n] − y[n] + xd[n]) = 0, (E.19)

that is, the reflected signal is found by subtracting the direct-path component xd[n] from the
observation y[n], as shown:

x̂r[n] = y[n] − xd[n]. (E.20)

By inserting (E.20) into (E.18) and this back into (E.17) we get:

ln L(x) = ln p(y; xr[n],H1)
ln p(y; H0) (E.21)

= (y[n] − xd[n])T (y[n] − xd[n]) > 2σ2
v ln γ. (E.22)

Hence, the criterion to detect an acoustic reflector is:

T (y) = ∥y[n] − xd[n]∥2 H1
≷
H0

2σ2
v ln γ. (E.23)
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In other words, for a reflector to be detected, the power of the reflected signal should be greater
than a threshold that depends on the variance of the background noise σ2

v . Note that this criterion
will change under different noise conditions.

5 Experiments
Two experiments were conducted within a simulated room of dimensions 8 × 6 × 5 m. For
these experiments, we simulated the drone ego-noise as a point source. The distance between
the source and the microphone is 0.2 m. A signal generator [E.23] was used to generate the
response of a moving sound source and a receiver. The signal generator convolves the sound
source, i.e., the rotor noise, with a time varying RIR. The RIR is generated using the image-
source method, first proposed in [E.24]. The reverberation time was set to T60 = 0.4 s, the FFT
length was set to 2, 048 samples while the speed of sound was set to 343 m/s. For the ego-noise
sound source, we used the signal allMotors_70.wav from the DREGON dataset [E.1],
which was recorded from a drone whose four rotors were set to a fixed speed of 70 rotations per
second. A diffuse cylindrical background noise was generated from this signal using the method
described in [E.25]. The background noise has two parts, the first part is the ego-noise of the
drone which contributes to late reverberation [E.26] while the latter part is the white Gaussian
noise set at 40 dB. The signal was then down-sampled from 44.1 kHz to 5, 512.5 Hz in order to
decrease the computational cost of simulating the moving source and the receiver.

5.1 Comparison and evaluation of the proposed estimator
In the first experiment, we compare the proposed method against our previously published ap-
proach [E.18]. The latter also estimates the distance of a nearby acoustic reflector based on its
TDOE, but it utilizes an embedded loudspeaker to probe the environment with a known white-
noise signal s[n], i.e., an intrusive approach. Hence, in that case, the ego-noise is a disturbance
in the acoustic reflector estimation. The purpose of this experiment is to test the limits of the
intrusive approach under varying signal-to-ego-noise ratios (SENR). The SENR is computed in
decibel (dB) as the variance of the probe signal, σ2

probe, divided by the variance of the ego-noise
σ2

ego. The evaluation metric used is the accuracy, defined as the percentage of TDOEs that are
within ±10% of the true TDOE, calculated from the actual distance of the robotic platform to
the acoustic reflector. In this experiment, the distance to the acoustic reflector was fixed to 0.5
m. As seen in Fig. E.1(a), the intrusive approach gradually fails for SENR values below −10 dB.
For comparison, the figure also shows the accuracy obtained with the proposed approach, from
the same distance, without using any probe signal (SENR=-∞) and under an observed-signal
to diffuse-background-noise ratio (SDNR) of 40 dB. The SDNR is calculated as the variance
of the observed signal including the direct-path and reflections, σ2

x, divided by the variance of
the diffuse background environment noise σ2

v . As can be seen, the accuracy of the proposed
approach is 100% in that case. We then evaluate the performance of the proposed approach
against varying distances and under different SDNR values. In this experiment, the robotic
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Fig. E.1: a)Comparison between the proposed TDOE estimator in (E.14) and the intrusive method in [E.18] against
varying SENRs values, when the robotic platform is 0.5 m from an acoustic reflector (SDNR = 40dB) b) Evaluation
of the proposed method in (E.14) against varying distances and SDNR values when the platform is near one acoustic
reflectors

platform moves at a distance of [0.1 : 0.2 : 2] m from the acoustic reflector, while the SDNR
of the environment changes for every simulation within an interval of [−40 : 10 : 10] dB. We
conducted 100 Monte-Carlo trials for each (distance, SDNR) combination to obtain the results
in Fig. E.1(b). As can be seen, the proposed TDOE estimator (E.14) provides high accuracy
and offers robustness from 0 dB and above but starts to fail under low SDNR values. Moreover,
the proposed method can robustly estimate the distance of an acoustic reflector up to around 1
m.

5.2 Application Example
In Fig.E.2, we simulate a scenario where we move the drone from one acoustic reflector to
another, i.e., from rsx

= 0.1 m to rsx
= 7.9 m, in order to test the TDOE estimator in (E.14)

and the echo-detector in (E.23) on a larger set of distances. The value of ln(γ) was empirically
set to 2, 500. If the echo-detector is close to an acoustic reflector, then the detector assigns a
value of 1. Otherwise, a value of 0 is assigned to indicate empty space. The experiment was
conducted under an SDNR of 10 dB. In Fig. E.2(a), we see that the gain estimate using (E.13)
becomes higher as the drone gets closer to an acoustic reflector. Furthermore, as seen from
Fig. E.2(b), as the drone approaches an acoustic reflector, we are able to correctly estimate the
TDOE up to a distance of around 1 m. The red line on Fig. E.2(b) indicates the true distance
and the corresponding TDOE (ground truth) to the acoustic reflector of the drone. However,
at distances larger than 1 m, the estimator fails to estimate the TDOE. This is illustrated by
the fluctuations in the center of the figure, followed by a linear decrease of TDOE estimates as



6. Conclusion and Future work 131

0 1 2 3 4 5 6 7 8
0

0.02

0.04

0.06

0 1 2 3 4 5 6 7 8
-200

0

200

0 1 2 3 4 5 6 7 8

0

1

Fig. E.2: A moving microphone-rotor setup was tested within a simulated environment to represent a moving drone
platform from one acoustic surface to another. The performance of the a) gain estimator b) TDOE estimator and c)
GLRT detector is shown in the figure.

the drone approaches the other wall. Finally, results from the echo-detector using the threshold
value T (y) in (E.23) are shown in Fig. E.2(c). From the figure, it is seen that the power of the
reflected sound is higher than the threshold for reflectors that are closer than 0.5 m, allowing
the method to detect them.

6 Conclusion and Future work
In this paper, we proposed a TDOE estimator and an echo detector to estimate the proximity of
an acoustic reflector. These make use of the natural ego-noise of a robotic platform equipped
with a microphone. The proposed method could lead to the development of new sound-based
collision avoidance systems for, e.g., drones. With such a system, the platform would not need
to utilize proximity sensors, e.g., infrared lights or ultrasounds, to prevent collisions into walls.
According to preliminary simulated experiments, the proposed method is able to estimate a
distance of up to 1 m and can distinguish an acoustic reflector from empty space based on the
energy of the reflected signal which is compared to a predefined threshold. In future iterations
of this project, we aim to investigate the estimation of the direct-path component, xd[n], which
was assumed to be known throughout this paper. This is a very challenging problem on its
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own, which requires further investigation. It could be addressed using the known microphone
placement together with close-range microphones placed next to the ego-noise sources, or using
direct-path ego-noise models trained and calibrated in anechoic conditions.
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Abstract
In robotics, echolocation has been used to detect acoustic reflectors, e.g., walls, as it aids robotic
platform to navigate in darkness and also help detect transparent surfaces. However, the trans-
fer function or response of an acoustic system, e.g., loudspeakers/emitters, contributes to non-
ideal behaviour within the acoustic systems that can contributes to a phase lag due to propa-
gation delay. This non-ideal response can hinder the performance of a time-of-arrival (TOA)
estimator intended for acoustic reflector localization especially when estimation of multiple re-
flections are require. In this paper, we therefore propose a robust Expectation-Maximization
(EM) algorithm that takes into account the response of acoustic systems to enhance the TOA
estimation accuracy when estimating multiple reflections when the robot is placed at a corner
of a room. A non-ideal transfer function is built with two parameters, which are estimated re-
cursively within the estimator. To test the proposed method, a hardware proof-of-concept setup
was built with two different designs. The experimental results show that the proposed method
could detect an acoustic reflector up to a distance of 1.6 m with 60% accuracy under the signal-
to-noise ratio (SNR) of 0 dB.

1 Introduction
Within the context of robot audition, the use of echolocation for acoustic reflector localization
and estimation has been proposed by various researchers in the past [F.1, F.2, F.3]. Within this
domain, researchers are utilizing acoustic signal processing techniques and propose combining
echolocation with state-of-the-art technologies, e.g., laser- and camera-based technologies to
aid a robot to construct a spatial map of an indoor environment. This can be accomplished by a
collocated microphone-loudspeaker combination. One major disadvantage of camera and laser-
based technologies is that it cannot work in complete darkness and it cannot detect transparent
surfaces that are typically found in an office environment, This makes accurate construction of
spatial map of an environment a difficult process.

The process involved in the aforementioned echolocation techniques is to probe the envi-
ronment with a known sound, so that the reflected signal acquired by a microphone can be
processed to estimate the time of arrival (TOA) of the acoustic echo that aid a robot to estimate
the distance between the acoustic reflector. Traditionally, TOA information is extracted from
room impulse response (RIR) estimates, Fig. F.1 which is normally done using a peak-picking
approach [F.2, F.3, F.4, F.5, F.6]. This model is broadly divided into two distinct parts: the
direct-path including early reflections and late reflections which are comprised by a stochastic
dense tail [F.7]. The direct-path component is the shortest distance a sound can take ,i.e., it
provides information about the distance between the transmitter and receiver while early reflec-
tions helps in inferring the distance of the closest acoustic reflector [F.8, F.3, F.2]. While, TOA
estimation enables a robot to determine the distance of an acoustic reflector, direction-of-arrival
(DOA) of an acoustic source is required to determine the location of an acoustic source. This is
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Fig. F.1: Transfer function of the room between source and microphone, RIR. The direct-path contains the highest
energy followed by the early reflection and reverberation which is represented by a dense tail

done by incorporating multiple receivers attached to a robot [F.9, F.10, F.11].
Recent advancement in machine learning techniques has also enabled robotic platform to

incorporate echolocation for terrain classification and detecting echoes from noisy data. For
example, in [F.12], the author proposed training using advanced signal filtering and machine
learning techniques which could be used to accurately classify terrain types for a small mobile
robot. One potential for such method is to help robot navigation, i.e., detecting road from
other surfaces. Moreover, echolocation is used to map a spatial map of an indoor environment.
For example, in [F.13], the authors propose training a neural network to predict depth maps
and gray-scale images from sound alone. The work presented in [F.13] was later improved
by [F.14] by improving the neural network and reducing the computation time to run the model.
The contribution of the paper was a full 360o 3D depth reconstruction with 4 microphones
and a lidar-based SLAM for training a model. One notable difference between model-based
approach and data-driven approaches is the availability of large data-sets required to train a
neural network. Comparatively, model-based approach finds the feature of interest directly
from the signal model.
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While, ultrasonic sensors are popular within robotics to detect obstacles, these require spe-
cialized hardware to transmit/receive acoustic echoes and could potentially increase the overall
cost of a robotic platform. However, most robots intended for human-robot interaction (HRI)
consist of a collocated microphone-loudspeaker setup, e.g, Softbank’s NAO robot. Therefore,
we propose an algorithm that utilize the existing loudspeaker-microphone setup to estimate the
distance of an acoustic reflector [F.15, F.16]. However, the loudspeaker’s and microphone’s
response was not taken into account when deriving a TOA estimator. The response of the
acoustic systems are required to enable a robot to effectively detect and estimate the location
of additional echoes that originates from other walls. In practice, loudspeakers/microphones
are non-ideal. One reason is that the transfer function of the acoustical systems, e.g., loud-
speakers/microphones, contributes to a phase lag due to propagation delay [F.17]. This can lead
to model-mismatch and have a detrimental impact on the performance of the TOA estimation
method proposed in [F.8, F.18] and may hinder estimation of multiple acoustic echoes.

Traditionally, estimating the transfer function of the loudspeaker is usually done using a
loudspeaker enclose microphone (LEM) setup which involves placing the setup within an ane-
choic environment. However, in [F.19], the researchers proposed a method to measure the
transfer-function of the loudspeaker within an echoic environment. This is done by utilizing
two loudspeakers, one of them calibrated and its transfer-function already estimated within an
anechoic chamber. The loudspeaker is placed in a fixed location within the environment. The
process involves transmitting a white noise signal through the calibrated loudspeaker to measure
its impulse response (IR) and later replacing the loudspeaker with the uncalibrated loudspeaker
and repeating the IR measurement. The transfer-function of the uncalibrated loudspeaker is
estimated using least-squares. Furthermore, TOA estimation can also be influenced by the ma-
terials that acoustic reflectors are composed off, e.g., concrete, glass, and cardboards. This is
because, some materials absorb certain sound frequencies that could lead to non-ideal charac-
teristics of the observed signals [F.20]. The aforementioned method requires access to anechoic
chamber which is a time consuming process, hence, there is a need to estimate the response of
the acoustic system directly from the model.

In this paper, we therefore extend the model-based method originally proposed in [F.21]
and later used in our previous work [F.8] to accommodate the non-ideal transfer function of
an acoustic system, i.e., the loudspeaker, the microphone and the reflecting materials. We take
a model-based approach to TOA estimation where the model of the early reflections is used to
derive a statistically optimal estimator. More specifically, we include an unknown filter to model
the uncertainties of the acoustic system which may alleviate the need to estimate loudspeaker IR
measurement suggested in [F.19]. Moreover, to test the proposed method, a proof-of-concept
setup is built to conduct experiments using real data.1

The remaining part of this paper is organized as follows: Section 2 introduces the prob-
lem formulation, Section 3 proposed the TOA estimation method based on EM. Finally, the
experimental results followed by discussion and conclusion can be found in Section 4, 5 and 6,
respectively.

1The dataset and code for this work can be found here: https://doi.org/10.5281/zenodo.5082224
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2 Problem formulation
Consider the scenario where a loudspeaker is emitting a known probe signal, which is then prop-
agating an acoustic environment, and recorded by a microphone. This can be mathematically
modeled as

y(n) = h(n) ∗ s(n) + w(n) (F.1)
= x(n) + w(n),

where h(n) is the acoustic impulse response from the loudspeaker to the microphone, s(n) is
the known probe signal, and w(n) is additive background noise while x(n) = h(n) ∗ s(n).
The acoustic impulse response can be further modelled by decomposing the reverberation into
early and late reverberation components. The early reflections are modelled as time-delayed
and filtered versions of the known probe signal, where the filter represents the responses of the
loudspeaker, microphone, and acoustic reflectors. Mathematically, we formulate this as

y(n) =
R∑
r=1

gr ∗ s(n− τr) + v(n), (F.2)

where R is the number of early reflections, gr is the filter pertaining to the rth reflection, τr
is the delay of the r’th reflection, and v(n) is a noise term embracing both the additive back-
ground noise and the late reflections. In the special case where gr is a Dirac function for all
r = 1, . . . , R, we get the ideal model used in [F.8], which does not account for the non-ideal
hardware responses that are inevitable in real scenarios. We then assume stationarity and that
we have N observations following this model, i.e.,

y(n) =
R∑
r=1

Grs(n− τr) + v(n), (F.3)

=
R∑
r=1

S(n− τr)gr + v(n), (F.4)

G =
[
[D0gr]T , [D1gr]T , · · · , [DM−Ngr]T

]T
(F.5)

gr = [g0,r, g1,r, · · · , gM−1,r]T . (F.6)

S(n− τ) =


s(n− τ +M − 1) · · · s(n− τ)
s(n− τ +M) · · · s(n− τ + 1)

...
...

s(n− τ +N − 1) · · · s(n− τ +N −M)

 , (F.7)
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s(n− τ) = [s(n− τ), s(n− τ + 1), · · · , s(n− τ +N − 1)]T , (F.8)

Here, D is a cyclic shift register that delays filter gain gr. The matrix Gr has a dimension
of (N −M + 1) ×N while Sr has a dimension of (N −M + 1) ×M , where N is the length of
the signal while M is the filter length. The filter gr is a 1 × M vector of the r-th reflection. If
we assume that the noise term is white Gaussian noise, the maximum likelihood estimator for
the unknown filters, gr, and delays, τr, for r = 1, . . . , R, is given by

{τ̂ , ĝ} = arg min
τ r,gr∀r∈[1;R]

∥∥∥∥∥y(n) −
R∑
r=1

S(n− τr)gr

∥∥∥∥∥
2

. (F.9)

Compared to [F.21], we do not assume that the gain or filter gr is the set to 1. Hence, the problem
at hand is to estimate the delay τr and the filter parameters gr. Moreover, in this paper, we are
interested to estimate these parameter to localize the position of an acoustic reflector using
echolocation which was not addressed in [F.21]. Furthermore, resolving (F.9) to estimate τr and
gr clearly, leaves us with a computationally complex and multidimensional task. However, as
we shall see next, this can be solved by incorporating iterative procedures such as expectation-
maximization (EM).

3 Robust EM-based acoustic reflector localization
The EM algorithm developed in [F.22] is a general method intended to solve Maximum-likelihood
(ML) estimation problem given incomplete data [F.21]. It is intended to alleviate the complex-
ity of parameter estimation. The EM algorithm requires that the complete data be specified.
Here, we may define our complete data as all the observations of the individual reflections, each
defined as

xr(n) = S(n− τr)gr + vr(n), (F.10)

for, r = 1, . . . , R, where vr(n) are individual noise terms obtained by arbitrarily decomposing
the noise term v(n) into R components, such that

R∑
r=1

vr(n) = v(n). (F.11)

Moreover, we can write the observed signal as the sum of the individual observed reflections,
i.e.,

y(n) =
R∑
r=1

xr(n). (F.12)
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We let the individual noise terms be independent, zero-mean, white Gaussian, and distributed as
N (0, βrC), where 0 is a vector of zeros and C = E[v(n)vT (n)] = σ2

vIN is an N ×N matrix
of v(n), σ2

v is the variance. E[.] is the mathematical expectation. Moreover, the scaling factors,
βr, are non-negative, real-valued scalars, that satisfy the following:

R∑
r=1

βr = 1. (F.13)

Here, the βr must satisfy the condition above but it is arbitrary free variable and could be used
to control the rate of convergence. The choice of β could be resort to more investigation as
noted by [F.21] but here we choose the β = 1/R. The EM algorithm for the problem at hand is
given by

E-step:

x̂(i)
r (n) = S(n− τ̂ (i)

r )ĝ(i)
r + βr

[
y −

R∑
r=1

S(n− τ̂ (i)
r )ĝ(i)

r .

]
(F.14)

M-step:

{ĝr, τ̂r}(i+1) = arg min
g,τ

∥∥∥x(i)
r (n) − S(n− τ)g

∥∥∥2
, (F.15)

where (i) denotes the iteration index. The M-step can be simplified, since the estimator is linear
in with respect to the unknown filter coefficients. Moreover, under white Gaussian conditions,
the estimator in (F.15) becomes a maximum likelihood estimator. We can thus solve for these
first, which yields

ĝ(i+1)
r =

[
ST (n− τ)S(n− τ)

]−1 ST (n− τ)x(i)
r (n), (F.16)

If we insert this back into (F.15), we get

τ̂ (i+1)
r = arg max

τ
x(i)
r S(n− τ)

[
ST (n− τ)S(n− τ)

]−1 ST (n− τ)x(i)
r (n),

A potential problem with these estimators is that the filter estimates ĝr are unconstrained,
which may lead to unreasonably large filter coefficients, since the reflections may partly cancel
each other out. One way of addressing such problems is by introducing a constraint on the white
noise gain of the filter:

{ĝr, τ̂r}(i+1) = arg min
g,τ

∥∥∥x(i)
r (n) − S(n− τ)g

∥∥∥2
s.t. ∥g∥ < ϵ. (F.17)



3. Robust EM-based acoustic reflector localization 143

Fig. F.2: An overview of the hardware required to design the platform used in this research

This can be solved using the method of Lagrange multipliers, i.e., to solve for the constrained
filter, we write

{ĝr, τ̂r} = arg min
g,τ

−2xTr (n)S(n− τ)g + gTST (n− τ)S(n− τ)g + λ(gTg − ϵ)

= arg min
g,τ

J(g, τ) (F.18)

By taking the partial derivative with respect to the filter, we get

∂J

∂gr
= −ST (n− τ)xr(n)+ST (n− τ)S(n− τ)gr + λgr = 0. (F.19)

That is, the filter estimate becomes

ĝr =
[
ST (n− τ)S(n− τ) + λI

]−1 ST (n− τ)xr(n). (F.20)

where λ is the tuning parameter that is empirically set while the I is the identity matrix. The
estimated τr of an acoustic reflector could be converted into distance estimate if we assume that
the speed of sound is known for the given environment and that we are interested in estimating
only the first-order early reflection. This simple conversion can be done as follows:

d = c× τ , (F.21)

where c is the speed of sound and d is the distance of an acoustic reflector with respect to a
source.

However, by taking the acoustic response within the model, we can estimate multiple re-
flections originating from two acoustic reflector, i.e., first-order and second-order reflection. By
combining the proposed method with echolabeling, we can estimate the position of multiple
acoustic echoes.
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(a) Hardware setup for experiments with single channel
microphone-loudspeaker

(b) Hardware setup for experiments with multi channel
microphones organized in a uniform circular array with
a loudspeaker placed at the center of the array

Fig. F.3: Proof of concept used to obtained acoustic data

4 Experimental results
In this section, we investigate two issues, the performance of the proposed method under differ-
ent conditions, and the benefit of estimating multiple acoustic echoes. In the first experiment,
the proposed method was tested using signals that are synthesized using the room impulse
response generator [F.23] with the following setup. The synthetic room has a dimension of
6.38×5.4×4.05 m. The analysis window considered were set to τmin and τmax corresponding
to a distance of 0.5 m to 3 m similar to the work performed in [F.15]. This analysis window
also helps in estimating the first-order early reflection and prevents direct-path component from
being estimated. Moreover, the probe signal s(n) is a broadband signal of length 2, 000 samples
drawn from a Gaussian burst with zero padding to form a signal of length 20, 000 samples.

The experimental platform used to evaluate the performance of the proposed method. The
overall system architecture is shown in Fig. F.2. Two design variations are proposed to test
the proposed method for acoustic reflector’s position and distance estimation. One variation
consists of a loudspeaker (Genelec 8030A) with a microphone (G.R.A.S 40 PH) attached on top
of the loudspeaker. The distance between the acoustic center of a loudspeaker and the center
of a microphone is 0.15 m. This is shown in Fig. F.3(a). The second variation consist of a 6
microphones arranged in a uniform circular array (UCA) of radius 0.2 m with a loudspeaker
placed at the center of the UCA. This is shown in Fig. F.3(b). The loudspeaker-microphone was



4. Experimental results 145

0 20 40 60 80 100 120

0

0.05

0.1

-40

-20

0

20

0 20 40 60 80 100 120

0

0.05

0.1

-40

-20

0

20

0 20 40 60 80 100 120

0

0.05

0.1

-40

-20

0

20

(a) Cost functions of the M-step for M = 1 using the
EMI method in [F.21]
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(b) Cost functions of the M-step for M = 5 and λ =
100 using the proposed method (EMR).

Fig. F.4: Estimating multiple acoustic echoes using simulated data

placed 1.5 m above the floor inside Aalborg University’s Sound Lab that has a dimension of
6.38 × 5.4 × 4.05 m3. Furthermore, both the loudspeaker and microphones are connected to
an audio interface (Presonus 1818VSL). A Lidar sensor (TFMini Micro) is used to measure the
distance between the wall and the platform and is used as a ground truth for further analysis.
The audio interface is subsequently connected to a laptop via a USB port. To ensure low latency
from hardware, ASIO drivers2 is installed from the internet. Moreover, MATLAB is used as a
data acquisition software tool to record and save the observed signals and for statistical analysis
on the proposed method. Furthermore, for multichannel data acquisition PlayRec [F.24] is used
to transmit and record sound simultaneously. The sampling frequency is set to 48, 000 Hz while
the speed of sound is assumed as 343 m/s

4.1 Proof-of-concept

4.2 Simulated and real results
In the first experiment, the non-ideal characteristic of acoustic systems is modelled by filtering
the room impulse response, hRIR using a bandpass filter with impulse response, hBP, to obtain
our non-ideal impulse response, hNI, i.e.,

hNI = hRIR ∗ hBP. (F.22)

The band pass filter was a second order Butterworth filter with cutoff frequencies, ω = [0.2π, 0.6π].
The non-ideal room impulse response was then applied to a known probe signal, s(n), to gen-
erate the observation used for the experiment. Here, the search interval for the delays, or TOAs,

2https://www.asio4all.org/
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Fig. F.5: Estimating multiple acoustic echoes using real data obtained from hardware platform in Fig. F.3(a)

was chosen as τ ∈ [1, 80] samples, and therefore we set N to 2, 080. The number of reflections
was set to R = 3 because this number give us better estimates of 2 acoustic reflectors, the
number of EM iterations was set to 100, and βr = 1/R. Furthermore, the direct-path compo-
nent was removed from the observed signal using RIR generator. Using this setup, we ran the
Ideal-EM (EMI) method with a filter length M = 1 as proposed in [F.21], and the presented
Robust-EM method (EMR) with filter length M = 5 and λ = 100. The resulting cost functions
are depicted in Figures F.4(a) and Fig.F.4(b), respectively. From the results, we can first see
how the ideal impulse responses are affected by the bandpass filter applied to it, which smears
out the peaks. When applying the EMI method, we therefore also do not see two clearly defined
peaks around the time-of-arrivals of the two components. If we instead use the EMR method,
we can model the effects of the bandpass filter, which results in two broader, but clearly defined
peaks at the TOA.

Furthermore, we repeat the simulated experiment in practical setting using the hardware
platform in Fig. F.3(a). The platform was placed at a corner of a room with a distance to
the walls, 1 m and 0.65m, respectively. The collocated microphone-loudspeaker setup probes
the environment with a known sound and the received echoes are recorded by the microphone.
The observed signal was later used to estimate RIR of the environment using dual-channel
method [F.25]. This is done by computing Ĥ(f) = Y (f)/S(f) and then taking the inverse
DFT to get ĥ = F−1{Ĥ(f)}. The EMR’s filter length was set toM = 15, λ = 500 andR = 3.
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Fig. F.6: Comparison of the EMI, EMR and ScLAM methods under different distances and background noise

As seen in Fig. F.5, the EMR method successfully estimates all the peaks corresponding to
individual acoustic reflector. In this experiment, both M and λ are set empirically. However, in
the future iteration of this work, we can adaptively select these parameters.

4.3 Impact of distances and background noises
In this experiment, we evaluate the performance of the proposed TOA estimator and compared
it against varying distances. The setup was placed at a distance of [0.8, 1.0, 1.5, 2.0, 2.5] m and
100 acoustic echoes were recorded at each interval. The data was collected using the single
channel setup shown in Fig. F.3(a). The Accuracy is defined as the percentage of TOA that are
within ±10% of the ground truth value obtained from lidar. The proposed method (EMR) is
compared with previous method (EMI) proposed by [F.21], and single-channel localization and
mapping (ScLAM) [F.16]. These results are shown in Fig. F.6(a). The data obtained from this
experiment is also summarized in Table F.1.

Additionally, a comparison of the proposed method against different background noise was
also performed. To simulate different noise levels, a separate loudspeaker was placed at a
distance of 6.4 m away from the setup within the lab. This separate loudspeaker was used
to simulate low signal-to-noise ratio (SNR). The separate loudspeaker is playing an audio clip
from YouTube called cocktail party3. The SNR is defined as the variance of the observed signal,

3https://youtu.be/IKB3Qiglyro
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Table F.1: Comparison of EMI against the other TOA estimation methods under different distances and background
noise

EMI SNR = 30dB EMI SNR = 0dB
Lidar Data [m] µ [m] σ [m] RMSE [m] µ [m] σ [m] RMSE [m]

0.83 0.8886 0.0403 0.0710 0.8856 0.0436 0.0704
1.15 1.1306 0.1274 0.1282 1.1151 0.1108 0.1156
1.51 1.4185 0.2522 0.2671 1.4288 0.2739 0.2844
2.01 1.2356 0.2772 0.8221 1.2348 0.2689 0.8201

EMR M = 5 λ = 100 SNR = 30dB EMR M = 5 λ = 100 SNR = 0dB
Lidar Data/m µ [m] σ [m] RMSE [m] µ [m] σ [m] RMSE [m]

0.83 0.8734 0.0105 0.0447 0.8703 0.0233 0.0464
1.15 1.0772 0.0252 0.0769 1.0705 0.0246 0.0831
1.51 1.4370 0.2585 0.2674 1.4541 0.2549 0.2597
2.01 1.2379 0.3434 0.8443 1.2837 0.3531 0.8067

ScLAM = 30dB ScLAM = 0dB
Lidar Data [m] µ [m] σ [m] RMSE [m] µ [m] σ [m] RMSE [m]

0.83 0.8826 0.0059 0.0709 0.8796 0.0214 0.0704
1.15 1.0977 0.0871 0.1281 1.0776 0.0395 0.1156
1.51 1.4789 0.2301 0.2670 1.5312 0.2245 0.2843
2.01 1.2658 0.3276 0.8221 1.2648 0.3197 0.8200

x(n), against the variance of the background noise, v(n).

SNR = σ2
x

σ2
v

, (F.23)

where σ2
x = E[∥x(n)∥2] and σ2

v = E[∥v(n)∥2]. Both the observed signal and the back-
ground noise is recorded for 1 sec. The background noise was recorded before the system
probed the environment with a known signal. Based on this configuration, 4 SNRs were se-
lected by adjusting the loudness of the separate speaker, [0, 10, 20, 30] dB. Furthermore, 100
audio recordings were obtained at each SNRs to evaluate the proposed method (EMR). The
evaluation results are shown in Fig. F.6(b).

4.4 Evaluation of Robust EM using multilateration technique
In this experiment, we test the performance of the proposed method using multilateration tech-
nique. In this way, we can estimate the DOA of the acoustic echoes which can aid robotic
platforms to locate the source of the acoustic echoes. The idea here is that the proposed method
will estimate TOAs from each of the microphone-loudspeaker combinations, which will then
be used with a multilateration technique. Multilateration is a localization techniques popu-
larly used in telecommunication to estimate the direction and distance of a transmitter/source
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Fig. F.7: a) Evaluation of the proposed method with multilateration to detect a single acoustic reflector b) Evaluation
of the proposed and existing method against distance using the setup in Fig. F.3(b)

Table F.2: Performance of the proposed method using multilateration technique evaluated over distances

EMI SNR = 30 EMR SNR = 30 ScLAM SNR = 30
Lidar Data [m] µ[m] σ[m] RMSE [m] µ[m] σ[m] RMSE [m] µ[m] σ[m] RMSE [m]

0.7 0.6240 0.1442 0.1617 0.6154 0.15383 0.16176 0.65628 0.072963 0.08443
1.1 0.8428 0.0689 0.2660 0.77155 0.058971 0.26605 0.77155 0.058971 0.3336
1.5 1.1686 0.3247 0.4617 3.1354 0.18567 1.9132 1.6851 1.5701e-15 0.18509

[F.26, F.27, F.28]. Moreover, multilateration was also used to estimate robot’s position in 3D
space as proposed in [F.29]. Within the context of this paper, multilateration is used to estimated
the location of the acoustic reflector. Multilateration techniques rely on the TOAs knowledge
of the acoustic reflections and also assume that the locations of the sensor nodes are known
with respect to the same coordinate system. To locate an acoustic reflector, we need to set a
reference with respect to a coordinate system. This information could be known from robot’s
motor encorder or Inertial Measurement Unit (IMU) but this aspect of robot navigation is be-
yond the scope of this paper. More specifically, let us assume that we have M microphones
and the source is placed on the same xy-plane. Using (3), we can estimate the TOA and (F.21),
the range value vector, d. If the microphones are located on the xy-plane or 2D plane, at po-
sitions, [xp,yp] = [(x1, y1), (x2, y2), . . . , (xP , yP )], where P is the number of microphones,
then based on the range data dp a circle can be draw from each microphones. The point of
intersection of these individual circles would yield the location of the acoustic reflector as seen
in Fig. F.7(a). The true acoustic reflector position (x, y) is at the intersection of all the circles
and satisfies the following equations:

(x− xp)2 = d2
p, p = 1, · · · , P. (F.24)
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In the presence of noise, the estimations of [d], the circles will not intersect at a single point.
Therefore, a least-square fit can used to obtain the acoustic reflector location estimate [F.30],
i.e.,

rs = (ATA)−1ATb, (F.25)

where

A =

 2(x1 − xP ) 2(y1 − yP )
...

2(xP−1 − xP ) 2(yP−1 − yP )

 (F.26)

b =

 x2
1 − x2

P + y2
1 − y2

P + d2
P − d2

1
...

x2
P−1 − x2

P + y2
P−1 − y2

P + d2
P − d2

P−1

 (F.27)

The setup used for this experiment is shown in Fig.F.3(b). Here, the setup was fixed at distances
[0.7, 1.1, 1.5] m against an acoustic reflector. Furthermore, 50 recordings were made at each
distance which was later evaluated. The results are depicted in Fig.F.7 and listed in Table F.2.

5 Discussion and limitations
Two platform designs were proposed to test the algorithm: A collocated microphone-loudspeaker
as seen in Fig. F.3(a) and a uniform circular microphone array with a loudspeaker positioned
at the center of the array as seen in Fig. F.3(b). The results obtained from the first experiment
reveals that the proposed method can be used to estimate multiple acoustic reflections as EMR
can account for acoustic system’s response which can hinder the estimation accuracy of mul-
tiple acoustic reflections. As seen in Fig. F.4, EMR estimates multiple peaks that corresponds
to an acoustic reflectors while EMI estimates a single acoustic reflector. Estimating multiple
acoustic reflectors is beneficial for spatial map construction in an indoor environment.

In the second experiment, the performance of EMR and EMI is evaluated using the proof-
of-concept described in Section 4.1. The results in Fig. F.6(a) reveals that EMR provides
significant improvements in estimating the acoustic reflector as it can account for acoustic sys-
tem’s response that affects the performance of TOA estimator while Fig. F.6(b) shows that the
proposed method is 10% better than the EMI method over all SNR values which is on par with
the ScLAM techniques. According to the results, the proposed method can estimate an acoustic
reflector up to a distance of 1.5 m with 60% under low SNR of 0 dB. According to Table.F.1,
both the standard deviation σ and Root Mean Square Error (RMSE) of the EMI and EMR in-
creases when the distance between the acoustic reflector and the platform increases while the
mean value µ is close to the ground truth for distance up to 1.5 and for all SNRs.

In the last experiment, we combined the proposed method with multilateration technique
so that the direction as well as the location of the acoustic reflector is determined by a robotic
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system as it navigates an indoor environment. Here, we test EMI, EMR and ScLAM under an
SNR of 30 dB and place the multi-channel setup at varying distances. According to the results
obtained in Fig. F.7(b), All methods can estimate an acoustic reflector up to a distance of 0.7
m with 80% accuracy. This reduction in accuracy could be due to the loudspeaker blocking the
acoustic echoes from reaching one of the microphone placed behind the loudspeaker that could
affect the TOA estimation. This could results in estimating spurious estimates that can reduce
the performance of the multilateration technique when locating an acoustic source. Further-
more, according to Table F.2, the σ and RMSE values of the proposed method increases as the
platform’s distance with respect to the wall is also increase while µ value is close to 0.7 m at a
SNR of 30. Similar performance is seen in the remaining methods. However, for multilateration
technique to work, the robotic platform requires the knowledge of its Cartesian position of the
environment, i.e., the position of the loudspeaker and microphones should be known. One way
to acquire this information is by utilizing sensors used for tracking the odometry and orientation
of a robot, e.g., Inertial Measurement Unit. However, in this paper, we assume that the location
of the loudspeaker and microphones will be known.

6 Conclusion and future work
The contribution of this paper is to propose a Robust Expectation-Maximization technique for
acoustic reflector localization, intended for robotic platform using echolocation. The proposed
method builds on existing work proposed by [F.21], i.e., their work assumed that the gain or
filter parameters are assumed to be the same which in practice is not a valid assumption as this
can hinder the acoustic reflector estimation process. Hence, in this paper, we introduced this
uncertainty within the signal formulation. Three experiments were performed in simulated and
practical environment. To test the performance of the proposed method, two proof-of-concept
platforms are used: One consist of a collocated microphone-loudspeaker arrangement while the
other consist of a uniform circular microphone array with a loudspeaker placed at the center
of an array. From our experimental results, we deduce that our proposed method can estimate
an acoustic reflector up to a distance of 1.5 m with 60% accuracy and can be combined with
multilateration technique to locate the direction of an acoustic reflector. Our proposed method
can be beneficial to robotic platform as it can complement existing laser- and camera-based
technologies for generating a spatial map of an indoor environment as done in our previous
works. Our proposed echolocation method can aid a robotic platform to detect and estimate
transparent surfaces and can also estimate multiple acoustic echoes when a robot moves to a
corner of a room.

In the future iteration of this work, we aim to implement the proposed method on existing
robotic platform, e.g., Softbank’s NAO robot and also improve the algorithm and combining
it with echolabeling techniques as proposed in [F.31] so that multiple acoustic echoes are esti-
mated and categorized to represent a indoor environment. Moreover, these method could also
be used in a wireless acoustic sensor networks (WASN) to detect acoustic sources [F.32, F.16].
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Abstract
In this work, we present a framework for constructing a spatial map of an indoor environment
using the concept of echolocation. More specifically, we propose a non-linear least squares
(NLS) estimator which is combined with a spatial filtering technique, e.g., beamforming, to esti-
mate both the time-of-arrival (TOA) and direction-of-arrival (DOA) of the acoustic echoes. The
proposed framework is complemented with an echo detector to classify a spurious estimate and
an acoustic reflector, i.e., a wall. Based on these estimators, we propose two algorithms that
complement existing range sensors and aid robotic platforms in acoustic reflector localization
and mapping: single-channel localization and mapping (ScLAM) and a multi-channel local-
ization and mapping (McLAM). Compared to commonly used sensors, such as lidar, cameras
and ultrasonic sensors, our proposed model-based approach can detect transparent surfaces
that are typically found in an office environment and could work in audible frequency ranges. A
proof-of-concept robotic platform was built to test our algorithms. According to our evaluation,
both qualitative and quantitative experiments reveal that the proposed methods can detect an
acoustic reflector up to a distance of 1.5 m at a signal-to-diffuse-noise ratio (SDNR) of 0 dB in
a simulated environment and 10 dB in a real environment with an accuracy of 80 %.

1 INTRODUCTION
Robotic platforms, e.g., drones and unmanned ground vehicles (UGVs), have become an essen-
tial part of our society. We use them for tasks that are often monotonous and too dangerous for
human workers to handle. With the advancement of perception technology, i.e., the ability of a
robot to perceive its environment, robots are now able to perform complicated tasks that make
them suitable for work in different sectors, such as agriculture [G.1], construction [G.2], sup-
ply chain and logistics [G.3], hospitals [G.4], etc. Within a warehouse setting, robots are often
programmed to follow a predefined trajectory within an environment to transport goods. Over
time, robots were equipped with proximity sensors, like lidars, cameras, ultrasonic sensors, etc.,
for navigation, which then led to the robots being able to plan their own paths without human
intervention, making these robots more autonomous. According to the IEEE Standard for Robot
Map Data Representation for Navigation [G.5], one way to effectively navigate an indoor envi-
ronment is to construct a spatial map of said environment, which is normally done using a very
popular framework called Simultaneous Localization and Mapping (SLAM) [G.6, G.7, G.8].
One of the advantages of constructing a spatial map of a surrounding environment is that it could
also aid engineers and building planners doing asset maintenance and survey related work. Ad-
ditionally, SLAM-based robots aid rescue workers and surveyors in constructing spatial maps
of unknown environments, like sewers [G.9, G.10], underground tunnels, etc. Traditionally,
lidar and camera-based technologies are used to provide input data to SLAM algorithms in
constructing spatial maps of different environments [G.11].

However, lidar and camera-based technologies are susceptible to changing light conditions
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which makes them unsuitable for detecting acoustic reflectors such as walls, glass partitions and
wooden surfaces [G.12], hence also making them unsuitable to accurately generate a spatial map
of a typical indoor environment [G.13]. Furthermore, lidar and camera-based technologies have
a limited field of view (FOV) and, thus, offers limited coverage when localizing targets around
the corner of the room [G.14]. These issues can be resolved by employing sound [G.15]. By
probing their environment, sound is used by animals (e.g., bats, dolphins, and rats) in nature for
orienting themselves within an environment and hunting prey [G.16]. This process is known
as echolocation. An advantage of using echolocation for spatial map generation is that it can
enable a robotic platform to navigate an environment under poor lighting conditions. Further-
more, compared to camera and lidar-based technologies, microphones are typically cheaper and
may offer omni-directionality. In the past, the concept of echolocation was studied by sev-
eral researchers to build active SONAR (sound navigation and ranging) technologies for naval
submarines to detect incoming ships and hostile submarines [G.17].

The use of SONAR in air-borne applications is a challenging and complicated task but an
attempt to study this was proposed in [G.18]. The authors utilizes two ultrasonic transmit-
ters/receivers to effectively localize multiple targets up to a distance of 8 m and classification
of the targets was done using template matching. Moreover, the authors in [G.19, G.20, G.21]
also proposed several techniques that utilizes sound to make a distance estimate of an acous-
tic reflector. However, these studies assume that the time-of-arrival (TOA) information of the
acoustic echoes are known prior to estimation. TOA measurement of an acoustic echo is usu-
ally extracted from the estimated room impulse response (RIR) using a standard peak-picking
approach, but this has proven to be a non-trivial and time consuming process [G.22]. In acoustic
signal processing, the RIR is the transfer function between the source and the microphone. It
has a distinctive characteristic, i.e., it contains two main components: a direct-path plus early
reflections and a stochastic long tail representing late reflections that contributes to the rever-
beration [G.23]. The direct-path component corresponds to the shortest distance that a sound
travels to reach a receiver while the early reflections correspond to the sound bouncing off an
acoustic reflector before reaching the receiver as shown in Fig. G.1. Within the context of
robotic platforms, the individual RIRs must be estimated as the robot moves within an envi-
ronment for TOA estimation of the early reflections as it corresponds to information about the
geometry of the room [G.24]. The estimation of TOAs and direction of arrival (DOA) from an
observed signal is relatively a new area of research within the context of robotics and has been
addressed previously in multipath communication systems [G.25, G.26, G.27, G.28]. However,
to the best of our knowledge, it is not addressed to estimate acoustic reflectors using the model-
based approach. Furthermore, in order to construct a spatial map of an indoor environment,
the DOA of the acoustic echo is also required. This helps a robot estimate the orientation of
the acoustic reflectors, i.e., walls. Several techniques of DOA estimation exist in the litera-
ture [G.29, G.30, G.31, G.32, G.33].

The notion of utilizing echolocation for spatial map generation on robots has been addressed
by several researchers in the past. For instance, [G.34] proposed an algorithm called BatSLAM
which utilizes a transmitter/receiver within ultrasonic range to generate a spatial map of an
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Fig. G.1: An example illustrating synthetic Room Impulse Response (RIR)

indoor environment. Furthermore, in [G.16], the authors built a robotic platform that navigates
an outdoor environment in order to construct a spatial map as well as classify flora using an
artificial neural network. However, these approaches utilizes specialized sensors that operate
in a specific frequency range of sound, i.e., the ultrasonic range. On the other hand, most
robotic platforms that exist in the market are intended for human-robot interaction (HRI), such
as the NAO robot which is equipped with standard microphones and loudspeakers that operate
in audible frequency range. This is addressed by the authors of [G.35, G.36] who propose
techniques that utilizes standard smartphones to construct spatial maps of environments using
cross-correlation techniques. However, in [G.35], the author uses empirically determined pulse
modulation, duration and frequency of the probe signals. The algorithm proposed in [G.35]
also requires multiple walks of the same space to generate the contour. Additionally, it requires
multiple training data for its probabilistic model, as pointed out by [G.36].

This current study builds on our previous work [G.25, G.12] and extends it in many ways.
First, we propose a model-based approach to acoustic distance estimation, where we provide a
general model of the early reflections and take ego-noise, interfering sources and background
noise within the signal model to estimate TOAs directly from the observed signals instead of
relying on RIR knowledge. This way we can probe the environment with a known sound (au-
dible or ultrasonic) and do not have to empirically design probe signals. We intentionally use
audible frequency because the existing research on audible frequency sound for distance esti-
mation is comparatively less in scientific literature. Secondly, we resolve our estimate using a
least-squares approach such that we can estimate the R order of acoustic reflections. Thirdly,
we propose utilizing spatial filtering techniques such as beamforming, to estimate the DOA of
the acoustic reflector. In our earlier work [G.25], the presence of the direct-path component was
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assumed to be removed during pre-processing to ensure accurate TOA and DOA estimation but,
in practice, direct-path elimination is difficult and its presence could have a detrimental effect
when estimating TOA and DOA. Therefore, in this work we use a uniform circular array (UCA)
and beamforming techniques to reduce the influence of the direct-path component. Moreover,
we evaluate different types of beamformers to see which variation works best for our estima-
tion. Finally, we propose a novel acoustic echo detector within our framework using detection
theory [G.37]. The detector is a binary classifier, where the statistics of the background noise is
used to optimally define a threshold value against which the spurious estimate is differentiated
from those corresponding to actual acoustic reflections.

The remainder of the paper is structured as follows: Section 2 describes the signal model and
problem formulation, Section 3 describes the non-linear least squares (NLS) estimator, Section
4 describes the first multi-channel localization and mapping (McLAM) algorithm while Section
5 describes single-channel localization and mapping (ScLAM) algorithm. Additionally, the
robotic architecture and components descriptions are detailed in Section 6 before proceeding to
Section 7 which describes the simulated results of the proposed methods. In Section 8, we test
the performance of the proposed method on a robotic platform and then we discuss our findings
and conclude the paper in Section 9 and 10, respectively. Moreover, in Sections 10, we propose
different ways on how this research could be extended. The dataset used for simulation and
evaluation can be found online 1.

2 Signal Model and Problem Statement

2.1 Time-domain model
Consider an array withM microphones recording a sound emitted from a loudspeaker, including
its acoustic reflections from walls, etc. The microphones and loudspeaker are collocated, and
the loudspeaker is assumed to be a point source. We can then formulate a general model for the

1http://homes.create.aau.dk//ussa/journal/index.php
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recorded signal at microphone m, for m = 1, . . . ,M at the kth robot position, as

ym,k(n) = (hm,k ∗ s)(n) + vm,k(n), (G.1)
= xm,k(n) + vm,k(n)

where hm,k(n) is the acoustic impulse response of the room measured from the loudspeaker to
the microphone m at robot position, wk, for k = 1 . . .K. Moreover, vm,k(n) is the additive
background noise, including interfering sources plus the ego-noise of the robot at position,
wk. The operator ∗ represents the convolution operator, and xm,k(n) = (hm,k ∗ s)(n). In
what follows, the background noise is assumed to be white Gaussian noise, but prewhitening
techniques could be employed in cases where such assumptions are not met, as seen in other
studies [G.38, G.39]. By decomposing (G.1) as a sum of its direct-path component and its
reflections and expressing the transfer function between the loudspeaker and a microphone in
terms of its gain and delay, the signal model in (G.1) can be written as:

ym,k(n) =
∞∑
r=1

gm,r,ks(n− τref,r,k − ηm,r,k) (G.2)

+ vm,k(n)

where gm,r,k is the attenuation of the rth reflection from the loudspeaker to the microphone m
at position,wk, while τref,r,k is the TOA of the reflected sound received at the reference point of
the UCA at robot position, wk, while ηm,r,k is the time-difference-of-arrival (TDOA) between
the reference point and the microphone m. In our definition in (G.2), the direct-path component
corresponds to r = 1. The acoustic impulse response has a certain structure and is distinctively
described in two parts: the direct-path plus early reflections and late reflections often described
as a stochastic and dense tail. This means that we could rewrite (G.1) as the sum of the first R
reflections to facilitate TOA and DOA estimation as shown

ym,k(n) =
R∑
r=1

gm,r,ks(n− τref,r,k − ηm,r,k)

+ dm,k(n) + vm,k(n), (G.3)
= xm,k(n) + v′

m,k(n) (G.4)

where dm,k(n) is the stochastic and dense tail of the late reflections. Often, we can combine
the late reflections, dm,k(n), with the background noise as shown in (G.4) [G.40]. If we collect
N time samples from each microphone and assume stationarity across those samples within the
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corresponding time frame, we can vectorize our data and extend our signal model as shown:

ym,k(n) =
R∑
r=1

gm,r,ks(n− τref,r,k − ηm,r,k)

+ dm,k(n) + vm,k(n),
= xm,k(n) + v′

m,k(n) (G.5)

= [ym,k(0) ym,k(1) · · · ym,k(N − 1)]T , (G.6)

where the time-stacked probe signal, s(n), early reflections, xm,k(n), and noise, v′
m,k(n), are

defined similarly to ym,k(n). While not considered in this paper, the stationarity assumption
may lifted by extending the model to include the Doppler shift of the probe signal in the presence
of, e.g., robot movement [G.41].

Hence, the signal formulation above yields an interesting problem to solve, namely, how to
estimate τref,r,k and ηm,r,k of an acoustic reflector that will aid in simultaneously localizing
and mapping an indoor environment. However, this requires us to estimate R unknown TOA
and MR TDOAs from the observations ym,k(n), at position, wk. If we assume a known array
configuration, however, we can reduce the dimensionality of this problem by incorporating the
geometry of the loudspeaker and the microphone array.

2.2 Array Model
The array model can be chosen to be of any geometry but in this paper, we use a uniform circular
array (UCA) with a loudspeaker placed at the center of the array. Although any reference point
could be chosen to solve the TOA and DOA problems, we assume the center of the UCA to be
the reference point. Assuming that the reflectors are in the far-field of the array and given the
geometry of the microphones and the loudspeaker where the center of the microphone array is
chosen as the reference point, we can then write the TDOAs of the acoustic echoes as follows:

ηm,r(ζr) = d sinψr cos(ϕr − βm)fs
c
, (G.7)

where ζr = [ψr ϕr]T , and ψr and ϕr are the elevation and azimuth angles, respectively, while
d is the radius of the UCA. Furthermore, βm = 2πi

M + α is the angular position of the mth
element on the UCA circle counted in an anti-clockwise manner from the x-axis and α is the
offset angle. Moreover, fs is the sampling frequency and c is the speed of sound. The TDOA
model in (G.7) can be combined with the observation model in (G.5) to simplify the dimension
of the estimation problem from MR to 2R. The problem of interest is thus to estimate the
unknown orientation parameters, i.e., ψr and ϕr, and the distance-related parameter, τr, based
on the posed array (G.7) and observation (G.5) models. Additionally, a classification of the
estimates as either belonging to an actual acoustic reflector or an empty space is needed to
generate a spatial map of the acoustic reflectors. Finally, the parameter estimates of the acoustic
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echoes need to be mapped into the acoustic reflector positions based on the robots movement
and orientation.

3 Non-Linear Least Squares (NLS) Estimator
We can resolve the problem of estimating the unknown parameters in (G.5), i.e., τref,r,k and
ηm,r,k, by using an NLS estimator, which is statistically optimal under the assumed white Gaus-
sian noise conditions. Mathematically, this can be formulated as

{ĝk, τ̂ k, ζ̂k} = arg min
g,τ ,ζ,

M∑
m=1

∥∥∥∥∥ym,k(n) −
R∑
r=1

gm,r,ks(n− τref,r,k − ηm,r,k(ζr))

∥∥∥∥∥
2

2

, (G.8)

where

τ =
[
τ1 τ2 · · · τR

]T
, (G.9)

g =
[
gT1 gT2 · · · gTR

]T
, (G.10)

gr =
[
g1,r g2,r · · · gM,r

]T
, (G.11)

ζ =
[
ζT1 ζT2 · · · ζTR

]T
, (G.12)

with x̂ denoting an estimate of x, and xk denoting a parameter x related to the kth robot po-
sition. The displacement k of the robot can be estimated using an accelerometer or can be
pre-programmed within the robot so that the robot follows a predefined trajectory. We can also
solve (G.8) by converting it into a frequency domain because 1) it will reduce the computa-
tional load when estimating the desired parameters [G.42], and 2) by working in the frequency
domain, we will have the flexibility to work in specific frequency ranges or account for fre-
quency dependency. For instance, if we want to work in the ultrasonic range, we can select and
utilize only the frequency bins corresponding to these high frequencies. This may also help us
design probe signals that are non-intrusive to human hearing, but this is left for future itera-
tions of this research. Using Parseval’s theorem and omitting the frequency dependency in the
notation, we can transfer (G.8) to the frequency domain, which yields the following:

{ĝk, τ̂ k, ζ̂k} = arg min
g,τ ,ζ

J(g, τ , ζ), (G.13)
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where

J(g, τ , ζ) =
M∑
m=1

∥∥∥∥∥Ym,k −
R∑
r=1

gm,rZ(τr, ζr) ⊙ S

∥∥∥∥∥
2

, (G.14)

Ym,k =
[
Ym,k(0) · · · Ym,k(F − 1)

]T
, (G.15)

Z(τ, ζ) =
[
1 e−j(τ+η(ζ))2π 1

F · · · e−j(τ+η(ζ))2π F −1
F

]T
(G.16)

with F denoting the number of frequency bins, Ym,k(f) denoting the DFT of ym,k(n) in fre-
quency bin f . Moreover, S is the DFT vector of s(n) defined similarly to Ym,k. This estimation
problem is multidimensional and, thus, computationally expensive in practice. To minimize the
computational complexity, the multidimensional estimator could instead by implemented using
various cyclic methods like the RELAX method proposed in [G.43] and later used in [G.44] to
iteratively estimate the values of τ̂ k and ĝk. In the special case where we are only concerned
with estimating one acoustic reflection, and assuming that the direct-path component has been
removed via preprocessing, we can set R = 1. Additionally, if we assume that the gain of each
microphone is the same, then we can solve (G.13) for the gain ĝk by taking the derivative of the
cost function, yielding:

∂J(gk, τk, ζk)
∂gk

= ∂

∂gk
(YHY − gkYHZ(τk, ζk) − gkZH(τk, ζk)Y + g2

kZH(τk, ζk)Z(τk, ζk))

= −YHZ(τk, ζk) − ZH(τk, ζk)Y + 2gkZH(τk, ζk)Z(τk, ζk) = 0, (G.17)

where Z(τk, ζk) = Z(τk, ζk) ⊙ S is the frequency domain probe signal delayed by τk samples
at angle ζk. Solving for the linear gain parameter gk gives:

ĝk = YH
k Z(τk, ζk) + ZH(τk, ζk)Yk

2ZH(τk, ζk)Z(τk, ζk)
. (G.18)

By inserting this back into (G.13), we get

τ̂k = arg min
τ

∥∥∥∥∥Yk − YH
k Z(τ, ζk) + ZH(τ, ζk)Yk

2ZH(τ, ζk)Z(τ, ζk)
Z(τ)

∥∥∥∥∥
2

(G.19)

= arg max
τ

IR{YH
k Z(τ, ζk)} (G.20)

where the operator IR represents taking the real part of the signal. The expression in (G.20) es-
timates TOA for a single reflector at position, wk. That is, for the special case with one acoustic
echo, the NLS estimator in (G.20) can be interpreted as a cross-correlation based technique,
which is widely used within robotics for source localization [G.45].
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Therefore, the problem at hand is to estimate the TOA, τ and DOA, ζ of an acoustic re-
flector that enables construction of acoustic reflectors given an arrat geometry. Based on the
problem formulation and methods in Sections 3, we propose two algorithms that could aid dif-
ferent robotic platform for spatial map construction: a multichannel localization and mapping
(McLAM) algorithm and a single-channel localization and mapping algorithm (ScLAM).

4 Multi-channel Localization and Mapping (McLAM)
When constructing a spatial map of an environment using sound, a robotic platform requires
both DOA and TOA information of the acoustic echoes while distinguishing estimates belong-
ing to an acoustic reflector from spurious estimates. Furthermore, this should be carried out
under the presence of a strong direct-path component originating from the sound source, which
detrimentally influences the estimation of the acoustic parameters. To address these problems,
we propose mounting a microphone array on a robotic platform so that both the DOA and TOA
of the acoustic echoes could be estimated, while suppressing the direct-path component. The
McLAM architecture has four important components as shown in Fig. G.3. First, we introduce
a spatial filter, i.e., a beamformer, to determine the DOAs of the acoustic echoes impinging
from the reflectors, e.g., walls. Second, we feed the filtered observation into an NLS estimator
to find the TOAs of the acoustic echoes. Then, we introduce a binary classifier to distinguish
between spurious and real estimates, to exclude spurious estimates in the subsequent mapping
of the acoustic reflectors, which constitutes the final block.

4.1 Spatial filter block
The DOA information of an acoustic echo can, for example, be determined using the traditional
spatial filtering techniques, e.g., beamforming [G.31], as considered in this paper. Later, a
TOA estimate technique is applied, so that acoustic echoes corresponding to the distance of
acoustic reflectors are estimated. Apart from DOA estimation, the other advantage of using
spatial filtering before TOA estimation is that it can suppress the direct-path component that
can affect the parameter estimation. Beamforming is based on the spatial weighting of the
signals recorded by a microphone array such that the output signal is the weighted summation
of all the signals to extract the signal impinging from a particular DOA [G.46]. In this way,
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we first employ a beamformer for estimating the angle of an acoustic echo using the steered
response power approach. Subsequently, the echo is extracted by applying a beamformer steered
towards the estimated angle to produce the output signal for the later TOA estimation using
an NLS estimator (G.20) [G.44]. Therefore, we seek to estimate the signal of interest (SOI),
while minimizing the influence of the direct-path component of the probe sound and other noise
sources, e.g., from the rotors of a drone. With this aim, we consider the use of an adaptive
beamformer [G.31]. In addition, this idea also builds on the statistical foundation of the EM
method [G.25], which indicates that this is the optimal way of solving the problem of localizing
acoustic reflectors in an indoor environment.

Due to the broadband nature of the signals involved, we implement the beamformer in the
frequency domain. Therefore, the observations in (G.1) were first converted into frequency
domain as shown:

Yk = Xk + V′
k

= d(ζr,k)Sr,k + Uk (G.21)

=
[
Y1,k(ω) Y2,k(ω) · · · YM,k(ω)

]T
,

where Xk and V′
k is defined similarly to Yk. Moreover, Uk contains the remaining R − 1

early reflections as well as the late reverberation and background noise, and Sr,k is the complex
amplitude of the rth reflection at frequency ω. Assuming a UCA with the center of the array
chosen as the reference point, the steering vector can be written as follows:

[d(ζk)]m = e−j ω
c d sin(ψk) cos(ϕ−βm). (G.22)

Here, ζk is the look direction of the beamformer. The objective of the beamformer is then to
recover the desired signal Sr,k given the observation Yk, i.e.,

Y ζk
= wHYk, (G.23)

where w ∈ CM and Y ζk
is the recovered signal from the observed signal from direc-

tion ζk at position wk, which should be an estimate of Sk. Here, several beamforming filters
could be used, while, in this paper, we consider three types of beamformers which, facilitate
a trade-off between computational efficiency, estimation accuracy, and direct-path component
suppression. These are 1) the minimum power distortionless response (MPDR) beamformer,
2) the delay-and-sum (DSB) beamformer, and 3) the linearly constrained minimum variance
(LCMV) beamformer [G.47]. The MPDR beamformer is derived by minimizing the power of
the of the output of the beamformer Y ζk

subject to a distortionless constraint, i.e.,

wMPDR = arg min wHRYk
w (G.24)

subject to wHd(ζk) = 1.
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The solution to this is then well known to be given by [G.44]

wMPDR =
R−1
Yk

d(ζk)
dH(ζk)R−1

Yk
d(ζk)

, (G.25)

where RYk
= E[YkYH

k ] is the M × M covariance matrix of the observed signal, E[·] is the
mathematical expectation operator, and wMPDR is the complex weight vector corresponding to
the MPDR beamformer. If the observed signal is assumed to be white Gaussian noise, e.g.,
RYk

= IM , where IM is the M × M identity matrix, the MPDR design resembles the DSB,
i.e.,

wDSB = d(ζk)
M

. (G.26)

Similarly, the LCMV beamformer is derived by extending the MPDR beamformer with addi-
tional constraints such that the optimization problem is solved as shown:

wLCMV = arg min wHRYk
w (G.27)

subject to wHD = fT .

Here, D is a matrix containing all the steering vector for the C different constraints in f ∈ RL.
In this paper, we choose f as

f =
[
1 0 · · · 0

]T
(G.28)

By utilizing this, we can reject the interference of the direct-path component by introducing a
null in the direction of the loudspeaker, i.e., the center of the UCA. The solution to the LCMV
beamforming problem is

wLCMV = R−1
Yk

D[DHR−1
Yk

D]−1f . (G.29)

4.2 TOA estimator block
The output of these beamformers is subsequently fed to the NLS estimator for TOA estimation
in (G.20). This estimator is statistically optimal when estimating τ and g for a single reflection
while the background noise is white Gaussian. By preprocessing the observation with the adap-
tive beamformer, this assumption is better met since we can reduce the impact of directional
and colored noise [G.48]. The resulting NLS estimator is then given by

{ĝk, τ̂k, ζ̂k} = arg min
g,τ,ζ

∥∥Y ζ − gZ(τ) ⊙ S)
∥∥2
, (G.30)
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where Y ζ is the output of the beamformer (G.23) extracted from direction ζ at a position wk at
frequency ω, while ⊙ is the element-wise multiplication operator. By solving for the linear pa-
rameters in (G.30) by expanding and then taking the derivative of the expression with respect to
the gain parameter gk as shown in (G.17), (G.18) and (G.19), we get the concentrated estimator
for the TOA and DOAs:

{τ̂k, ζk} = arg max
τ,ζ

IR
{
Y
H

ζ Z(τ)
}

(G.31)

where Z(τ) = Z(τ) ⊙ S and the operator IR represents taking the real part of the signal.

4.3 Echo detector block
If the robotic platform is expected to move autonomously based on echolocation, a significant
problem will be to detect whether the observed signal received by the microphones represent an
acoustic reflector, or if it only contains noise, e.g., the ego-noise of the robotic platform. This
is because the TOA estimator in (G.31) provides estimates even when no acoustic reflector is
present, which may lead to spurious localization estimates. To prevent false estimation when
no acoustic reflector is present, several approaches could be applied including machine learning
approaches [G.49], and deep learning [G.50] to categorize acoustic reflectors. Another approach
could be to include a Generalized Likelihood Ratio Test (GLRT) detector [G.37] within our
framework to distinguish whether the observed signal contains an acoustic reflection or not.
Compared to the data-driven machine learning approaches, the GLRT is based on a priori model
assumptions, and does thus not require training data. In this paper, we therefore employ the
GLRT detection approach as discussed in the following.

If we assume the acoustic reflection to be in the far-field of the array, the decision about
whether an observation contains an acoustic reflection can be formulated as a detection problem
[G.37]:

H0 : ym,k(n) = v′
m,k(n) (G.32)

H1 : ym,k(n) = gks(n− τm,k) + v′
m,k(n), (G.33)

form = 1, . . . ,M , where H0 is the null hypothesis referring to a situation when the observation
only includes white Gaussian background noise and late reverberation, v′

m,k(n), with variance
σ2, while H1 refers to the situation when the observation includes a reflected version of the
known probe signal s(n) in noise. Here, we assume that the direct-path component is absent,
i.e., suppressed via preprocessing. The GLRT is then given by

p(yk; ĝk,H1)
p(yk; H0) > γ, (G.34)

yk =
[
yT1,k(0) · · · yTM,k(0)

]T
, (G.35)

It can then be shown that, in order to detect whether or not the observation belongs to H1, we
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Algorithm 3: Proposed method McLAM.

Input : Trajectory W = {(wx1 , wy1), . . . , (wxK
, wyK

)};
Output: Reflector position estimates P = {(px1 , py1), . . . , (pxK

, pyK
)};

Initialization:
P = {}, DOA = {}, TOA,= {},Φ = [0◦; 360◦];

for k = 1, . . . ,K do
Probe the environment with s(n);
Record echoes in yk;

Transform signals to frequency domain s(n),yk(n) FFT−−−→ S,Yk;
for ϕ ∈ Φ do

Compute w, e.g., using (G.24);
Y ϕ,k(ω) = wHYk;

{τ̂k, ϕ̂k} = arg max
τ,ϕ

IR
{
Y
H

ϕ,kZ(τk)
}

;

ϕ̂k
update−−−−→ DOA;

τ̂k
update−−−−→ TOA;

Apply the echo detector in (G.36);

if yHk (n)H(τ k)s(n) > ĝk
ϵ
2 + σ2 ln γ

2ĝk

then
Compute pk using (G.40);

pk
update−−−−→ P;

can use a threshold that depends on the power of the attenuated probe signal, the noise variance,
and γ. If the power, T (yk), of a matched filtering between the probe signal and the observed
signal at the reference microphone exceeds this threshold, we decide H1, i.e., if

T (yk) = yHk (n)H(τ k)s(n) > ĝk
ϵ

2 + σ2 ln γ
2ĝk

(G.36)

with

H(τ k) =
[
DT
τ1,k

· · · DT
τM,k

]T
, (G.37)

ϵ = M∥s(n)∥2, (G.38)

ĝk = 2yHk (n)H(τ k)s(n)
M∥s(n)∥2 , (G.39)

where Dτ is a cyclic shift register that delays a signal by τ samples.
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4.4 Mapping block
In this block, the DOA and TOA estimates are used alongside the robot’s position within an en-
vironment to localize the position of an acoustic reflector. The aspect of the robot’s navigation
and path planning is beyond the scope of this paper, however, by utilizing common on-board
sensors, e.g., Inertial Measurement Units (IMUs), of the robotic platform, we can estimate the
robot’s position. By combining this information with the estimates of the acoustic echoes ob-
tained using for example, the methods considered in this paper, a spatial map of the environment
can be generated for the robotic platform. The resulting spatial map may then enable the robotic
platform to plan its path and move autonomously within the environment.

To estimate the position of the acoustic reflector from the estimated TOA, τ̂k, we assume
that the sound propagates in plane waves (i.e., the source is in the far-field of the array). If we
assume the speed of sound to be fixed then the distance of the acoustic reflector with respect
to the robotic platform is estimated as δk = c·τk

2 . Additionally, the direction of the acoustic
reflector at position wk is determined from the DOA estimates ψ and ϕ. In a 2D scenario,
where the reflections and the hardware are located in the same plane, we can utilize the far-field
assumption and the choice of our reference point to conduct the mapping as:

pxk
= wxk

+ δk cosϕk (G.40)
pyk

= wyk
+ δk sinϕk

After this, the procedure is to estimate the acoustic reflector positions for each of the known
robot positions, wk, along its trajectory. The estimated acoustic reflector positions are then
concatenated in the set P = {p1, . . . , pK} with pk = (pxk

, pyk
) for k = 1, . . . ,K. The spa-

tial filtering, the TOA estimator, the echo detector and the mapping block are then combined
to form the basis of our proposed McLAM method. The algorithm describing the proposed
McLAM method is outlined in Algorithm 3. However, in some applications, only one micro-
phone and loudspeaker pair may be available for the mapping. In the following section, we
therefore consider, how the hardware directivity properties may be exploited to localize the
acoustic reflectors.

5 Single Channel Localization and Mapping (ScLAM)
In some applications, robotic platforms, such as those intended for HRI, may consist of only
a single loudspeaker and microphone. In such a scenario, it is therefore necessary to reduce
the McLAM algorithm to a single-channel localization and mapping (ScLAM) algorithm. The
ScLAM algorithm was proposed and evaluated in our previous published work [G.12]. How-
ever, using such a single-channel approach has certain limitations. For instance, it cannot gen-
erally be used to estimate the DOA of the acoustic echoes because of the lack of spatial infor-
mation. Some possible ways of combating this are to exploit the movement of the robot [G.19],
or, as considered in this paper, to exploit the directionality of the employed hardware [G.12].
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Algorithm 4: Proposed method ScLAM.
input : Trajectory W = {(wx1 , wy1), . . . , (wxK

, wyK
)}, Initialization P = {},

TOA,= {};
output : Reflector position estimates P = {(px1 , py1), . . . , (pxK

, pyK
)};

for k = 1, . . . , wk do
Acquire direction of robot movement: θr,k;
Acquire direction of loudspeaker: θl,k;
Probe the environment with s(n) ;
Record echo: yk;

Transform signals to frequency domain s(n),yk(n) FFT−−−→ S,Yk;
τ̂k = arg maxτk

IR{YH
k Z(τ)};

{τ̂k} update−−−−→ TOAs;
Apply the echo detector in; (G.36);

if yHk (n)H(τ k)s(n) > ĝk
ϵ
2 + σ2 ln γ

2ĝk

then

τk
remove−−−−→ TOAs;

pk using (G.43)
update−−−−→ P;

As with the McLAM, the loudspeaker probes the room with a known sound, s(n), which is
recorded by a microphone as the robot moves via positions wk, for k = 1, . . . ,K. The NLS
estimator described in (G.20) estimates τk for every robot position, wk. Consider the platform
moving in a predefined trajectory W = {w1, . . . , wK} with wk = (wxk

, wyk
), such that the

platform moves from wk to wk+1 etc. Therefore, for every position, wk, the platform will probe
the environment with s(n) and record the observed signal yk(n). The probed and observed
signals are then converted into the frequency domain before passing them to the NLS estimator.
In practice, the analysis window for the TOA could be restricted to a search interval from τmin
up to τmax samples. This leads to

τ̂k = arg max
τϵ[τmin;τmax]

IR{YH
k Z(τ)} (G.41)

In ScLAM, the position of the acoustic reflector is then inferred from the estimated TOA, τ̂k, by
exploiting the typical directionality of a loudspeaker. More specifically, we assume the acoustic
reflector to be located at the distance corresponding to the estimated τk in the direction of the
loudspeaker. Additionally, the direction in which the robot platform is moving, θrob,k, at position
wk, is related to the direction that the loudspeaker is facing, θlk , by a fixed offset angle, ∆θ, i.e.,

θlk = θrob,k + ∆θ. (G.42)

Based on the above information, the coordinates of the position of the acoustic reflector are then
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Fig. G.4: An overview of components required to built a multichannel robotic platform used for this research

estimated as follows:

pxk
= wxk

+ δk cos θlk , (G.43)
pyk

= wyk
+ δk sin θlk .

The resulting ScLAM algorithm is then proposed in Algorithm 4, which can be used to
construct a spatial map of a 2D environment with a single-channel loudspeaker/microphone
setup.

6 Robotic Platform Overview
The proposed methods discussed in Section 4 and Section 5 were implemented on an embedded
platform running a Windows 10 Operating System. The microcomputer used for the proof-
of-concept robotic platform is an UDOO x86, which is a single board development platform.
On the platform, we used MATLAB to implement the proposed McLAM and ScLAM methods
in Algorithm 3 and 4, respectively. Moreover, for multichannel audio data acquisition, the
Playrec [G.51] was used to probe and record the acoustic signals. The base of the robot used for
moving the microphone and loudspeaker array, as shown in Fig. G.4, is a Kobuki (TMR-K01-
W1), which is a wheeled platform with on-board sensors such as an accelerometer, an odometer,
etc., for precise control and movement. The Kobuki platform has a built-in microcontroller
(Arduino) that can be programmed with a predefined trajectory to conduct experiments. The
microphone and loudspeaker array is connected to a Presonus (1818VSL) audio interface, which
was subsequently connected to the UDOO x86 microcomputer. The sampling frequency of the
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Fig. G.5: The multi-channel proof of concept robotic platform.

audio interface was set to 48, 000 Hz. Furthermore, a pre-calibrated laser range sensor (TFMini
micro Lidar), was also attached to an external microcontroller (Arduino Uno) which was then
connected to the UDOO microcomputer. This was done to receive a ground truth distance value
for the experiments. The laser range finder helped in evaluating the performance of the proposed
method at varying distances under different noise conditions. The recorded data was processed
by the UDOO x86 microcomputer in real-time as the robot was moving along its trajectory. The
final assembly is shown in Fig. G.5 where the microphone and loudspeaker array is attached on
top of the Kobuki base. The microphones are organized as a UCA with a radius of 0.2 m.

7 Simulated Results
In this section, we evaluate the performance of the proposed method presented in the earlier
sections. We evaluate the performance of the ScLAM and McLAM using simulation data and
later, implement the methods on a proof-of-concept hardware platform that was built to test the
proposed method in a lab setting. In the first simulated experiments the performance of the con-
sidered TOA/DOA estimators in terms of their accuracy were evaluated and compared against
existing methods under different background noise levels. Additionally, the presence of the
direct-path component on the effect of TOA/DOA estimation was also evaluated. Similarly, in
the second experiment, we evaluated the TOA/DOA accuracy of the proposed methods against
varying distances from the acoustic reflector. The simulated experiments were conducted using
the room impulse response generator [G.52]. The dimension of the simulated room was set to
8 × 6 × 5 m., the reverberation time (T60) was set to 0.6 s, while the speed of sound was fixed
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at 343 m/s. The loudspeaker was positioned at the center of an UCA with a radius of 0.2 m and
M = 6 microphones. A white Gaussian noise sequence was used as the known probe signal,
s(n), consisting of 1, 500 samples from a Gaussian distribution. Using such a broadband signal
minimizes the effect of spatial aliasing [G.53] and was also used in [G.25] to simplify the EM
estimator. However, any type of known broadband signal could be used to probe the environ-
ment, such as a chirp signal or a maximum length sequence (MLS) [G.54]. Additionally, we
have zero-padded the probe signal to get a total length of 20, 000 samples in order to we get a
longer analysis window which will ensure that all of the reflections are captured in the observed
signal. The sampling frequency fs was set to 48, 000 Hz. The background noise for the eval-
uation was composed of three components: a cylindrical diffuse noise em,k, the sensor noise,
fm,k, and an interfering source, im,k, e.g., external and directional noise source. The diffuse
cylindrical noise was generated using the method in [G.55] with the rotor noise of a drone from
the DREGON database [G.56]. The audio file used to generate the cylindrical noise has a rotor
speed of 70 revolutions per second (RPS). The thermal sensor noise was simulated as a white
Gaussian noise while the interfering source is modelled as a point source. These noises were
then added to the observed probe signal before estimating the parameters of interest from the
observations, which can be mathematically written as:

ym,k(n) = xm,k(n) + v′
m,k(n), (G.44)

= xm,k(n) + em,k(n) + fm,k(n) + im,k(n). (G.45)

The noise was added to achieve certain signal-to-diffuse noise ratios (SDNR’s), signal-to-sensor
noise ratios (SSNR’s), and signal-to-inteference noise ratios (SINR’s). These are defined, for
the microphones m = 1, . . . ,M , as

SDNRm =
σ2
xm

σ2
em

, (G.46)

SSNRm =
σ2
xm

σ2
fm

, (G.47)

SINRm =
σ2
xm

σ2
im

, (G.48)

where σ2
y denotes the variance, σ2

y = E[y2(n)] of a zero-mean signal y(n). In the follow-
ing experiments, we then compared our proposed method with existing TOA/DOA methods
found in the literature. This included the multi-channel expectation-maximization method
(EM-UCA) method proposed in [G.25] and the common approach to extracting TOAs from
the estimated RIR using dual-channel method [G.57] through the peak-picking approach (RIR-
PP). This is done by computing Ĥ(f) = Y (f)/S(f) and then taking the inverse DFT to get
ĥ = F−1{Ĥ(f)}. These methods were compared with different variations of the proposed
beamforming and NLS-based approach, utilizing DS (DS-NLS), MPDR (MPDR-NLS), and
LCMV (LCMV-NLS) beamforming, respectively. Moreover, the ScLAM algorithm [G.12] was
also used to make the comparison.
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Although the proposed methods can be extended and applied to 3D scenarios, we focus on
the construction of 2D maps in our experiments and therefore set ψ = 0. The generalization
to 3D is left for future research. In contrast to earlier works in [G.44, G.25], the direct-path
component is accounted for and thus included within the simulations. Within the experiments,
we assume that the robotic platform is closer to one acoustic reflector. Therefore, we choose
R = 1 to estimate the TOA and the DOA of the nearby acoustic reflector. In order to estimate
multiple reflections R > 1, we can adopt several iterative methods, such as, RELAX and EM
method [G.43, G.58] but this method will be left for future work.

7.1 Implementation of the proposed DOA estimator
To implement the beamformers, we used the overlap-add technique [G.31]. The output of the
microphone was divided into overlapping frames with a frame width of 960 samples (20 ms with
a sampling rate of 48 kHz) with a window overlap of 50 %. Later, each frame is multiplied with
a Hanning window. These frames are then transformed using a short-time Fourier transform
(STFT). For each frequency bin, a beamformer was designed and applied to the received signals
Yk. Furthermore, for each sub-band, the observed signal covariance matrix, needed in forming
the MPDR and LCMV beamformers, is estimated as

RYk
= 1
T

T−1∑
t=0

YkYH
k . (G.49)

Moreover, to make the beamformers robust against miscalibration and reverberation, as exam-
ple, we regularized the covariance matrix of the observed signal as in [G.59]

RYk
= (1 − β)RYk

+ β
Tr{RYk

}I
M

(G.50)

where β is the regularization parameter, Tr(·) is the trace of a matrix, and IM is the M ×
M identity matrix. When evaluating the performance of our estimator, a value of β = 0.1
was selected for the MPDR beamformer. The noise covariance matrix, RYk

, in (G.49) is then
replaced by the regularized noise variance matrix (G.50), RYk

. For the LCMV beamformer,
we added an additional regularization using γ to mitigate poor matrix conditioning for certain
constraint and frequency combinations. This was done as wLCMV = R−1

Yk
D[A(γ)]−1f , where

A(γ) = (1 − γ)DHR−1
Yk

D + γ
Tr{DHR−1

Yk
D}I

M
. (G.51)

Values of γ = 0.1 and γ = 1 were selected empirically and used in the simulations. To initiate
the method, we probed the environment with a known sound. The observed signals recorded
by the microphone array were first processed to determine the DOA of the acoustic echoes. To
estimate the DOA and the TOA of the acoustic echoes, a uniform grid of DOAs over the interval
[0◦; 360◦] and a uniform grid of TOAs corresponding to a distance interval from 0.5 m up to 3 m
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Fig. G.6: TOA evaluation in the absence of direct-path component

were considered. The estimators were then evaluated over these grids of candidate DOAs and
TOAs. The reason for selecting 0.5 m as the lower bound was done to search for acoustic echoes
that were outside the UCA which has a radius of 0.2 m, and so that the direct-path component
was not included within the estimation window. Moreover, the upper bound of 3 m was selected
because the performance of the proposed method degrades after 3 m according to [G.25].

7.2 Comparison of the proposed methods
In our first experiment, we compared our proposed method with the existing TOA/DOA meth-
ods. We compared the proposed methods against different SDNRs with and without the pres-
ence of the direct-path component while placing the setup at a distance of 1 m close to an
acoustic reflector for Fig. G.7 and placing the other setup at the corner of the room with a dis-
tance of 1 m from one wall and 1.5 m from another wall for Fig. G.6. The performance of the
proposed methods is shown in Fig. G.6 and Fig. G.7. The accuracy is defined as a percentage
of the estimated TOAs that are within ±10 % of the true TOA/DOA parameter of the first order
acoustic echo computed using the image-source method [G.60]. This was measured for differ-
ent SDNRs while the SSNR was fixed to 40 dB and the interfering source was absent in this
experiment. For each SDNR value, the accuracy was measured over 50 Monte-Carlo simula-
tions.In the absence of a direct-path component, all of the methods provided an estimate at −10
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(a) TOA evaluation of the proposed method and state-
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Fig. G.7: Comparison of the proposed method against state-of-the-art

dB with around 60% to 70% accuracy while RIR-PP is only 20% accuracy. But as seen in Fig.
G.7, the proposed methods, MPDR-NLS and LCMV-NLS, outperforms the existing TOA/DOA
methods, EM-UCA and RIR-PP, in the presence of a direct-path component, for SDNR levels
greater than −10 dB. The DSB-NLS method offers similar performance to EM-UCA both in
terms of TOA and DOA estimation for most SDNRs as seen in Fig. G.7(b).

7.3 Evaluation of the proposed method in the presence of a point source
interference

In this experiment, we investigated a scenario where the robot is placed within an environment
in the presence of an external interfering source, e.g, a human-speaker, machinery, a radio, etc.
In such a scenario, the proposed method will be affected from the external elements present in
the environment. Therefore, the objective of this experiment is to evaluate both the TOA and the
DOA performance of the proposed method against different SINR values. The interfering source
was modelled as a point source for this experiment. More specifically, within this experiment,
the robotic platform was placed close to an acoustic reflector at a position, [1, 3, 2.5] m within
an environment of dimension 8 × 6 × 5 m. Furthermore, the external interfering point source
was positioned at a location [2, 1, 2.5] m such that the acoustic reflector was at a fixed angle of
180◦ while the point source was placed at an angle of 300◦ with respect to the robotic platform.
The performance is shown in Fig. G.8. The SINR level selected for this experiment is within
the interval [−40; 40] dB while the SDNR and SSNR were both set to 40 dB. Moreover, some
additional consideration was taken into account when modelling the interfering point source.
For instance, if a human talker is considered as a point source, then it is natural for the human
to move within the environment. To model this, the position of the point source was randomize
in both the x-axis and y-axis. The interval selected to model the point source movement for
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Fig. G.8: Evaluation of proposed McLAM method and state-of-the-art against different SINR

both x-axis and y-axis are [1; 3] m and [1; 2] m, respectively. As seen in Fig. G.8, the TOA of
the MPDR-NLS and LCMV-NLS offers more robustness at a low SINR compared to EM-UCA,
RIR-PP and DSB-NLS. A similar performance was seen in the DOA estimation. The accuracy
is defined similarly to the previous method with a tolerance of ±10% of true TOA and DOA.
Furthermore, the ScLAM method provided TOA estimates with around 70% at higher SINR
values.

7.4 Evaluation of proposed methods against distance
In this experiment, we considered a scenario where the robotic platform was placed closer to an
acoustic reflector and its distance with respect to the acoustic reflector was changed after every
50 iterations. With this setup, the performance of the proposed method and existing methods
over distance interval [0.8; 2.2] m was investigated. Here, the SDNR and SSNR values were set
to 40 dB while the interfering source was absent. As seen in Fig. G.9, the MPDR-NLS, and the
LCMV-NLS variants outperformed other methods in terms of TOA estimation and accurately
estimate the DOA of the acoustic reflector as it can detect an acoustic reflector up to a distance
of around 2 m. However, a distance of 1, 5 m was estimated using ScLAM. This is because at
larger distance the acoustic echoes loses its energy quadratically due to inverse square law.

7.5 Visualizing acoustic echoes
Microphone array imaging has been around for quite some time and is used in aviation [G.61]
for structural analysis as well as to study low frequencies [G.62]. Similarly, our proposed
method could also be used to generate an acoustic image of acoustic echoes which could aid
researchers in analyzing the direction and distance of acoustic reflectors or be used as input
data for the development of deep learning based methods. To generate an acoustic image using
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Fig. G.9: Evaluation of proposed McLAM method and state-of-the-art against different distances
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(a) MPDR-NLS costfunction
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Fig. G.10: Acoustic image of MPDR-NLS and DSB-NLS beamformer

the methods proposed in this paper, we considered an estimation of the reflector in 2D only,
i.e., we only estimated ϕ. For each beamformer we considered a grid of candidate steering an-
gles with a resolution of 4◦ in the interval [0◦; 360◦]. The output of the beamformer was then
passed to the NLS estimator in (G.20), which then estimated τ from candidate grid of delays in
[τmin; τmax]. The resulting 2D cost functions are shown in Fig. G.10(a) and (b), respectively
for one of these experiments. Both plots in Fig. G.10(a) and (b) were generated at an SINR of
40 dB with the observed signal including the direct-path component. As seen, the cost function
of the MPDR beamformer Fig.G.10(a) shows a peak at times and angles corresponding to the
TOAs and the DOAs at which the beamformer received the acoustic echo, these regions are
marked by a red circle. In comparison, the DSB cost function in Fig.G.10(b) was very noisy,
despite being evaluated under the high SINR of 40 dB, which made it difficult to extract the true
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TOAs and DOAs. This was partly caused by the presence of the direct-path component which
could not be sufficiently suppressed by the DSB.

7.6 Computational cost
The computational cost of the proposed methods were measured using MATLAB’s built-in
function timeit. These were tested on a standard desktop computer running a Microsoft Win-
dows 10 operating system with an Intel Core i7 CPU with a 3.40 GHz processing speed and 16
GB of RAM. A Monte Carlo Simulation of 50 trials was conducted and an average time was
calculated. The measured computational time of EM-UCA, RIR-PP, LCMV-NLS and MPDR-
NLS are 63.25 s, 0.024, 59.75, and 60.65 s, respectively, for R = 1 for SINR = 40 dB. The pro-
posed algorithms are computationally expensive when implemented within a robotic platform
compared to lidar technologies. This is partly due to the choice of hardware used to process
the acoustic signals. UDOO is a low end microcomputer with limited memory and processing
power available. Replacing UDOO with a faster processor could enable faster processing. An-
other way to optimize the McLAM algorithm is to probe the environment and use echo detector
first to determine whether the robot is closer to an acoustic reflector before proceeding with the
proposed DOA/TOA estimates. This accelerate processing and prevents the robot from estimat-
ing the parameters when not in the presence of an acoustic reflector. Moreover, tracking, e.g.,
in the form of gradient searches, may be employed instead of performing a full grid search for
every new robot position.

8 Experiments using Proof-of-Concept Robotic Platform
In this section, we evaluated the performance of the proposed algorithm (McLAM) using a
robotic platform under different SINRs and distances. The objective of these experiments was to
compare our simulated data with real data to test the performance of the proposed method in real
scenarios. Two sets of experiments were conducted using the proof-of-concept robotic platform
described earlier in Section 7. The first set of experiments were performed under different SINR
and distances while the second set of experiments were performed as qualitative test to show
the mapping ability of the robotic platform while comparing the MPDR-NLS algorithm against
the lidar data (ground truth). The data is also summarized in Table G.1 and Table G.2. In both
environments, the proof-of-concept robotic platform stops momentarily for 3 seconds before
proceeding to the next location. During these 3 seconds, the robot probes the environment with
a known signal, s(n), and then use the recorded signal to determine the location of an acoustic
reflector.
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Fig. G.11: Evaluation of proposed McLAM method and state-of-the-art against varying Distances

8.1 Evaluation of the proposed method against different SINRs and dis-
tances

Similar to the experiments performed in Section 7.2, the proof-of-concept robotic platform was
placed against an acoustic reflector within Aalborg University’s Sound Lab. In the first part of
the experiment, the robotic platform was placed at varying distances while the SINR value was
set fixed to 40 dB. The platform was placed at an interval of [1, 1.5, 2] m. At each distances, the
robotic platform probed the environment with a known sound and 50 samples were collected
at each distances. The TOA/DOA obtained from the robotic platform are shown in Fig. G.11.
As seen in the figures, the proposed McLAM algorithm gives an accurate TOA estimate up to a
distance of 1.5 m for all combinations of spatial filters. The accuracy is defined as the number
of estimates that are ±10% of the true TOAs obtained from the lidar data: DOA accuracy is
defined similarly.

The next experiment was performed to test the proposed method against different SINR
values of the environment. The SINR value of the environment was changed by using a separate
loudspeaker playing an audio file from YouTube called Cocktail party2. The loudspeaker was
placed 6.3 m away from the robotic platform while the robotic platform was fixed at a distance of
1 m away from the acoustic reflector. The SINR of the environment was estimated by dividing
the variance of the probed signal, σ2

x, with the variance of the background noise, σ2
v . The

background noise v(n) was recorded by the robot before probing the environment. By tuning
the volume of the loudspeaker, we then selected 5 SINR values, [0, 10, 20, 30, 40] dB. The
results for this experiment are shown in Fig. G.12. Here, we see that the proposed MPDR-NLS
is robust under low SINR value of 10 dB for both TOA and DOA estimation with 80% accuracy.
The changes seen in these experiments are discussed in Section 9.

2https://youtu.be/IKB3Qiglyro
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Fig. G.12: Evaluation of the proposed method using proof of concept robotic platform against different SDNR

LIDAR = 1 m SINR = 0 dB SINR = 10 dB SINR = 20 dB SINR = 30 dB SINR = 40 dB

Methods µ [m] RMS
error [m] µ [m] RMS

error [m] µ [m] RMS
error [m] µ [m] RMS

error [m] µ [m] RMS
error [m]

MPDR-NLS 1.0558 0.2843 0.9797 0.0992 0.9718 0.0281 0.9890 0.0118 0.9861 0.0138
DSB-NLS 1.0231 0.2802 0.8647 0.8896 0.1103 0.1174 0.9075 0.0924 0.9861 0.0138
EM-UCA 1.0229 0.2803 0.8647 0.1485 0.8908 0.1094 0.9075 0.0924 1.0040 0.0039

LCMV-NLS γ = 0.1 0.9899 0.2603 0.8758 0.1647 1.0387 0.0556 1.0647 0.0647 0.9861 0.0138
LCMV-NLS γ = 1 1.0325 0.2819 0.8813 0.1409 0.7996 0.2134 0.8084 0.2042 1.0254 0.0254

ScLAM 1.0774 0.0832 1.0888 0.0859 1.0847 0.0766 1.0977 0.2042 1.067 0.200

Table G.1: Evaluation of the proposed McLAM and ScLAM against ground truth and SDNRs

8.2 Application examples
Two qualitative experiments were performed to test the performance of the proposed method
(MPDR-NLS) in constructing a spatial map of an indoor environments. Two environments
were selected to perform this task: 1) a typical office environment with a glass partition and
2) Aalborg University’s Sound Lab. These experiments are similar to the one performed in our
earlier work with ScLAM [G.12]. In the first experiment, the McLAM algorithm was used to
move within an office environment in a predefined trajectory (straight line). The objective of this
experiment was to compare the proposed method against lidar, e.g., in detecting a glass surface.
The robot moved a distance of 0.5 m and stopped momentarily to probe the environment with a
known sound before moving to a new location. The robot repeated this process for k = 1, . . .K,

SINR = 40 dB MPDR-NLS DSB-NLS EM-MC LCMV-NLS
gamma = 0,1

LCMV-NLS
gamma = 1 ScLAM

LiDAR mean [m] RMSE [m] mean [m] RMSE [m] mean [m] RMSE [m] mean [m] RMSE [m] mean [m] RMSE [m] mean [m] RMSE [m]
1,01 0,9861 0,0138 0,9861 0,0138 1,004 0,0039 0,9861 0,0138 1,0254 0,00254 1,0977 0,1013
1,47 1,4327 0,0387 1,5899 0,1199 1,4542 0,0158 1,4327 0,0372 1,5899 0,1199 1,4523 0,2701
2,0 1,4480 0,6142 0,7610 1,239 0,7610 1,2390 1,3321 0,6716 1,2734 0,8174 1,1863 1,3594

Table G.2: Evaluation of the proposed McLAM and ScLAM against ground truth and distances
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(a) Layout of office with glass surfaces.
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(b) 2D map of an office with glass surfaces.

Fig. G.13: Detecting of glass surface at Aalborg University.

positions. The results are shown in Fig. G.13. As seen from the experiment, the proposed
method is capable of detecting a glass surface compared to the commonly used lidar sensor.
This shows that the proposed method is suitable for constructing a spatial map of a typical
office environment.

In the second experiment, Algorithm 3 was used within Aalborg University’s Sound Lab,
which has a dimension of 5.4 × 6.38 × 4.05 m3, to construct a spatial map. The objective of
this experiment was to move the robot in a more elaborate path within a 3D space such that the
robot encounters acoustic reflectors as well as empty space along its trajectory. This was done
to construct a spatial map of an enclosed environment and also to test the echo detector method
presented in Section 4.3. To accomplish this task, the room was divided in to a grid of 20
square boxes, each box has a size of 1 m2. This was done to ensure that the robot moved along
its predefined trajectory and robot’s location with respect to the acoustic reflector was always
known. Autonomous navigation is also possible, but this would require additional on-board
sensors, e.g., using IMU, odometer, gyroscope, etc., to estimate the robot’s current position
which can then be combined with our estimates to generate a spatial map. As the robot moved
within the square grids and followed a predefined trajectory as shown in Fig. G.14(b), the
robot probed the environment with a known sound. The recorded sound is spatially filtered
using MPDR beamformer which was later fed to a NLS estimator for TOA estimation. Later,
the estimated data is passed to a echo-detector, to determine whether it belongs to an acoustic
reflector or is an spurious estimate. Finally, the estimated data are combined with the trajectory
of the robotic platform to localize acoustic reflectors. As seen in Fig. G.14(b), if the robot
moves without the echo detector then it will estimate spurious estimates even when the robot is
away from any reflecting surfaces. However, these spurious estimates are removed when echo
detector is applied as seen in Fig. G.14(c).
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(a) Layout of the Sound Lab.
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Fig. G.14: Generating a spatial map of the Sound Lab.

9 Discussion
In the experimental section, the performance of the different methods was evaluated in both
simulated and practical environments. In the first simulated experiment, Fig. G.6 shows that
in the absence of the direct-path component, all method provide good TOA accuracy under
different SDNR values. But in the presence of the direct-path component as shown in Fig. G.7
and Fig. G.9, the MPDR-NLS, the LCMV-NLS γ = 0.1 and the LCMV-NLS γ = 1 methods
detect an acoustic reflector up to a distance of around 2 m under the SDNR of −10 dB while
the ScLAM method also provides good accuracy under low SDNR value but it can estimate up
to a distance of around 1, 5 m. Similarly, in a practical scenario, the McLAM methods detect
an acoustic reflector up to a distance of around 1.5 m as seen in Fig. G.11. This is similar
to the TOA estimation published in our ScLAM paper [G.12]. However, in Fig. G.12, only
the MPDR-NLS and ScLAM are seen to provide good accuracy at low SINR for TOA/DOA
estimation while LCMV-NLS γ = 0.1 is the second-best choice for TOA estimation compared
to its other variant LCMV-NLS γ = 1 which performs less then EM-UCA and DSB-NLS when
evaluating under different SINR. From these experiments, we can deduce that the MPDR-NLS
estimator provides better performance compared to other methods when estimating TOAs and
DOAs. The results from practical experiments are also detailed in Table. G.2. The RMSE of
all beamformer variants are robust when the distance of the acoustic reflector is less than 1.5 m
with respect to the robot. At higher distances, the RMSE increases while the RMSE decreases
with higher SDNR values. One noticeable difference that can be seen between simulated and
practical evaluation is the low accuracy in practical experiments. There could be various reasons
for a lower accuracy in real scenarios. For instance, in our proposed method, we do not take
sensor calibration or sensor drift into account.

Additionally, the simulation showed that the presence of a point interfering source does not
limit the proposed methods’ robustness as seen in Fig. G.8, but it can limit the performance
of ScLAM algorithm with 70% accuracy. This show that an MPDR-NLS and both implemen-
tations of the LCMV-NLS method are effective in localizing the acoustic reflector of the envi-
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ronment when compared to other beamformer variants in the presence of an interfering source.
In the qualitative experiments, we exploited robot’s movement to construct a spatial map of
an environment. Here, the current technologies were compared, e.g., lidar, with the proposed
McLAM algorithm. As seen in Fig. G.14, our proposed method successfully constructed a
spatial map of an environment. However, one obvious limitation of the proposed method is
that lidar provides more accurate distance measurements over longer distances. This is because
sound intensity decreases quadratically over distance due to the inverse squares law. One major
advantage of our proposed method, on the other hand, is that it can be used to detect transpar-
ent surfaces as seen in Fig. G.13 that are typically found in an office environment, hence our
proposed method could complement existing technologies for spatial map generation. Addi-
tionally, we also tested our echo-detector in the qualitative experiment. As seen in Fig. G.14(b),
without the echo-detector enabled, spurious estimates were seen when the robotic platform is at
an empty space. However, as seen in Fig. G.14(c), with the echo-detector enabled, the spurious
estimates were removed.

Moreover, both variants of LCMV beamformers behave differently using real data and offers
lower performance compared to the simulated results. This could be due to a mismatch of the
microphones/loudspeaker positions in the array that leads, in which case the null constraint
of the LCMV beamformers are not aligned with the direct-path component. Moreover, the
LCMV beamformer implicitly assumes the loudspeaker to be a point source, which will not
hold for larger loudspeakers located close to the array in practice. In our future work, we plan
to incorporate these inaccuracies within our models and methods to improve their robustness.

As stated in Section 7.6, the proposed method with different variants of beamformers takes
around 60 s (per trials) of computational load to estimate the location of an acoustic reflector.
A total of around 3, 000 s is required to compute a single experiment. One reason for the long
computation time is the matrix inversion operation of the covariance matrix, R−1

Yk
, which takes

significant time. This can be resolved in practice by exploiting the structure of the covariance
matrix as described in [G.63]. Moreover, instead of conducting a full grid search with the
proposed estimators for every robot position, a gradient search may be conducted based on
previous acoustic reflector estimates.

10 Conclusion
In this paper, we proposed a non-traditional method of constructing a spatial map of an indoor
environment using the concept of echolocation. We proposed a model-based approach to dis-
tance estimation. In our work, we provided a general model of early reflection and took into ac-
count the environmental parameters such as background noise, ego-noise and interfering sources
which enabled us to estimate TOAs and DOAs directly from the source signals instead of RIR
which is assumed to be known in literature. Instead of working in the ultrasonic range, we
proposed working in audible frequency range because most ordinary loudspeaker/microphones
work in audible frequency range. Compared to our earlier work, we proposed utilizing adaptive
beamforming techniques on a UCA such that it can suppress the direct-path component which
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can have a detrimental impact on the estimation of TOAs and DOAs. Another contribution of
this paper is that it proposed a novel echo detector which was used to distinguish an acoustic
reflector estimate from an empty space by using the statistic of the background noise into ac-
count. We proposed two algorithms in this paper, McLAM and ScLAM. ScLAM was proposed
in our previous work [G.12] which was part of a more general algorithm called McLAM.

Hence, we propose a framework which incorporate four blocks to enable TOA and DOA
estimation and these are 1) Spatial filtering block 2) TOA estimation Block 3) Echo Detector
and 4) Mapping block. One obvious advantage of this framework is that each module in Fig.
G.3 could be separately improved over time in order to increase the performance of the acoustic
echo localization. Our simulation results have shown that by using an array geometry with
adaptive beamformer, we can robustly improve the estimation of TOAs even in the presence
of a direct-path component as shown in Fig. G.6 and interfering sources as shown in FigG.8.
As seen from our experimentation, both of the proposed algorithms, McLAM and ScLAM, can
detect acoustic reflectors up to a distance of 1.5 m at an SINR of 40 dB and robustly estimate
TOAs at an SINR of 10 dB with 80% accuracy in realistic scenarios. The knowledge of TOAs
and DOAs could help a robot map an environment to facilitate its autonomous planning and
movement. The qualitative experiments demonstrated that compared to the commonly used
lidar technology, the proposed method can detect transparent surfaces as seen in Fig. G.13
and it can also construct a spatial map of an indoor environment as seen in Fig. G.14. The
later experiment also revealed that the proposed McLAM algorithm could provide a similar
performance to lidar sensor if the directionality of the loudspeaker is known.

In a future iteration of this research, we aim to include a method to estimate the loud-
speaker’s directivity and transfer function within the signal model for TOA and DOA estimation
because this is assumed to be known in this work. This will enable our algorithms to work more
efficiently and help us understand and develop a sophisticated sound propagation model that
could more accurate construction of spatial maps in an indoor environment. We also intend to
combine our algorithm with echo-labeling techniques such as [G.64], to classify acoustic echoes
that could enable to assign echoes to the corresponding acoustic reflectors. A different approach
to acoustic reflector localization could be to modify the proposed algorithm such that it takes the
ego-noise of the robotic platform to detect and estimate acoustic reflectors. This way the robotic
platform, e.g., drones, does not require probing the environment. Additionally, we aim to re-
duce the computation load of the proposed method to make it run faster on resource constrained
embedded devices. Currently, our proof-of-concept robotic platform moves in a predefined tra-
jectory, where the robot only estimate R = 1 acoustic reflector. That is, we already have prior
information of the environment to enable spatial mapping but in future, we aim to remove this
constraint and enable the robot to move autonomously by employing path-planning algorithms
which will enable the robot to estimate multiple acoustic reflectors as it moves. This is possible
if the proposed method estimates R > 1 acoustic reflectors. By estimating multiple reflectors,
objects within the robot’s range such as furniture and boxes may also be located and positioned
within the map.
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