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Abstract:

The proliferation of inverter based resources
(IBR), has changed power systems drastically.
Synchronous generator (SG) units are getting
decommissioned as part of clean energy poli-
cies. One major problem that arises from a high
penetration level of electronic-based wind gen-
eration is the reduction of overall system iner-
tia. At the same time, most of the IBR do not
have controllable source of energy and hence
they cannot provide upwards frequency regu-
lation support unless they keep some margin.
Which has a disadvantage that it won’t allow
for complete utilization of the renewable gen-
eration resulting in economic challenges. The
thesis investigates the implementation of grid-
forming (GFM) control towards frequency sta-
bility and inertial response (IR) and how the
addition of energy storage system (ESS) can en-
hance the system response. DIgSILENT Pow-
erFactory is used to model the power system
and RMS studies were performed. The thesis
uses a generic ESS and does not point to a spe-
cific type. Based on the largest contingency and
the rate of change of frequency (RoCoF) limit,
ESS sizing was calculated to provide IR. Var-
ious parameters that affect the ESS sizing are
addressed and the impact of these parameters
on frequency dynamics are assessed. Though
the simulations clearly reveal the upper hand of
ESS in terms of frequency stability, the trade-
offs that need to be considered while sizing the
ESS are also addressed in the thesis. Besides
IR, the ESS sizing to provide primary frequency
response (PFR) was also calculated and the fre-
quency metrics improvement was noted. The
thesis concludes with the benefit of operating a
wind power plant and ESS in GFM mode. The
results and analysis of the thesis could be used
to make an improved GFM control, in coordina-
tion with the ESS to address the power system
stability.
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Chapter 1

Introduction

1.1 Background Analysis

The unprecedented growth of the industrial world has led to highly increased electricity demand,
while the European decarbonization agendas must cope with the imminent environmental crisis.
Therefore, the operation of the electric power system is critical to ensure facilitating everyday activi-
ties, whereas its configuration changes drastically. The commitment of reducing CO2 emissions, in a
power system is reflected in the increased integration of non-synchronous, renewable energy sources
(RES). Today the European electrical power system contains 39% of RES, with expectations for further
additions in the future [1]. The global cumulative RES capacity at the end of 2020 reached 2799 GW
while solar and wind capacity share equally 50% of the total [2].

Figure 1.1: Global RES installed capacity between 2010-2021, according to International Renewable Energy
Agency (IRENA) (Figure source: [3])

Wind power, both offshore and onshore is expected to be 20150 GW up to 2030, in global capacity.
Currently Europe is the largest offshore wind market, having 75% of the total global offshore wind
installations [4]. Denmark specifically, is expected to have more than 15 GW wind power, onshore
and offshore combined by 2030 [5].

Nevertheless, these RES are typically inverter-based power sources (IBPS) implying that their inte-
gration significantly increases the complexity of the power system and affects power system stability.

1



2 Chapter 1. Introduction

The reason being the increased decommissioning of fossil-fuel based generation, which so far relied
on synchronous generators (SG) and their properties to keep the power system stable [6]. Although
inverter-based generation offers the advantage of harvesting RES, frequency stability might be com-
promised, since mechanical inertial response and damping tend to become remarkably less, due to
SG replacement. In addition, the interface of RES, through inverter topologies, decouples them from
the grid thus affecting the power system stability.

Due to inertia reduction, a sudden active power imbalance in generation or load would lead to
a major frequency deviation. Furthermore, a system would exhibit an increased rate of change of
frequency (RoCoF), and a low frequency nadir in a very short time. As such, protective relays which
monitor RoCoF might be triggered, potentially leading to an under-frequency load shedding, and in
the worst case to cascaded outages [7]. It should also be mentioned that the intermittent nature of
RES makes matters worse, due to their dependance on weather conditions e.g., WT and Photovoltaics
(PV). Thus, the power mismatch challenge between generation and demand becomes more relevant
because of the intermittent nature of RES, while it is generally agreed that more than 20% of RES
penetration may destabilize the grid. Levels of inertia are expected to drop further, as increasingly
non-synchronous IBPS substitute SG.

Therefore, the frequency response of a power system is of utmost importance, especially after the
aforementioned constraints. In accordance, the European Network Transmission System Operator of
Electricity (ENTSO-E), proposes a sequence of controlled actions to arrest and stabilize the system
frequency from continuous declination [8], by handling active power regulation. The response is
comprised of four stages as illustrated in Figure 1.2 [9]. The inertial response, typically within ten
seconds after the disturbance, is associated with the kinetic energy and inertia levels of the system.
The primary frequency response (PFR) aims to reduce the frequency deviation within thirty seconds,
while the secondary frequency response (SFR) restores the frequency back to its nominal value. Fi-
nally, the tertiary frequency response (TFR) involves the reserves deployment to get the resources
ready for handling present or future disturbances.

Figure 1.2: Multiple time frame frequency response stages accompanied by a control action, as proposed by
ENTSO-E, in a high and low inertia system. (Figure source: [9])

As the inertia of a power system drastically drops by the proliferation of RES, measures should
be taken to mitigate frequency decay due to an event, by decreasing both RoCoF and frequency nadir.
In this way, adequate time would be provided for PFR to be activated. A fast active power injection
or reduction in load would address the problem. As a result, a new control action is introduced as
fast frequency response (FFR) [10].

The share of IBPS is projected to rise rapidly in the future. Thus, indicating that RES produces
power at a cheaper cost when compared to SGs, thus a steady reduction in the use of SGs are fore-
casted. However, from a power system stability point of view, SGs are needed to maintain power
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system stability [11].

In the case with 100% operation of IBPS, the converter is expected to have the characteristics such
as system voltage creation, fast dynamics supporting during black start, prevention of adverse inter-
action between control systems, acting as a sink to system voltage unbalances counter harmonics and
inter-harmonics [12].

Various TSOs (Transmission System Operator) are involved into studies to evaluate different po-
tential solutions to bring stability to the grid, considering the high penetration of RES. National Grid
(Electricity operator in Britain), is an example of TSO who is performing studies to assess all potential
solutions [11].

Studies from National grid reveal that Virtual Synchronous machine (VSM) is a holistic approach.
VSM is another form of control concept that can be implemented on converter-based plants such that
WTs and PVs which are traditionally grid following will behave like grid forming (GFM) [12]. VSM is
a control scheme applied to the converter to emulate the behavior of SGs by using the models of SGs
within the control scheme. This control scheme had been initially used in PVs and combined heat
and power (CHP) in microgrids and is subsequently discussed for other applications like variable
WTs [13].

Most of the RES do not have a controllable source of energy, and hence they cannot provide
upwards frequency regulation support, unless they keep some margin. However, an important dis-
advantage of such a method is that it won’t allow for complete utilization of the RES. Economic
implications could also be considered. The frequency support characteristics of GFM WT control,
during a large frequency deviation would cause a drop in WT speed. Considering a case with excep-
tionally low wind speed, an event could cause tripping of the WT [14].

The combination of RES with an energy storage system (ESS) can provide the most robust ap-
proach for implementing GFM capability as the size of can be decided based on the necessary grid
support functions ESS can provide and the support does not intervene with optimum generation
conditions [14]. Based on the availability of sufficient energy buffer, GFM controls e.g., VSM can be
implemented in different IBPS. These can be integrated with ESS and supply droop frequency control
and inertia response [15]. The main purpose of an ESS is to provide dynamic energy exchange during
events which result in deviations in the system frequency. An example of an event that will result in
a large frequency deviation would be unscheduled trips, loss of large power station or HVDC inter-
connector. In order for IBPS to provide this dynamic power and to avoid the post event loss of power
production that would occur if the energy is extracted from the machine rotor, an ESS is required.

VSM control has been implemented by Siemens Gamesa at Dersalloch in 2019, where 23 turbines
making up to 63 MW were operating in GFM mode and thus, exploring inertia contributions. To this
date, this is the first and largest power electronic converter connected wind farm [16]. An extended
trial was performed a year later to assess and evaluate whether the same farm could sustain in
islanded condition, and support restoration of system and black start services [17]. Studies also show
that turbine’s capability to respond to events, especially during declining wind speed or low power
operation could be significantly improved using ESS [17].

1.2 Problem Formulation

Based on the background analysis, investigating the ability of a wind farm operating in GFM control
to enhance frequency stability is important, as well as how the addition of ESS will enable the WT to
have GFM capabilities.
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It is obvious that the proliferation of non-synchronous IBPS has given rise to control concepts,
where the emulation of certain SG-based system characteristics is attainable. While the addition of
ESS might help overcome some limitations, their cost is not to be taken lightly. In combination with
the area they might occupy e.g., battery energy storage system (BESS), which might be comprised of
bulky units. Their availability on the market, plus their differences regarding response times, energy
accumulation capacity and capability, cycles of life etc., should not be neglected. Proper sizing of the
selected ESS is essential.

Thus, a solid control structure of VSM and ESS combined, with proper parametrization could not
only contribute to system stability but avoid potential excess costs. However, an investment in ESS
could also support the islanded mode operation of a microgrid and augment the GFM mode. Is it
possible though that proper parametrization could resolve a disturbance without ESS? What could be
the system disturbance level, the system can withstand with and without ESS. Is the response com-
pliant or exhibit improved behavior according to grid code requirements; will be this thesis’ scope.

Thesis Objective

The thesis’ main objective is to model and implement a VSM with an integrated ESS and evaluate
its impact on frequency stability when subjected to a system disturbance. The sizing of ESS is done
such a manner, that can accommodate services like inertial response (IR) and PFR.

The following tasks will be conducted to meet the objective:

• Understand the fundamental characteristics of a SG, and the respective mathematical equations.

• Implement the appropriate VSM control to replicate the behavior of an SG.

• Analysis of ESS based on literature review.

• ESS sizing for IR and PFR.

• Integration of the ESS along with the VSM, in the dynamic model of the wind farm using
DIgSILENT PowerFactory.

• How will the combined architecture (VSM and ESS) contribute to improving the RoCoF, fre-
quency nadir, rebound frequency and steady-state frequency, with proper active power re-
sponse, by complying with grid code requirements?

1.3 Methodology

State of the art: The first phase of the project begins with a state-of-the-art analysis, wherein the
theory of SGs is understood in detail. This knowledge is essential to implement VSM control in WT
which is based on emulation of swing equation. State of the art literature on ESS will be done to
analyze, classify and assess the parameters that could affect the sizing of ESS.

Dynamic model: All studies will be performed using RMS simulation in the simulation tool DIgSI-
LENT PowerFactory which will be used to develop a dynamic model that shall represent an aggre-
gated wind farm integrated with ESS and operating in grid-forming mode.

Evaluations: Once the dynamic model with GFM control integrated with ESS is developed, the
frequency response from the aggregated wind farm subjected to various system disturbances will be
evaluated. Events with lower RoCoF and lower frequency drop will be analyzed at earlier phases and
the next phase will include severe events with higher RoCoF and large frequency drop. The frequency
response of WT with GFM and ESS will be evaluated for these events to assess and conclude the
impact of integrating ESS into the WT.
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1.4 Limitations

Some limitations are made for the project. These limitations are listed below:

• The WT model won’t represent a single unit, but an aggregated wind farm where the dynamic
model will be analyzed.

• Dynamics of wind power curve, blade angle control are not considered. The WT will be treated
as a constant power source.

• Detailed model of the ESS is not provided.

• The ESS is assumed to operate in VSM mode, hence the ESS is represented as a VSM.

• Frequency services like SFR and TFR are out of scope of work.

• Regulation of state of charge (SOC) of ESS, will not be considered.

• Other aspects of power system’s stability such as: voltage and rotor angle stability are not
studied.

• The dynamic GFM control model is developed in DIgSILENT PowerFactory, RMS domain. EMT
simulations analyzing harmonic contribution and transient behavior, are not performed.

• PFR simulations for 15 minutes have not been performed.

• The DSL model templates are from DIgSILENT PowerFactory.

1.5 Outline of the Thesis

The outline of the thesis consists of five chapters. Each chapter is organized as follows:

Chapter 1- Introduction: In this chapter a brief introduction on the background of the problem is
given, with the aspects concerned in this thesis. The structure of the thesis is presented as well.

Chapter 2- Technical Background: In this chapter, the relevant literature review is presented,
regarding the VSM control and different implementations in order to emulate a SG. Different GFM
control schemes are analyzed. Literature review on essential parameters of ESS and different types is
done.

Chapter 3- VSM Control Evaluation & ESS Sizing Methodology: In this chapter, the dy-
namic model of the selected GFM control, using DIgSILENT PowerFactory template representing an
aggregated wind farm evaluated. The sizing methodology of ESS based on grid code requirements,
for ancillary services provision is formulated.

Chapter 4- Case Study for Contingency Event: In this chapter, the different test cases for
examining the frequency response of the model, with and without ESS are evaluated. Different
system architectures and configuration are put under test for the largest contingency, whereby their
frequency dynamics are compared.

Chapter 5- Discussion: In this chapter, the derived results from the previous chapters are dis-
cussed. Observations from the simulations and calculated data are used to assess the impact of VSM
and ESS in the power system.

Chapter 6- Conclusion & Future Work: The main conclusions of the thesis are presented to-
gether with suggestions for future work.





Chapter 2

Technical Background

The chapter will cover the basics of power system stability and guide through the different classifi-
cations. A brief introduction into frequency regulations from a few TSOs are also discussed in this
chapter. Essential control of SGs and the equations governing them are analyzed. A detailed look
into the GFL and GFM converters, along with an explanation of Type IV WT are also part of the
chapter. The chapter also delves into different classification of GFM converters and basis of their clas-
sification. As a conclusion, potential barriers in the applications and how these could be addressed
by introducing an ESS unit, is the scope.

2.1 Power System Stability

As per definition, power system stability is characterized as the ability of a power system to reach to
an equilibrium state for a given initial condition, after being subjected to a physical disturbance[7].
Furthermore, certain classifications exist according to the impact on power system’s aspects, namely:
voltage, rotor angle and frequency stability. These aspects account for the dynamic behavior of the
system, whose dynamic performance was predominantly so far relied on SG and loads. Different
dynamics fall, in addition, to further categories of classification according to their nature, based on
their time scale, ranging from milliseconds to minutes [7], [18]. These are: wave, electromagnetic,
electromechanical, and thermodynamic phenomena. Specifically electromechanical phenomena are
divided into long-term and short-term, where a phasor representation is implied.

Nonetheless, as discussed in Chapter 1, the increasing number of IBPS has led to significant trans-
formation of power systems, with addition of technologies such as, wind and photovoltaic generation,
high voltage direct current (HVDC) lines, and power electronic converters to name a few. Thus, the
dynamic response of a power system, progressively becomes more dependent on fast-response power
electronic devices. Overall, the increasing share of IBPS creates new types of power system stability
problems[19]. Apparently, these problems stem from the different dynamic behavior of IBPS com-
pared to the conventional SG, due to control, reduction in total system inertia, and limited short
circuit current contribution. Two new aspects, resonance stability and converter-driven stability arise,
mainly associated with electromechanical and electrical resonance s. All in all, the converter topol-
ogy, the switching devices used in combination with the control algorithms for fast interaction, creates
converter-driven stability. However, these two aspects are completely out of the scope of this thesis.

7
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Figure 2.1: Stability aspects of traditional power systems, along with newly arising stability aspects due to
converter topology interfaced power generation (resonance and converter-driven stability).

Voltage Stability

The ability of a power system to maintain steady voltage at all nodes after a disturbance, is referred
as voltage stability, and it is threatened when this disturbance increases the demand in reactive power
beyond the capacity of the reactive power resources. Voltage instability could be the progressive drop
in bus voltages, but the capacitive behavior of e.g., an EHV transmission line could risk an overvoltage
as well [18], [19]. A system is voltage stable if the voltage magnitude increases, as the reactive power
injection on the same bus increases. Adversely, a system is voltage unstable if the voltage magnitude
decreases, as the reactive power injection on the same bus increases. Furthermore, short term voltage
stability could refer to fast dynamics of rapid acting components as HVDC converters, while long
term voltage stability involves slower acting equipment such as, tap-changing transformers[19].

Rotor Angle Stability

The ability of interconnected synchronous machines to remain and regain synchronism after being
subjected to a disturbance is defined as rotor angle stability. A synchronous machine will remain
in synchronism based on its ability to maintain and restore the equilibrium between electromagnetic
and mechanical torque. In a power system, this would reflect in the form of angular swings which
might lead to loss of synchronism of one or more units. Thus, rotor angle stability involves the study
of electromechanical oscillations. Rotor angle has a correlation with output power of the system[18],
[19].

Frequency Stability

When subjected to a substantial imbalance between generation and load, it is the ability of the power
system to maintain a steady state frequency within a specified range. For example, in CE (Continental
Europe), the frequency range is 47.5 Hz -48.5 Hz with a time duration not less than 30 minutes[20].
When a major load is suddenly connected or disconnected an imbalance is created.

a) Frequency regulation

Power imbalances result in a non-ideal state of the power system. TSO (Transmission system opera-
tors) ensure a safe and optimal operating frequency using frequency responses. As such an example
from National Renewable Energy Laboratory (NREL), the frequency response could be classified into
four categories[7],[21], as depicted in Figure 2.2.
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Figure 2.2: Approximate period of different frequency responses. (Figure source: [21]).

Table 2.1: Brief description of frequency responses illustrated in Figure 2.2.

Name Description Control

IR: Inertial Response (SG).
FFR: Fast Frequency Re-
sponse (IBPS).

The RoCoF is reduced with
an instant response by the in-
ertia in the system. One form
of FFR is synthetic energy.

Inherent SG characteris-
tic(SG). Emulated inertia
by dedicated units injecting
active power (IBPS).

FCR: Frequency Contain-
ment Reserve, or
PFR: Primary Frequency Re-
sponse.

Governor action in case of
SGs. Energy provision ca-
pability of dedicated storage
units for IBPS and/or syn-
chronous generation.

Primary

aFRR: Automatic Frequency
Restoration Reserve.

Active power is produced
by dispatching the balanc-
ing market. Frequency is
restored by dispatching new
set point automatically for
generators.

Secondary

mFRR: Manual Frequency
Restoration Reserve.

A manual dispatch is or-
dered if the frequency is not
restored yet.

Tertiary

Before proceeding it is important to highlight a few key differences regarding frequency control
and reserves. As defined in [22] based on the ENTSO-E grid code regulations [23], FCR must be
active for at least 15 minutes [24] and aFRR must be activated within 30 seconds. However, the
classification and the activation times of different reserves may differ amongst European countries.
For instance, the Nordic system has a further division of FCR defined as: Frequency controlled
normal operation reserve (FCR-N) and Frequency controlled disturbance reserve (FCR-D) [25]. All in
all, these differentiations involve socio-economic aspects as well, however, the sequence of activation
is as follows: FCR shifts the burden to aFRR and then mFRR takes over.

During a system disturbance, the high RoCoF, which is a result of steadily declining system inertia
calls for the need for immediate and faster energy injection to suppress the dropping frequency. This
type of fast and immediate response to frequency change is called FFR [26], [10]. There are different
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ways in which FFR can be provided such as inertial response from SGs, a portion of turbine governor
response, controls from WT to extract extra energy from rotating blades, batteries with fast controls to
name a few [26]. The usage of FFR is also mentioned in [27]. Generally, the requirements for FFR may
also differ but according to [10], technical requirements as: a) full activation time of FFR, b) frequency
triggering level of FFR, c) deactivation, d) avoiding overdelivery and e) recovery requirements, should
be considered before designing.

With the steady increase in number of IBPS, the system inertia is reduced thus, frequency stability
has become more of a challenge these days [19]. There is a drastic decline on rotational mass since
the main sources of IBPS are HVDC, solar and wind power. Though for instance, WTs might have
some kinetic energy, it is decoupled through the power converter interconnection resulting in a low
inertia behavior [28]. Owing to this, high ROCOF, low frequency nadir will be the outcome, while the
system is more prone to frequency changes. Inertia decline and its impact on frequency instability
must be assessed [29].

While more and more IBPS are integrated to the system synchronous generators are replaced.
Power system stability and its classification have their corresponding impact when more IBPS are
added [19]. Due to proliferation of IBPS, the total inertia of the system gets reduced. For a system
with lower inertia, its frequency is expected to have larger deviations when there is a sudden change
in generation or load thus creating an imbalance in active power [30]. According to HPoPEIPS (High
Penetration of Power Electronic Interfaced Power Sources) 2019, the reduction of total system inertia
is ranked the major power system stability challenge as identified by European TSOs [1]. Frequency
stability will be the focus of the thesis.

2.2 Operation of Synchronous Generators

So far SGs have been the backbone of power systems, providing frequency stability owing to their
inherent characteristics. Thus, it is crucial to understand their dynamic behavior. Based on the
power-angle curve [31], the ability of a power system to reach an equilibrium state, is directly related
to mechanical and electrical power output relationship, a product of torque. The electrical power
depends on the generator loading and may vary according to the generator parameters. The me-
chanical power is typically regulated by a prime mover, controlled by a governor controller [31]. The
regulation of active power to recover frequency if any disturbance in the system occurs is adjusted by
the governor who manages the turbine valves position and reflects on the acceleration or deceleration
of the rotor shaft, in order to reach the equilibrium point. However, characteristics of the rotational
mass such as inertia and damping should be considered too. The droop should typically be between
3%-5% [7], and is expressed as the percentage change in speed, required for 100% governor action.
This principle is illustrated in the following block diagram.

Figure 2.3: Block diagram representation of active power regulation in a SG considering inertia and damping.
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Where, ωre f is the reference angular velocity in rad/sec. The governor and the turbine are ex-
pressed each by a first order term, with τg and τT their respective time constants in seconds. Then the
output mechanical power ∆Pmec is compared with the active power demand ∆Pload, so that the new
angular velocity is reached, considering the rotational mass model where H is the inertia constant in
seconds and finally damping.

Inherent characteristics mathematical representations

If an imbalance between the mechanical and the electrical torque occurs, oscillatory swings can affect
the rotor speed. These swings are described as [18]:

τacc = τmech − τel = J · dωm

dt
(2.1)

Where τacc is the accelerating torque, τmech is the mechanical torque and τel is the electromagnetic
torque, all in N · m. The acceleration or deceleration of the rotor, as seen from Equation 2.1, can be
described as the combined moment of inertia J of the generator and turbine in kg · m2, where ωm is
the angular velocity of the rotor. The mathematical representation of combined moment of inertia is
described as [7]:

J =
2 · H · Sn

ω2
0

(2.2)

where, H is the inertia constant, Sn is the apparent power of the machine and ω0 the rated angular
velocity of the rotor. By rearranging Equation 2.2, the inertia constant defined as the kinetic energy
with respect to nominal apparent power can be derived.

For complete mathematical representation of all the parameters, the classical swing equation can
be obtained through Equation 2.1 and Equation 2.2, with the damping term and can be represented
as:

2 · H
ω0

· d2δ

dt2 = Tmech − Tel −
Kd
ω0

· dδ

dt
(2.3)

Where Tmech and Tel are the per-unit mechanical and electrical torque respectively, ω0 is the rated
electrical angular velocity, δ is the rotor angle in electrical degrees and Kd is the damping coefficient.
Whenever the SG is subjected to system disturbance, it is the damping torque that helps the SG reach
equilibrium faster [7]. Finally:

d∆ωr

dt
=

1
2 · H

· (Tmech − Tel − Kd · ∆ωr) (2.4)

Here the rotor angle is expressed in terms of angular rotor speed deviation ∆ωr. The above reveals
a relationship between inertia constant H and d∆ωr

dt . The term d∆ωr
dt corresponds to the rate of change

of frequency (RoCoF)and as the inertia constant is higher, the lower the RoCoF, indicating their inverse
proportionality. SGs can inherently balance frequency stability by using the stored kinetic energy in
the rotating masses of rotor [7].

2.3 Operation of Full Converter Type IV Wind Turbine

Double fed induction generator (DFIG), induction generators (IG), or synchronous generators are
commonly used in WT to generate wind power. The generator of WT could be connected to the grid
via a power converter or directly. There are four topologies of WT on the basis of arrangement of
WT generator and converter. Type IV WT is focus of the project [32]. The basic assembly comprises
of machine side converter (MSC), a DC link with shunt capacitor and the grid side converter (GSC).
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GSC and MSC controls the active power and the DC link voltage respectively as shown in Figure 2.4
[33].

Figure 2.4: Type IV WT configuration.

The two control loops of the MSC are represented by the inner loop and the outer loop. The
reference DC voltage Vre f ,dc, is compared with DC link voltage Vdc. Thus, the outer loop controls the
DC link voltage, while it also provides the reference values for the inner loop, and the d and q axis
components of MSC which are controlled by the inner loop [33].

Under the assumption that there are no converter losses, the current flowing in and out of DC
link capacitor has to be equal, while the GSC ensures the amount of current taken from the DC link
capacitor [34].

The two control loops of the GSC are - an outer loop and an inner loop. Active power provided to
the power grid is controlled with maximum power point tracker PMPPT using the outer loop. Based
on rotor speed and measured wind speed PMPPT is calculated. The outer loop is used to control the
reactive power flow by controlling the magnitude AC voltage of the converter [33], [34].

The outer loop provides the reference values for the inner loop and the current controller of GSC
provides a reference voltage which is transformed into PWM signals for the power modules of the
converter. To synchronize the converter to the grid, PLL (Phase Locked Loop) is used. By measuring
the voltage phase angle of AC grid, a dq0 reference frame is created by PLL [33], [34].

Traditionally the WT converters are grid following (GFL). These converters inject active and re-
active power into the grid and operate as current control converters. Control of active and reactive
power can be achieved by calculating equivalent references and by “following” the grid voltage. By
default, a type IV WT does not provide the same frequency and inertial response as that of syn-
chronous generator during a system level event, due to the fact that full-scale converter completely
decouples the WT generator from the grid [34].

2.4 Grid Forming & Grid Following Concept

Based on the assumption that synchronous generation sources will help regulate the frequency and
voltage deviation, the IBPS are generally GFL [35]. Now with more and more penetration of IBPS,
frequency stability is affected [19]. Using GFL control in WTs, the RoCoF during frequency events can
be limited by having the WT respond to such events by controlling the frequency response according
to RoCoF [35]. The method estimates the frequency from local voltage measurements by relying on
PLL to calculate RoCoF. By doing so an additional power signal or torque which is proportional to
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the estimated RoCoF could be added to the original power reference. Thus, the GFL WT can provide
additional active power for frequency response during underfrequency events [35].

However, GFL also has its disadvantages as the method of calculating RoCoF, can have lot of
time lag ranging from 0.1s to 5s, involving sampling, filtering and signal processing which affects the
inertial response and FFR, which takes place in the range of 5-10s [36]. Furthermore, the frequency
estimation becomes even more challenging in weak grids due to distorted voltage signals and GFL
cannot operate as a power source in islanded mode or isolated microgrid [37], [38].

GFM control has been prevailing and introduced for islanded power systems and microgrids [39].
Definition and capability of GFM is still in an early phase. However, by analyzing the various re-
quirements from ENTSOE’s working group and TSOs, some of the capabilities which GFM should
have are: generate system voltage, fault level contribution, total system inertia contribution, support-
ing system restoration, prevention of adverse control system interactions, need to act as a sink for
harmonics and voltage unbalance in the system. In Figure 2.5 it is evident that the GFL and GFM
takes current and voltage from PCC (Point of Common Coupling) as input and outputs a reference.

(a) Grid Following (GFL) control method for IBPS as controllable current sources.

(b) Grid Forming (GFM) control method for IBPS as controllable voltage sources.

Figure 2.5: Simplified control method comparison of GFL and GFM.

In Figure 2.5 it is evident that the GFL and GFM takes current and voltage from PCC (Point of
Common Coupling) as input and outputs a reference for PWM (Pulse width Modulation). A GFL
converter can be considered to have an equivalent behavior of a controlled current source with a large
parallel impedance, while GFM converter can be considered as a voltage source with a low series
impedance. Both GFL and GFM have power control with the input measurements. In GFL, the active
and reactive power set points for GSC is done using the d and q axis current set points which are the
output of power control. While in GFM, it is the voltage amplitude and phase angle that governs the
active and reactive power set points. Even with different working principles, under normal operating
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conditions, both GFM and GFL control the active and reactive power injection into the grid, while
adhering to the limitations of voltage and current in the converter [40].

As shown in Figure 2.6, different behavior of the GFL and GFM converter phasor diagrams, to a
grid event is shown with their respective equations:

Vconv = Vgrid + Iconv · Zgrid (GFL) (2.5)

E = Vgrid + Iconv · (Zgrid + Zconv) ⇒
Vconv = E − Iconv · Zconv = Vgrid + Iconv · Zgrid (GFM)

(2.6)

where, Vconv the converter voltage, Zgrid and Zconv the grid and the converter impedances, E the
internal voltage, the magnitude and angle of which is defined by the desired active and reactive power
set points. Finally, the grid and converter current which are equal, Iconv = Igrid, based on Kirchhoff’s
current law.

(a) Phasor diagram of a GFL converter according to per-
turbation of the grid voltage, Equation 2.5.

(b) Phasor diagram of a GFM converter according to per-
turbation of the grid voltage, Equation 2.6.

Figure 2.6: Phasor digrams comparison of GFL and GFM after a system disturbance.

Due to GFL Converter’s current source behavior, the GFL converter tries to maintain the current
phasor Igrid constant in terms of magnitude and phase, causing a change of the converter voltage
phasor Vconv; as a new phase angle for Vgrid is detected and hence a new current setpoint. While in
GFM converter, due to its behavior as a voltage source behind impedance, the internal voltage phasor
E does not change initially due to disturbance, thus causing change in phasor Igrid [40], [41].

This project will focus on GFM control, hence details of GFL control will not be analyzed and
explored in detail. Next chapter will explain the different classifications of GFM control.

2.5 Control Based Classification of Grid Forming Converters

The operation of an inverter is to inject the necessary active or reactive power, while state-of-art
literature analyzes and proposes methods regarding their extensive capabilities. Based on their syn-
chronization methods [40], [41], GFM inverters are classified into different categories. Therefore, in



2.5. Control Based Classification of Grid Forming Converters 15

this section a classification of GFM control methods is made, and certain technical differences with
their counterpart GFL control are mentioned. The power calculation equivalent single line diagram
of a typical inverter is shown in Figure 2.7. The active and reactive power output of the converter can
be expressed as:

P =
Vconv · Vgrid

Xgrid
· sinδ (2.7)

Q =
Vgrid

Xgrid
· (Vconv · cosδ − Vgrid) (2.8)

where, Xgrid the grid reactance in ohms, Vconv the inverter-side RMS voltage, Vgrid the grid-side
RMS voltage in volts, and finally δ the phase angle difference between the grid and the inverter.

Figure 2.7: Typical single line diagram of inverter coupled with the grid and their respective network elements.

As discussed in the previous section, for current injection a GFL inverter requires a reference
angle for synchronization, typically utilizing a PLL that uses the voltage phase angle measured at
PCC [42].

Nevertheless, the synchronization processes are different when it comes to GFM control as pre-
sented in the following subsection, while studies [43], [44] have shown that interactions of GFL syn-
chronization units operating in proximity, can become stronger under weak grid conditions. On the
contrary under stiff grid conditions GFM control seems to be more prone to instability [45], [39]. GFM
control methods offer a variety of techniques that can be implemented, where some designs aim to
imitate the behavior of SGs by applying sophisticated mathematical models [46], [47], [48]. Others
involve a simplified representation by employing the swing equation to approximate the dynamic
behavior of a SG, while some control’s voltage and current loops are based on variation of the active
and reactive power [40], [41]. To this end, typically GFM inverter control might comprise of multiple
levels of inner control loops, such as inner-current loop, virtual impedance loop, voltage control loop,
active and reactive power controllers. In this section only droop and synchronous machine-based
control methods are presented as shown in Figure 2.8, while the rest are beyond the scope of this
thesis.
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Figure 2.8: Typical single line diagram of inverter coupled with the grid and their respective network elements.

Generalized model of GFM converters

The figure below represents a generalized control model of a GFM converter [40], [41]. As mentioned
before the structure consists of different control levels such as an outer loop, responsible for power
synchronization and voltage profile management, in addition to an inner loop where the modulation
signal is calculated in order to form the output voltage of a GFM converter. The measured current
and voltage at PCC are indicated as igrid and ugrid. Further inputs are the reference setpoint of active
and reactive power Pset and Qset, along with the reference frequency ωre f and the reference voltage
Vre f . The outer control loop calculates the frequency ω and the rotor angle θ, in addition to the
amplitude E, of the virtual voltage source. The inner loop includes further control actions to produce
the proper modulation signal e for PWM. Based on the control approach the subsystems comprising
power synchronization loop may differ and some are briefly analyzed.

Figure 2.9: Generalized control model of GFM control with the respective subsystem level control loops.
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Droop Control

Droop control is one of the most mature control techniques with relative simplicity, while their con-
cept originates from the governor action [49]. They were originally included in isolated AC power
systems [50], but they are capable of operating in large interconnected power systems as well. Their
reference values are based on the variation of measured active and reactive power and are used mainly
assuming the grid impedance is inductive.

• Frequency based droop

Frequency droop control is based on the relationship between active power and frequency. The
variation of the converter frequency ∆ω, is calculated based on the difference of the reference active
power setpoint Pset and the measured active power Pmeas. The linear drooping relationship of decreas-
ing frequency and increasing active power is represented by the droop coefficient Dcoe f f . Thus, as
seen in Figure 2.10, the droop regulator expression (Equation 2.9) can be derived as:

Figure 2.10: Frequency droop control block diagram.

ω = ωre f − Dcoe f f · (Pset − Pmeas) (2.9)

Likewise, the voltage droop can be implemented in the same manner, based on the voltage-
reactive power relationship. The inner virtual voltage E, of the GFM converter is calculated as (Equa-
tion 2.10):

Figure 2.11: Voltage droop control block diagram.

E = Vre f − Dcoe f f · (Qre f − Qmeas) (2.10)

where, Qset the reference reactive power setpoint, Qmeas the measured reactive power. In order to
attenuate high frequency components, the droop controller might operate in conjunction with a low
pass filter.

• Angle based droop

The angle-based droop is similar in structure with frequency-based droop. However, by inte-
grating Equation 2.9, the corresponding angle θ is obtained. The corresponding control equation is
described as:
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Figure 2.12: Angle based droop control block diagram.

θ = θre f − Dcoe f f · (Pset − Pmeas) (2.11)

where, θ ref the reference angle as derived from the integration, Pset the reference active power
setpoint and the measured active power Pmeas.

• Power synchronization control (PSC)

The PSC was initially proposed for HVDC applications and was developed in order to overcome
the limitations of conventional synchronization methods (PLL) in weak AC systems [51], [52]. The
power synchronization is achieved through emulation of SG power synchronization by means of
transient power transfer, however, it is classified here due to the controller’s resemblance to droop
control. PSC again utilizes the phase angle, which is drooped based on power increment. Finally, it
should be noted that even though under normal operation there is no requirement for a PLL unit, a
back-up may be employed during severe grid faults, since there are certain limitations of the converter
[52].

Figure 2.13: PSC block diagram.

The controller equation for deriving θ is described as:

θ = θre f +
ki
s
· (Pset − Pmeas) (2.12)

where, θre f phase angle is obtained by integrating the reference signal ωre f . Pset the reference
active power setpoint and the measured active power Pmeas and ki a control parameter.

Synchronous Machine-Based Control

The control philosophy of synchronous machine-based control aims to emulate the dynamic behavior
of a real SG, through power electronic components. Therefore, the new concept introduced called
virtual synchronous machine (VSM) [46], [47], targets to implement a mathematical model describing
SG dynamics by imitating their inherent characteristics. The different in complexity and accuracy
models of representing a SG distinguish the different applications of VSM. Nevertheless, the basis of
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a VSM model could include the stator windings, damper windings and excitation windings. Thus, the
power synchronization control differs from one application to another. The primary concept though
is that the machine currents are calculated based on measurement of grid voltage ugrid at PCC, while
the active and reactive power control is based on virtual inertia control and virtual excitation voltage
respectively [40], [41].

• Swing equation emulation

The power synchronization loop in this mode is structured upon the principle of swing equation
in Equation 2.4 where virtual inertia is emulated, while the damping effect is accounted too. The
virtual inertia is supposed to be provided by units accommodating power reserve. For analyzing
the dynamics, Equation 2.4 is expressed in terms of power by replacing torque multiplied with rotor
frequency ω. Thus:

d∆ωr

dt
=

1
2 · H

· (Pmech − Pel − KD · ∆ωr) (2.13)

where, d∆ωr
dt the RoCoF and H the inertia constant as mentioned in section 2.2. Pmech is mechanical

power, but since VSM is analyzed, this term refers to the emulated mechanical power Pvir. KD is the
damping coefficient and ∆ωr the difference between the virtual rotating speed and the reference
speed. The virtual rotor angle θ of VSM can be derived from the integral of virtual rotating speed
[53], [54]. The block diagram is illustrated in Figure 2.14.

Figure 2.14: Block diagram of VSM emulating the swing equation.

• Synchronverter

Synchronverter is another approach for emulating a SG behavior. It entails a more sophisticated
and detailed mathematical model of a machine, overcoming the need for a synchronization unit
first proposed in [48], [55], including in addition parameters such as, damping, field inductance and
mutual inductance [40]. The output of the controller is the frequency and angle based on virtual rotor
motion, and the power synchronization is based on Newton’s second law:

Jα(t) = Tm(t)− Te(t)− D · ω(t) = Tα(t) (2.14)

where, J is the moment of inertia and D the damping coefficient, which can be readily tuned
based on the steady-state P-ω droop thus, the desired virtual inertia is provided. Tm is the mechanical
torque, in case of a converter, the virtual mechanical torque, and Te the electromagnetic torque. Finally,
ω the virtual mechanical angular velocity and Ta the acceleration torque. The synchronverter’s virtual
rotor angle θ is the output. If the grid’s frequency is ωre f , thus θre f its rotor angle, then power angle
δ = θ − θre f [40], [31]. The principle is illustrated in Figure 2.15.
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Figure 2.15: Block diagram of active power loop power synchronization of synchronverter.

As it is seen from the figure, the more detailed model of a synchronverter includes Te , e, Q, the
electromechanical torque, the back electromotive force represented by the internal virtual voltage of
the converter and reactive power. The above can be calculated as:

Te = M f · i f · iα · cos(θ − ϕ) (2.15)

e = ω · M f · i f · sin(θ) (2.16)

Q = ω · M f · i f · iα · sin(θ − ϕ) (2.17)

where, M f is the mutual inductance between the excitation winding and the stator winding, if
the excitation current, iα the stator phase currents, θ the rotor angle and finally ϕ the phase angle.

2.5.1 Comparison of Different GFM Controls

To develop GFM controls, there are different ways as each control has its own properties. On the basis
of key features such as ,PLL for synchronization, tunable virtual inertia, communication-less control,
dispatchability and overcurrent protection, various GFM controls have been assessed as shown in the
following table [40].

Table 2.2: Comparison of various GFM controls.
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Since the project focuses more on frequency dynamics, provision of virtual inertia becomes an
important parameter of GFM control. As compared to synchronous generators, virtual inertia is a
control feature for GFM, and hence GFM converter control has the ability to adjust the inertia based
on the needs of designer. The assessment also reveals that virtual inertia is not supported by droop-
based, as they are mostly controllers of high bandwidth, however, the SM-based control can provide
virtual inertia and is the focus of the project [40].

2.6 GFM Control & WT Generators

A major limitation that might be presented is the amount of energy that can be extracted from the
WTG. Under the assumption that the GSC is a GFM converter, during a frequency disturbance it must
support any increase or decrease in power. Subsequently, the disturbance will provoke the MSC to
respectively regulate power in order to maintain steady DC-link voltage. In this way, the WTG will
be coupled to system disturbances [21], [54].

Figure 2.16: Type IV WTG in GFM mode under synchronization.

However, the dependability of WTs on wind conditions creates certain issues, that should be
considered. A low wind speed WT subjected to negative RoCoF will have limited contribution, since
there won’t be energy stored in the WTG rotor. Likewise, during low wind speed and positive RoCoF,
energy cannot be accumulated by the WTG rotor since it is close to cut-off speed [17], [56]. As per
Figure 2.16, the only source to accommodate some energy would be the DC-link capacitor. However,
additional energy could be acquired by curtailment of WTG, or similarly by following the deloading
curve [17], [57].

According to [17], [58] a backup energy reserving scheme is a requirement for GFM-based WTs.
In this fashion also, the WTG can follow the MPPT curve. Excess wind energy could be stored in the
energy storage system (ESS) (e.g., Battery ESS), while it could be also used to support grid frequency..
As per the literature [58], [14] there could be two possible ways of connection and control of an ESS
unit, as illustrated in Figure 2.17.
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(a) Inner energy storage system on the DC-side.

(b) Outer energy storage system on the AC-side.

Figure 2.17: Potential ESS connection on either AC or DC side of converter for GFM-based WTG.

As per Figure 2.17a, when the ESS is added on the DC-side, the GSC would be controlled as
a GFM converter regulating active power injection to the grid and establishing the voltage at the
converter terminals. The MPPT control could be performed on the MSC, while the DC-link voltage
is controlled by the ESS DC/DC converter [58], [14]. However, this scheme may be limited by the
capacity of the ESS since it should be a unit able to fit inside the WT, while it can damp the power
supplied by the GFM converter.

In Figure 2.17b, the GFM control could be applied on the separate unit for frequency support. The
injection of power to the grid would be the summation of WTG power and ESS power.. However, this
application would require a large capacity of ESS, but spatial restrictions could be less [58]. Details
about the choice of architecture for the project purpose will be discussed in the upcoming chapters.

2.7 Energy Storage Systems

ESS have gained more popularity on the market over the years, especially as the penetration of RES
increases drastically. There are many reasons why ESS could be beneficial in wind power [59], [60],
with a primary goal to account for an imbalance between energy demand and generation. Generally,
power fluctuations from RES could be a challenge, however, their integration could be aided by
energy storage devices which can improve power quality and reliability [61]. Specifically in wind
generation, during high wind power but low demand, excess energy could be stored. In case of low
wind power while demand is high, energy could be provided by storage. Nevertheless, according to
the application requirements the selection of ESS may vary, but there are certain key characteristics
to be considered. These key characteristics are immediately coupled with ancillary services provision
[62]. These services refer to functions that enable the system operators to maintain a stable grid with
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continuous power flow, addressing imbalances between generation and demand. The classification of
different ESS based on rated power and discharge time is illustrated in Figure 2.18 [63].

Figure 2.18: Rated power versus discharge time of different ESS for ancillary services.

From the figure, it can be seen that supercapacitors, super conducting magnetic energy storage
(SMES), flywheel energy storage (FES) and batteries could be suitable for grid support at transmission
and distribution levels. However, power and energy levels are not the only parameters for consid-
eration. ESS suitability for a given ancillary service depends on other important parameters as well,
such as specific power, specific energy, and efficiency, with a comparison of the aforementioned ESS
presented in Table 2.3 [64].

Table 2.3: Characteristics of ESS suitable for transmission and distribution levels.

Parameters Supercapacitor SMES FES Batteries

Specific energy (Wh/kg) 2.5-15 0.5-75 5-100 75-200
Specific power (W/kg) 500-10000 500-2000 400-1500 150-2000
Efficiency (%) 85-97 95-98 90-95 90-97
Self-discharge (%/day) 5-40 10-15 100 0.1-0.3
Discharge time ms-s ms-min s-min min-h

Specific power describes the ability of the ESS to provide instantaneous power, while specific
energy is their ability to provide continuous energy over longer periods of time. High specific power
and specific energy, reflect on the ability of ESS to discharge a large amount of power, and energy for
long periods respectively. Ideally, an ESS should be able to have both of its features at high levels,
however, as per Table 2.3, usually ESS units with high specific power tend to have lower specific energy
known as short-term storage. On the contrary, ESS with higher specific energy tend to have lower
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specific power, described as long-term storage. Discharge time refers to the energy capacity-power
rating ratio (E/P), meaning the duration a module can operate while delivering its rated output.

Regarding ancillary services provision for frequency stability, these characteristics play a crucial
role while considering the different time frame each service takes place. For instance, FFR which
requires high power for a short duration for synthetic inertia provision, a high specific power ESS
would be more suitable, whereas frequency regulation in larger time frames could be accommodated
by a high specific energy ESS.

2.8 Summary

Chapter 2 begins with power system stability and its different classifications. A glimpse into the
frequency regulation and frequency response activation time are covered here. Section 2.2 begins
with SGs and its basic control block. The basic mathematical equations of SGs during a power
imbalance and the swing equation is derived. The inverse relationship between inertia and RoCoF is
also coned in this subsection. Section 2.3 begins with converter control algorithms of GFL and GFM.
The section begins with a detailed explanation of GFL type IV WT and its control system. Then, the
difference between GFL and GFM covering the working principle and basic phasor diagrams during
an event. As it was also examined through literature, the droop based GFM converter control cannot
emulate and act on inertia, while the swing equation emulation algorithm can. Thus, the thesis also
starts focusing its attention on VSM, a swing equation emulation based GFM control which will be
used throughout the project. Section 2.5 gives a brief explanation of the advantages and challenges
in operating WT in VSM mode. It is also briefly explained, the need for ESS and two possible
architectures from various literature that can support the power system stability. Section 2.6 covers
the ESS part of thesis. Different ESS technologies and parameters that are necessary are covered in
this subsection. The thesis does not focus its attention on a specific ESS technology, however, will
consider a generic ESS concept to model it and analyze the impact on frequency stability.



Chapter 3

VSM Control Evaluation & ESS Sizing
Methodology

Chapter 3 will begin with a simplified power system which will be used to evaluate the performance
of a WPP in VSM mode. The thesis uses DIgSILENT PowerFactory to analyze the frequency dynamics.
From the previous section 2.4, it has been addressed that focus of interest will be VSM, while its
control architecture is explained. To implement the VSM and analyze its impact for different system
disturbances, various power system scenarios will be explained. Low RoCoF and high RoCoF events
occurring in the power system and how it affects the VSM response differently will be analyzed. The
chapter will conclude with introduction and need for ESS in the power system. The methodology
and sizing of ESS will be explained. The ESS is also operating in VSM mode. The frequency response
of the new power system with the addition of ESS owing to system disturbances will be evaluated.

3.1 Simplified Power System Model

This chapter will explain the dynamic response of wind turbine operating in GFM mode. As depicted
in Figure 3.1, a simple power system architecture is used to evaluate the dynamic response of WT
operating in GFM subjected to various system disturbances. The response from the WT will be
analyzed and explained in detail.

The architecture consists of a wind farm with 23 WTs, with Type IV converter. Each of the wind
turbines is rated at 3 MW. Thus, the entire output of wind farm is 69 MW/ 78 MVA [17]. The model
has used an aggregated representation of the wind farm in DIgSILENT PowerFactory. The wind
turbine is operating in GFM mode. The model initially considers only the wind farm to be the sole
generation source and is feeding a load of 120 MW. The model consists of an external grid with short
circuit power of 1800 MVA, inertia constant of 10s and X/R ratio of 10, thus representing a strong
grid [18]. DIgSILENT PowerFactory uses a voltage source and an internal impedance to model the
external grid. A synchronous machine’s equivalent mechanical equations are used. The combined
inertia of all synchronous machines in the system is represented using the acceleration time constant
[65]. The parameter ratings of different elements are summarized in Table 3.1.

25
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Figure 3.1: Simple system model for evaluation of VSM.

Table 3.1: Ratings of the component elements used in the current architecture.

To understand the dynamic response of WT operating in GFM mode when subjected to system
disturbances, it is quite important to understand the control aspects of GFM converter. Different
classifications of GFM converters were explained in chapter 2, section 2.3. This project will focus
its attention on implementing a GFM control based on swing equation emulation called virtual syn-
chronous machine. Using this control scheme, the IBPS can emulate the behavior of a synchronous
machine [40].

3.2 Control System of VSM

The control system that is used to emulate the synchronous machine behavior is a VSM where the
block diagram in PowerFactory is depicted in Figure 3.2 and consists of: a voltage regulator, an SG
model, a current limiter, and all of them comprise the generator model.
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Figure 3.2: Control block diagram of VSM in PowerFactory.

Where, V the measured voltage, q the measured reactive power, P the measured active power,
f the measured grid frequency, Vr and Vi the real and imaginary part of voltage component, E the
converter voltage with Er and Ei its real and imaginary component, Er,lim and Ei,lim the limited voltage
reference sent to voltage source.

Generator Model

To represent non-rotating generators like full scale wind turbines, a static generator model in Power-
Factory is used as shown in Figure 3.3 [65].

Figure 3.3: Schematic of the voltage source model of a static generator in PowerFactory.

SG Model

SG block is used to obtain damping response and inherent inertia. It mimics the machine dynamics
of a typical synchronous generator. SG model’s block diagram implemented in PowerFactory is
illustarted in Figure 3.4.

Figure 3.4: Block diagram of SG model implemented in PowerFactory.
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As per the block, when there is a difference between Preg the reference power, and P the measured
output power, then an error prevails. This error is taken as input by the integrator term (1/2Hs),
where H is the inertia constant. Output from the integrator term gives the estimated system frequency
f ∗. PLL block from Powerfactory is used to measure the system frequency f [53].

Frequency deviation is given by the difference between the system frequency and measured fre-
quency. If a frequency deviation exists, then damping term Kd = 1

Dr
, is added to the summation of

power block. The damping term will hold a value of zero during steady state condition, but in the
event of disturbance, Er the real part of AC voltage vector, and Ei the imaginary part of AC voltage
vector rotates based on θ∗. So, the θ∗ will not rotate if the system is in steady state and can provide
necessary power Preg. Owing to this, θ∗ could be treated same as rotor angle of synchronous generator
[53][66].

Rotor angle θ∗ is given by the equation:

θ∗ =
ω0

s
· [ 1

2Hs
· (Preg − P − Kd · ∆ f )] (3.1)

For small disturbances, it can be linearized as:

∆θ∗ =
ω0

s
· [ 1

2Hs
· (∆Preg − Ks∆θ∗ − ∆θ∗

ω0
sKd)] (3.2)

The electrical power output can be expressed as:

∆P = (
dP
dθ∗

) · ∆θ∗ = (
EV
Xtot

) · cos(θ∗) · ∆θ∗ = Ks∆θ∗ (3.3)

Where, E is the converter voltage, V the external system voltage, and Xtot is the total reactance
in between the two bus voltages. Ks is known as the synchronising power coefficient [53], [66].
The two control blocks of voltage regulator and current limiting block are illustrated in Appendix
A1. Knowledge of the SG control block is essential to understand the role of inertia and damping
parameters and how the VSM provides it and is explained in SG Model.

3.3 Simulation Scenarios

3.3.1 Low RoCoF Events

For simulating low RoCoF events, the model explained in Figure 3.1 is used. The active power of the
WT operating in VSM mode is set to 50 MW. The inertia constant of the VSM is set to 4s and Droop
is 5%. In this scenario the project uses Siemens Gamesa direct drive D3 wind turbine. Data sheet of
WT is attached in Appendix A.

Depending upon the initial rotor speed, the additional power from the extracted kinetic energy of
WT can be released into the grid following a disturbance. Considering a negative RoCoF event, due
to a decline in RPM (revolutions per minute), the change in rotor kinetic energy can be calculated as
in [67]:

∆E =
1
2
· J · (ω2

0 − ω2
1) =

1
2
· J · (2 · ω0 · ∆ω + ∆ω2) (3.4)

Where J is rotor inertia in Kg · m2 and ∆ω is change in rotor speed, where the power released can
be calculated as:

∆P =
∆E
∆t

(3.5)

in addition to:

Pwind = ρ · υ3 · A (3.6)
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where, ρ the air density, υ the wind velocity, A the swept area of D3 wind turbine, while Equation
3.6 calculates the available wind power. Equation 3.7 is used to calculate the output power of wind
turbine.

Poutput = µ · Pwind (3.7)

where, µ the efficiency coefficient. Finally, Equation 3.8 can be used to calculate the RPM of wind
turbine for the use active power:

RPM = 60 · υ · ( TSR
Pi · D

) (3.8)

where, TSR the tip speed ratio, and D the diameter of the blades. The calculations yield an RPM
for wind turbine close to 13 RPM before the event. Though the wind turbine mechanical dynamics
have not been modelled, they have been computed using the Equations 3.4, 3.5 and 3.6. Considering
a constant wind speed and knowledge of wind turbine parameters has helped the project calculate
the inertia constant of WT. For a rotor speed of 13 RPM and mechanical parameters of 3 MW wind
turbine and assuming a constant wind speed, energy stored in the rotor is calculated approximately
to give and inertia constant of 4s. Low RoCoF events were created in the power system and dynamic
response of the VSM was observed as shown in Figure 3.5.

(a) Active power response of VSM for low RoCoF events. (b) Frequency response of VSM for low RoCoF events.

Figure 3.5: Response from VSM WT.

Taking an example of -0.11 Hz/s RoCoF event, the calculated values correspond to approximately
1.2 MW, which can be obtained by rearranging the swing equation (Equation 2.3), and the simulated
response in PowerFactory is approximately 1.3 MW . The case is also similar for other lower RoCoF
events as the response from the wind turbine is also of the order of 600 kW - 1.3 MW. To understand
the implication of smaller responses on WT the following equations must be analyzed.

Considering the case for -0.11 Hz/s event, using the Equations 3.5 and 3.6, the reduced RPM can
be calculated and approximated. For the events with different lower RoCoF, corresponding new RPM
post the event has been calculated as shown in Table 3.2.

Table 3.2: RoCoF and RPM table.

The calculated results clearly show that during low RoCoF events, the response from VSM is
small. Though the turbine mechanical dynamics was not included in the model, the mathematical
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approximations were used to calculate the resultant drop in RPM during low RoCoF events. The
results clearly show that RPM reduction in rotor is really small and insignificant. Considering the
case -0.11 Hz/s event, the entire farm was responding close to 1.2 MW, meaning since there are 23
WTs, each turbine is responding approximately 53 kW for 5s or 265KJ.

3.3.2 High RoCoF Events

For analyzing the dynamic response of VSM during a high RoCoF event a step load increase of
approximately 25 MW is given to the load. The inertia constant is set to 8s [17] and the active power
output of WPP in steady state is reduced to 22 MW. This is done such that, as the inertia is increased
in the VSM, during an event, the response from VSM will also be larger due to increased inertia.
Hence the active power has been reduced, which could imply a curtailed operation of WPP, and the
response is as shown in Figure 3.6.

(a) Active power response of VSM for high RoCoF event. (b) Frequency response of VSM for high RoCoF event.

Figure 3.6: Response from VSM WT for -1Hz/s RoCoF.

The response from the VSM clearly shows that during such high RoCoF events such as -1 Hz/s,
each of 23 WT converters tries to respond with approximately 1 MW each. This response will have
a significant decrease in rotor speed. The rotor speed is initially considered to be 13 RPM and using
the Equations 3.4, 3.5 and 3.8 the reduced rotor speed is calculated to be 10.71 RPM. This reduction
in rotor speed results in reduction of reference power [17].

Though not simulated, field experiments from Siemens Gamesa during 2019 reveal that such
reduction rotor speed can also cause the turbine to produce reduced power during post event recovery
period The situation can get even difficult when the wind conditions are fluctuating and different
turbines in farm experience different wind speeds [17].

The simulation results reveal that considering severe events such as low wind speed and high
RoCoF events, without additional energy storage, operating with higher values of inertia can be
problematic in terms of appropriate response. The impact of adding ESS and the architecture used
will be explained in the next chapter.

3.4 VSM & ESS

As discussed in Chapter 2, section 2.4, there are two major ways of integrating an ESS with the WTs.
The first architecture 2.17a, where the ESS is connected to the DC side and GSC would be operating in
VSM mode, while the second architecture referred to as architecture 2.17b, where the ESS is connected
as a shunt to the main converter. The project has decided to use architecture 2.17b to represent and
model ESS for the following two reasons:
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• It is not recommended to connect anything to DC link of main power converter as it can create
reliability challenges to the power flow from main converter to the grid.

• Power electronic hardware will have to be modified or additional components may be needed
to supply the additional fault currents [14].

The project shall use architecture 2.17b hereafter to model the ESS operating in VSM mode and
will be used to evaluate the dynamic response from ESS.

3.4.1 Methodology for ESS Sizing

Prior knowledge of system parameters such as power system rating and power system inertia are
needed to size the required ESS. The term ESS will be used hereafter to represent a generic ESS and
not a specific category of ESS as the aim of the project is to develop a generalized strategy to size
the ESS required for the power system. The project uses the power imbalance (∆P) and RoCoF to
size the ESS and the sizing is used to provide inertial response (IR) service. This frequency service
is categorized with high power and low energy with a capacity of fast response for a short duration
of 5s. In later chapter requirement for PFR is also examined. Other frequency responses such as
secondary frequency response and tertiary frequency response are considered out of scope for the
project.

3.4.2 Inertial Response & Frequency Contribution

The power system under study for sizing the ESS is explained in section 3.1. However, to get a more
realistic response two SG are used to represent the external grid. The SGs use a governor and an
automatic voltage regulator controller presented in the Appendix A1. Worst case contingencies are
considered while planning the power system [18]. A loss of a SG producing 40 MW in steady state,
is assumed to plan and size the ESS. Based on a derivative control, the IR control of ESS is designed
upon [68]. By reformulating the power swing equation, the IR contribution of ESS can be derived as:

HESS = PIR · f0

2
· 1

RoCoF
(3.9)

where, HESS the inertia constant of ESS, f0 the nominal frequency, and PIR the inertial power with
max value of 1 p.u. The inertial power from the ESS is proportional to the RoCoF and can now be
approximated as:

PIR = KIR · RoCoF (3.10)

where, KIR is a control gain. As the architecture is planning to use more than 50% of renewables
penetration, which according to ENTSO-E requirements for RoCoF, should be 2 Hz/s [1], and for the
ESS to provide nominal power for a RoCoF of 2Hz/s, the KIR should be 0.5. The inertia constant of
ESS depends on the control gain of IR, and for PIR ≤ 1p.u., the HESS can be approximated as:

HESS =
f0

2
· KIR (3.11)

Hence, the HESS is calculated to be 12.5s, and will be used here to make a generalized ESS sizing
approach. The ESS in this section designed only to provide IR and according to:

Hsys =
∑ Hi · Si

Ssys
(3.12)

where, Hsys the system inertia, and Hi the inertia of ith unit, Si the nominal rating of ith unit, Ssys
the total power system rating. The initial power system comprises of two SGs (SG1, SG2), details of
SGs are presented in Table 3.3. To incorporate the penetration of 50% of renewables, SG2 is replaced
with a WPP operating in VSM mode and the parameters of WPP are given in Table 3.3.
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Table 3.3: Parameters of system required for ESS sizing.

The inertia of the power system, before the 78 MVA WT was introduced was calculated to be 9.2s.
After, the inertia of the system was reduced. The WT is operating in VSM mode and is assumed
to provide an inertia of 4s. The new system inertia after the introduction of WT is 8.9s. The major
contingency ∆P, for which ESS is designed is 40 MW. The sizing of ESS for the given parameters are:

SESS = SPS ·
Htarget − HPS

HESS − Htarget
= 30.8MW (3.13)

where, SPS the rating of the power system after the contingency, Htarget the target inertia calculated
based on the corresponding contingency, HPS the system inertia after the event.

The power injected into the grid due to inertia response is PIR represented with a maximum value
of 1 p.u. and when multiplied with SESS, gives the power injected into the grid and is given by:

PESS = SESS · PIR (3.14)

Considering the charging and discharging efficiency, the power injected into the grid, now referred
as PE f f is given by [68]:

PE f f =
PESS
µd

(3.15)

PE f f = PESS · µc (3.16)

where, µd the discharging efficiency and µc the charging efficiency of the ESS unit. When PE f f ≥ 0
the ESS gets discharged, while PE f f ≤ 0 it gets charged.

Another important property to consider for an ESS, is its state of charge (SoC). The power in-
jected/absorbed will have an impact on the SoC of ESS. The relationship between initial SoC, final
SoC and the effective power is given by:

SoC = SoCinitial −
∫
(PE f f )dt
EESS

· 100 (3.17)

The project will consider the SoC range between 0 and 100 % and though there are multiple
methods to reestablish the SoC every time after the ESS has provided service, the reestablishing
strategy of SoC is not considered in this thesis [69], [70].
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3.5 High RoCoF Event & Low Wind Speed Scenario

In section 3.3 a high RoCoF event was simulated and the challenges with operating the WT/farm in
VSM mode was discussed. The chapter also concluded with the need and usage of ESS to address
those challenges.

Figure 3.7: Architecture used for sizing of ESS.

The required ESS has been sized based on the equations and procedures as explained in the
previous section. The architecture described implemented in PowerFactory can be seen in Figure 3.7.
From Figure 3.8, the impact of adding the ESS into the power grid can be seen. There is a significant
reduction in the inertial response from WT operating in VSM mode. In the absence of ESS, the WT
operating in VSM mode had to provide the inertial response and the effect of inertial response on
rotor speed reduction has been addressed before. Now with addition of ESS, while being the main
contributor of inertia with 12.5s, the inertial response from WT is reduced significantly. A main point
to understand is that the project uses the ESS to operate in VSM mode, as enabling the controller to
operate in this mode, has multiple advantages such as operating in weak grid, emulate inertia and
facilitate operation during islanding condition and support black start [30]. Though many of these
parameters are not addressed and are out of scope the project, the project emphasize on provision of
inertia from converter control by operating in VSM mode. The basic architecture is used to size the
ESS and observe the response from ESS during a high RoCoF event and it can be seen in Figure 3.8
that the ESS provides close to 12 MW in the initial few seconds of event, and it can be calculated and
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verified using Equation 2.3.

(a) Active power response of VSM WT for high RoCoF event
with and without ESS.

(b) Frequency response of VSM WT for high RoCoF event
with and without ESS.

(c) Active power response of VSM ESS for high RoCoF event.

Figure 3.8: Response from VSM WT with and without ESS for -1Hz/s RoCoF.

During events such as generator outages or frequency fall, the ESS should have stored energy
that can be used to discharge during the above-mentioned events. The ESS must also be capable of
drawing power from the grid to recharge the storage capacity. As discussed, a generic model of ESS
is used throughout the project and both during charging and discharging of ESS, losses are present.
The round-trip efficiency can be treated to be 85% based on the assumption that the charging and
discharging efficiency are the same. Applying the figures and analyzing the energy requirement for
∆P of 40 MW, the energy rating is found to be 0.08 MWh according to [68]:

EESS =
treq · SESS ·

√
µc

3600
+

treq · SESS

3600 · √µd
(3.18)

where, treq the required time for IR in this case, which is the first five seconds after the event.
Another important parameter for ESS is the SoC and with the charging and discharging property

of the ESS, it gets affected. Using Equation 3.17, while only considering the discharging condition
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and assuming the initial SoC was 100%, the SoC after the ESS has provided IR is calculated to be 24%.
The choice of initial SoC to be 100% is very idealistic and is only used for calculation purposes.

3.6 Summary

A very simple model of an aggregated WPP operating in VSM mode is modelled using DIgSILENT
PowerFactory. It has been decided that the project will focus its attention on VSM control and hence
the operating principle, control diagram and major control blocks are explained in this chapter. It has
been observed that for low RoCoF events, the response from WPP is lower and the inertial response
by extracting kinetic energy from WT does not reduce the rotor speed drastically. However, when
large events occur there is a significant reduction rotor speed. This response raises challenges as the
situation could be bad in case of low wind speed scenario while the WPP tries to respond to such
large RoCoF events, without additional energy storage or power curtailment. Chapter 3 begins with
methodology, sizing and modelling of ESS that can provide necessary support to the power system.
Detailed methodology including knowledge of system parameters, based on which ESS is designed
is covered in this chapter. Test cases with high RoCoF event and low wind speed scenario were
implemented, to analyze how the ESS largely contributes to inertial response. A simple model was
examined that includes a VSM WPP, SG, external grid and load. The knowledge will be used to
implement a VSM and ESS in a IEEE 9 bus model and the frequency dynamics for different test cases
will be assessed.





Chapter 4

Case Study for Contingency Event

In this chapter, a power system study on the IEEE-9 bus system is performed. Frequency dynamics
of three different power systems are analyzed for the largest contingency. The first power system
consists of SGs only, while the second power system sees a penetration of WPP operating in VSM
mode. The final power system is a modification of the second by introducing ESS operating in VSM
mode. Based on the methodology developed in Chapter 3, the sizing of ESS required for inertial
response for the above-mentioned system is assessed in this chapter. The impact of parameters that
affect the ESS sizing and the frequency dynamics of the power system with the addition of ESS will
be analyzed here. In addition to IR, a preliminary assessment of PFR, the sizing of ESS to provide
both services and the impact on frequency stability will be analyzed.

4.1 Test Network

4.1.1 Base Power System

The power system in this chapter is modelled based on the IEEE -9 bus system. The initial model,
however, is modified to a 12- bus system, where a generation unit is added on each respective bus,
with the same characteristics as the initial ones. Thus, the base power system PS0 comprises of six
SGs, and no WPP as shown in Figure 4.1. The nominal ratings of the elements are presented in Table
4.1. The total loading under which the evaluation is done is 870 MW.

37
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Figure 4.1: Single line diagram of base power system PS0.

Table 4.1: Element ratings of power system PS0.

As a system should be designed in order to withstand a major component loss, a methodology
in order to evaluate its response, and the sizing of an ESS unit is developed. A generator outage was
simulated which involves the loss of one G1 unit. Subsequently, the event would lead to a frequency
drop at a certain RoCoF related to the inertia level of the system, due to the power imbalance. Another
important parameter related to the frequency stability is the frequency nadir level and steady state
frequency, both function of the droop as discussed in Chapter 2, section 2.2.

4.1.2 Base Power System with WPP

The same outage event which was simulated in 4.1.1 is performed in 4.1.2. The architecture in the
latter and former are same, However two G3 units of 4.1.1 are replaced with two VSM WPP of the
same rating, operating in grid-forming mode in 4.1.2. The VSM algorithm uses the swing equation
emulation as described in Chapter 2, section 2.4. This system is labeled as PS1 illustrated in Figure
4.2.
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Important parameters for evaluating the response for each of the two systems are presented in
Tables 4.2 and 4.3. The droop and inertial constant values are the predefined values of the IEEE 9
– bus model where both variables are between typical values of droop 3%-5% and inertial constant
from 4-10s [18]. The governor and the automatic voltage regulator (AVR) controllers being used are
from PowerFactory libraries namely: gov_HYGOV for generators G1 and G2, and gov_IEEEG1 for
generators G3. The AVR controllers are: avr_IEEET1 for generators G1 and G2, and avr_ESAC5A for
G3. The controller diagram and parameters are presented in the Appendix B. The system total inertia
is calculated using Equation 3.12, while the overall droop is calculated based on Equation 4.1, where
f0 the nominal frequency, Si the nominal power of each unit, and Ri the droop coefficient of each unit.
The outage entails a loss of one 347.5 MVA G1 unit, which prior to the event was producing 200 MW
active power in steady state.

Rtotal =
f0

∑n
i=1

Si
Ri

(4.1)

Figure 4.2: Single line diagram of power system PS1.

Table 4.2: Main parameters of PS0.



40 Chapter 4. Case Study for Contingency Event

Table 4.3: Main parameters of PS1.

As seen from Table 4.3 the WPP is assumed not to provide inertial response. However, as dis-
cussed in Chapter 3 and based on the field measurements referred to, the aggregated inertial constant
of a WPP could be higher. Typical values of approximate inertia constant for a Type IV wind turbine
is 3.5s [71]. As a result, the total inertia calculated in Table 4.3 for PS1, 5.8s is the lowest the system
could have without contribution of inertia from the WTs. The system is feeding three loads of 870
MW total, 290 MW each.

The design criteria the system follows are proposed by UCTE for the continental Europe [22],
[24], [27], [72]. Therefore, the frequency nadir limit is 48.8 Hz, while the RoCoF limit will be 0.5
Hz/s negative drop. According to ENTSO-E for the Nordic power system operation automatic load
shedding occurs from a frequency below 48.8 Hz, thus the limit. The measurements for the RoCoF
are calculated based on a 500 ms window. Finally, the maximum steady-state frequency deviation fss,
should be at 200 mHz, if accounting for provision of PFR for 15 minutes [24]. The comparison results
from the initial simulations yield the following.

Figure 4.3: Frequency response during outage of G1, comparison of PS0 and PS1 system.

Table 4.4, includes the result based on measurements for the two systems.

Table 4.4: Results comparison for the two systems for generator G1 outage.
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The results indicate that as the total system inertia has decreased, the RoCoF presents an in-
crement in value as expected. The frequency nadir decrease is related to the droop. It has been
mentioned that inertia contribution of the WPP is not provided for this case. Let us remember that
for virtual inertia provision [40], what could be potentially utilized is some kinetic energy from the
WT blades, where here there is none. When comparing the total droop of the system based on Ta-
bles 4.2 and 4.3, it is seen that the coefficient for system PS1 has increased. This would imply an
increased active power demand for the generation units, while a steady-state error increase would
affect frequency.

As mentioned in [40], the desired steady state P-ω droop, relies on the droop coefficient. If one
compares the control diagram in Chapter 2, section 2.2 (SG basic power regulation control), and the
one in Chapter 2, section 2.5, Figure 2.14 (VSM swing equation emulation active power loop), it
is clear that the damping coefficient expressed in a gain, is related to the 1

R droop coefficient of a
conventional SG [73]. However, in a case of a SG the droop is typically 3%-5%, whereas in a VSM
may vary, based on the capability of the power source and the rating of the converter. In addition,
as also mentioned in [73] an ideally small droop would be beneficial for frequency support, but the
problem lies to the power needed to be extracted from the WT and restore frequency, considering
the availability of power delivery from the wind. For this study case, the assumption is that there is
low readily available power dispatch from the WPP, where power delivery could be achieved either
by curtailment and/or using an energy buffer as explained in Chapter 2, section 2.4. Therefore, the
inertia and damping coefficient decrease.

Figure 4.4 illustrates the active power output of the SGs for PS0 system. As per Tables 4.2 and
4.3, when looking at the inertial constants of the generators, the remainder G1 unit has the biggest
inertia contribution to the event. The mechanical power is adjusted by the governor who after the IR
period brings the system to a new steady state, where ideally the steady state frequency error should
be low. Nonetheless, the mechanical and electrical power curves are complimentary to each other as
the system tries to balance and reach the new equilibrium.

(a) Active power response of G1 in PS0. (b) Active power response of G2 in PS0.

(c) Active power response of G3 in PS0.

Figure 4.4: Active power response of generation units of PS0.
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In Figure 4.5 the active and mechanical power of SGs in PS1 system are illustrated. As mentioned
in this scenario the inertia contribution from the WPP is absent, therefore there is increased response
from the remainder G1 unit and G2 units. Considering the WT operates at MPPT, it is questionable
if the required power can be provided, always depending on rating limitations of WT and power
converter. The result of the droop increase is reflected not only in the frequency deviation error
described in Figure 4.3, but from the increase in active and mechanical power outputs.

(a) Active power response of G1 in PS1. (b) Active power response of G2 in PS1.

Figure 4.5: Active power response of generation units of PS1.

The active power response of the two systems comparison is summarized in Table 4.5. The loading
of each set of the transformers is noted down too.

Table 4.5: Loading of components prior and after the event for PS0 and PS1 system.

Finally, Figure 4.6 summarizes the active power response for the two systems, for the remainder
units. Generator G3 response was illustrated in Figure 4.5, while it is removed in PS1 system. As
mentioned the WPP does not contribute to inertia and droop. Thus, since the WT dynamics are not
concerned the active power response for now is omitted. As per the dynamics, it was discussed in
Chapter 3 the effect on rotor speed. In addition, the IR activated in a time window of 5 seconds, and
the new steady state active power for PFR is marked on the graph.
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(a) Active power response of G1 for both systems. (b) Active power response of G2 for both systems.

Figure 4.6: Active power response comparison of generation units for both system.

4.2 Inertia Contribution from WPP

In the previous scenario, a system with a certain level of inertia was compared with a modified system
where two SGs have been decommissioned. They were replaced by two WPP operating in GFM VSM
mode, and the effects of reduced inertia and damping, under the assumption that the system operates
in MPPT unable to dispatch any power during the outage, were examined. However, a WT as per
literature [71] can provide up to 3.5s of inertia. As seen also from actual field measurements [17] it
is possible that the aggregated inertia could be at higher levels. Nevertheless, for this scenario, it is
assumed that the WPP can provide 2.5s of aggregated inertia. In reality, to achieve this, some kinetic
energy from the wind should be utilized. As a result, this would not only contribute to arresting
the falling RoCoF, but the new active power set point of the WT would imply a higher damping
coefficient, thus a lower droop meaning lower steady state frequency deviation. The parameters of
the power system under study for this scenario are presented in Table 4.6, meanwhile the system is
labelled as PS2.

Table 4.6: Main parameters of system PS2.

The total inertia of the system has increased. The droop coefficient of VSM in this case was set
to 0.09, 0.03-0.05 being optimal according to literature. Yet, it would still reduce the steady-state
error and increase the frequency nadir compared to PS1. The frequency response is illustrated in the
following figure.
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Figure 4.7: Frequency response of the systems.

As discerned from Figure 4.7, the WPP responds faster when operating in VSM mode. Also,
the RoCoF for PS2 was measured at -0.48 Hz/s. The improved frequency nadir, in addition to the
decreased steady state frequency compared to system PS1 is a result of a smaller droop. The steady
state frequency error is included in Table 4.7. Still the steady state frequency error when compared to
PS0 is higher, while the nadir establishment is higher, since there is no governor or mechanical parts
and delays, and the control is through power electronics.

Table 4.7: Summary of simulation results from the three systems.

As per Table 4.7 the RoCoF of PS2 is lower than PS0, and the system complies with the reference
requirement of 0.5 Hz/s constraint. However, the VSM allows the fast provision of IR, yet not sig-
nificant reduction observed, since the inertial strength of the system is still lower. The active power
response of PS2 system is shown in Figure 4.8 in the blue curve. The other two curves are a quick
experimentation to confirm the response of VSM. As the damping of the WPP can offer to the sys-
tem is reduced, the droop increases, resulting in a higher error. The effect of the droop has minimal
effect on RoCoF. On the other hand the change in inertia affects the IR and the energy needed to be
extracted if one integrates the area under the curve for required time frame for IR provision, without
affecting the droop.

In addition, there are certain considerations in this case. Assuming the WPP has 40 WT of 5.6
MW rating each, the 45 MW active power demand during inertial response period would require 1.12
MW power extraction from each, if all 40 operate producing 2.12 MW during steady-state. Again,
the impact on the rotor speed based on WT characteristics has been addressed in Chapter 3. But
supposedly the rotor speed reduction would not be significant, if in the same case the WTs were
producing 4.5 MW each, while 20 are in operation, the demand would exceed their rated capability.
Apart from the IR, if policies for provision of PFR of 15 minutes [24] apply, then the capability of
the WT turbine to provide this power by operating at the new set point is something that cannot be
guaranteed.
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Figure 4.8: Active power response of WPP with inertia contribution.

The following figure illustrates the active power response of the system’s SGs. As expected, the
WPPs inertial contribution has led to reduced IR from the SGs, the period of IR shown in the graph.
The active power dispatch from the WPP has also an effect on the new steady state power output of
the SG, which has decreased.

(a) Active power response of G1 for all systems. (b) Active power response of G2 for all systems.

Figure 4.9: Active power response of G1 and G2 for all systems.

As seen in this case, even though the response of VSM is better, the varying conditions of oper-
ation of a WPP cannot guarantee the desirable overall system state, bearing in mind the challenges
mentioned in Chapter 3. Therefore, in order to explore the response of the system further, an ESS
unit is introduced, the sizing of which is calculated for the required services while certain tradeoffs
are noted.

4.3 Sizing of ESS for IR

For the sizing of the ESS for IR, the RoCoF limit is 0.5 Hz/s as per reference grid code requirements.
Only if the penetration of non-synchronous generators crosses beyond 50%, the RoCoF limits need to
be raised [74], [75]. As far as the largest contingency is considered, a loss of 200 MW is considered
the major outage in the power system.

Depending on the power system configuration, the contingency level also changes. Based on the
power system explained in Figure 4.2 and Table 4.2, the generator’s G1 (347.5 MVA) loss causing
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a deficit of 200 MW and considered the largest contingency, the ESS is designed. As mentioned in
Chapter 2, section 2.5 different potential coupling methods of ESS units were introduced. Here the
ESS is connected as shunt to the main converter as per architecture (b)2.17b. The sectional also uses a
generic representation of ESS and the round-trip efficiency considering the charging and discharging
state is assumed to be 85% [68].

Figure 4.10: Single line diagram of base case power system with the addition of ESS unit.

4.3.1 System without Inertia Contribution from WPP

As explained in previous chapters, IEEE-9 bus has been modified to a 12 bus with two WPP (228
MVA each) replacing the two G3 units. The single line diagram and element parameters have been
explained in Figure 4.2 and Table 4.3. For the initial study of the sizing of ESS in PS1, the WPP is
assumed to provide no inertia to the power system. This is done to analyze and calculate the ESS
sizing without inertial contribution from WPP and the knowledge will be used to analyze and size
the ESS, when WPP operates in VSM mode and contributes to inertia. With the inputs such as power
imbalance ∆P = 200MW, RoCoF limit to 0.5 Hz/s, using the modified swing equation the target
inertia using Equation 2.4 is found to be 7.2s. After the contingency, the power rating of PS1 has
dropped from 1735 MVA to 1387.5 MVA and the new system inertia after the contingency is 4.88 s.
Based on Equation 3.9, the inertia from the ESS is calculated to be 50s, based on which the sizing of
ESS for IR can be calculated using Equation 3.13:

SESS = SPS1 ·
Htarget − HPS1

HESS − Htarget
= 1387.5 · 7.2 − 4.88

50 − 7.2
= 75MW (4.2)

Considering the fact that ESS discharges and charges the same amount of energy from the grid
and by using Equation 3.18, the energy rating of ESS is calculated to be 0.2 MWh. The SoC is another
important parameter that indicates the performance of the ESS. Using Equation 3.17, assuming the
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initial SoC was 75%, after the response from ESS, the final SoC has dropped to 49%. The usage of
high value of inertia of the ESS close to 50s creates challenges within the physical provision of such
enormous amount of storage. The impact of varying the inertia of storage and therefore, its impact
on ESS sizing will be assessed on the upcoming sections. This section does not consider the inertia
contribution from WPP.

4.3.2 System with Inertia Contribution from WPP

The two aggregated models of wind farms rated at 228 MVA each are operating in VSM mode.
The project hereafter will consider the inertia contribution from WPP operating in VSM mode to
explore the sizing of the ESS. From the previous chapter it was well established that for the studied
contingency without inertia contribution from WPP leads to an ESS size close to 75 MW. GFM control
algorithm such as VSM helps WPPs to mimic the behavior of SG and contribute to system inertia.
The provision of inertia through VSM WPP also comes with a crucial advantage for ESS sizing, as for
the same power deficit, a reduced ESS sizing can be made. The main parameters of the power system
are shown in Table 4.6.

Again, as inputs a deficit of 200 MW, and a RoCoF limit of 0.5 Hz/s using the modified swing
equation, the target inertia is found to be 7.2s. After the contingency, the power rating of PS1 had
dropped from 1735 MVA to 1387.5 MVA, and the new system inertia after the contingency is 5.71s.
Based on Equation 3.9, the inertia from the ESS is calculated to be 50s, based on which the sizing of
ESS for IR can be calculated using Equation 3.13:

SESS = SPS1 ·
Htarget − HPS1

HESS − Htarget
= 1387.5 · 7.2 − 5.71

50 − 7.2
= 48MW (4.3)

Using Equation 3.18, the energy rating of ESS is calculated to be 0.1 MWh and assuming a 75%
initial SoC, the final SoC can be calculated using Equation 3.17, and found to be 61%. Table 4.8
summarizes the results.

Table 4.8: Comparison of ESS parameters with and without WPP inertia contribution.

Based on Equation 3.11, keeping a 0.5 Hz/s RoCoF limit has given the inertia constant of 50s.
This large value of inertia poses both technical and economic challenges [76]. From a technical front,
provision of 50s of inertia would mean that an enormous storage capacity would be needed. Only
with such a large amount of stored energy, such high values of inertia can be attained. On the
economic front, provision of inertia is only a technical requirement, meaning that such high value
of inertia would bring great advantage to frequency stability in power system. But, the providers of
such high inertia are not rewarded with incentives [77] [78]. This raises a question if such large value
of inertia is needed or not, to support sufficiently frequency stability.



48 Chapter 4. Case Study for Contingency Event

4.4 Impact of Parameters

In the previous section, project highlighted the challenges with respect to large inertia values provided
by ESS. In this subsection, the impact of varying parameters such as inertia of storage and the power
imbalance/largest contingency will be assessed and how the sizing of ESS affects when the parameters
are varied will be analyzed.

Inertia of Storage

To analyze the impact of parameters and how it affects the ESS sizing for IR, the inertia of storage
is varied, keeping the largest contingency in the power system constant (∆P = 200MW) as shown in
Table 4.9 and Table 4.10. The RoCoF based on which the ESS is designed is fixed at 0.5 Hz/s. It can
be clearly understood from the table that keeping the power imbalance constant and the inertia of
storage is reduced, causes the increase in the sizing of storage.

Table 4.9: Storage sizing with reducing inertia and constant power imbalance, without WPP contribution.

Table 4.10: Storage sizing with reducing inertia and constant power imbalance, with WPP contribution.

Though the trend on both the tabular columns are same, there is significant difference in the
rating of the ESS. It can be clearly seen that for the same power imbalance, the sizing of ESS is smaller
in Table 4.10 compared to Table 4.9. This can be directly attributed to the fact that in the latter case,
the WPP is operating in VSM mode and providing an aggregate inertia of 2.5 sec. With the integration
of WPP, more SGs are being replaced and even with WPP operating in VSM mode and contributing
to inertia, the challenges of such mode were explained in previous chapters. However, the limited
inertia contribution from VSM WPP can significantly reduce the size of ESS.
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Power Imbalance

The next important parameter for analysis is power imbalance. So far, the basis of all the studies
and simulations performed were based on largest contingency in the power system. This subsection
explores a different approach by keeping the ESS sizing fixed. The reason for choosing this approach
is:

1. The current simulation uses a 228 MVA WPP. An ESS sizing of 45 MW would enhance the
possibility of having the ESS within the WT.

2. Fixing an ESS sizing as parameter, in this case 45 MW, will also help the understand what
the largest contingency is which ESS can support and how inertia of storage may affect the
contingency.

It can be observed from Table 4.11 and Table 4.12 that keeping the ESS sizing constant and re-
ducing the inertia creates a negative trend in the power imbalance. In other words, as we reduce
the inertia of storage but keeping the constraint that the ESS sizing is fixed, will result in a lower
value of the largest contingency. Though both tabular columns show a decreasing trend in the power
imbalance as inertia is reduced, from Table 4.12 it can concluded that for the same storage sizing,
the largest contingency ESS can support is also larger compared to values in Table 4.11. This can be
directly attributed to the inertia contribution from VSM WPP in the power system.

Table 4.11: Power imbalance with fixed storage sizing and reducing inertia, without WPP contribution.

Table 4.12: Power imbalance with fixed storage sizing and reducing inertia, with WPP contribution.

This study also reveals that there is a tradeoff between power imbalance, inertia of ESS and their
sizing. If the ESS sizing must be decided based on largest contingency and the available inertia, then
it has to be increased with reduced inertia of storage. The availability of inertia value of the storage
would depend on its type, power system application for which it is used and grid code requirements.
The penetration of WPP operating in VSM mode has a significant reduction in ESS sizing for same
power imbalance.
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On the other hand, it is also possible that after preliminary studies, the TSOs plan to fix a size
of storage. This may be due to the fact that, after having discussed with wind turbine OEMs, there
is possibility to fit the ESS inside the nacelle of the wind turbine. Choice of the ESS sizing with
reduced inertia comes with reduced value of power imbalance. Hence a tradeoff exists between the
power imbalance, Inertia and ESS sizing. Figure 4.11 coins a relationship between power imbalance,
inertia of storage and ESS sizing for the values in Tables 4.9 and 4.10. It can be clearly seen how each
parameter affects the other.

(a) Relationship between inertia of storage, power imbalance
and ESS sizing according to Table 4.9.

(b) Relationship between inertia of storage, power imbalance
and ESS sizing according to Table 4.10.

Figure 4.11: Comparison between inertia of storage, power imbalance and ESS sizing.

4.5 Response of the System with ESS

Based on Table 4.9, when computing the required size for ESS, the theoretical calculations showed
that as the size in MW of storage increases, the required inertia provision for the system should
be lower for the same power imbalance. However, the simulations revealed that a unit of 75 MW/
50s, and 98 MW/ 40s of ESS comes to saturation during an outage of 200 MW. Thus, even though
theoretically it can be easily calculated, practically the ability of a unit to provide such enormous
amounts of inertia is not viable since they might get limited by their rated capacity. In addition, the
unit’s SoC is crucial in order to provide this response. As naturally there could be no rotating parts
to provide kinetic energy e.g., a supercapacitor or a battery rely on the amount of stored energy to
provide proper response. If also limitations apply to the SoC like e.g.: minimum discharge level
10%, and maximum charge level 90%, which is beneficial for prolonging the life of the ESS , it could
probably have implications when it comes to services provision [79]. Figure 4.12 illustrates the active
power response of the ESS in system PS1 during IR period, within 5 seconds after the disturbance.
The cases shown are the first three cases from Table 4.9.
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Figure 4.12: ESS active power response in PS1 for the first three cases according to Table 4.9.

In the case of PS2 where the WPP provides 2.5s of inertia, it was inferred according to Table
4.10, that the size of the ESS could be decreased. The simulations confirm the finding, where a 91.3
MW/30s storage could provide the necessary support without reaching saturation as illustrated in
Figure 4.13.

Figure 4.13: ESS active power response in PS2 for the first three cases according to Table 4.10.

The calculations according to Table 4.11, where the ESS size is kept constant and the inertia is
lowered, showed that the power imbalance should be less, accounting for a 0.5 Hz/sec RoCoF limit.
Figure 4.14 illustrates the frequency response of the different power systems configuration, while
141 MW/30s ESS is used for system PS1 with ESS, as the unit won’t saturate. Table 4.13 shows the
data comparison. As in PS2 and PS1 with ESS there is provision of inertia and both systems when
compared to PS0 showed improved response. Furthermore, PS1 with ESS exhibited a very much
improved RoCoF for the outage of 200 MW as 30s of inertia are provided. The droop of the ESS was
set at 0.06. The steady state error in this case is definitely less when comprared to PS1 where there
was no droop response from WPP. However, as computed with Equation 4.1, the total droop of the
system is 0.0017 for PS1 with ESS, while PS2 as per Table 4.6 is smaller. Thus, the slightly higher
steady state frequency error in case of PS1 with ESS. Measurements are listed in Table 4.13.
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Figure 4.14: Frequency response of the different systems simulated.

Finally, PS2 with ESS response was assessed. In the scenario where there is inertia contribution
from both WPP and ESS, the result reflects in the improved RoCoF which is the lowest recorded
compared to the other cases complying with the grid code requirements. The smaller droop value
reflects in the decreased steady-state frequency error. The values are presented in Table 4.13 while
the final frequency response of all the cases is shown in Figure 4.15.

Table 4.13: Listed measurements of the systems simulated.

From Table 4.13 results it can be inferred that, if inertia is provided from the WPP in case of PS2, or
the ESS in PS1+ESS neither of the systems violates the imposed RoCoF restrictions. Apparently, the
difference in the derivative of frequency between PS2 and PS1+ESS is sensible since the ESS provides
30s of inertia. However, that does not mean mandatory usage of ESS, since the 2.5s aggregated inertia
considered in PS2 case for each VSM WPP, could keep the system within limits for an imbalance of
200MW. The effect of inertia and droop for the VSM in frequency response was discussed in section
4.2 shown in Figure 4.8.
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Figure 4.15: Frequency response of all the systems simulated.

4.6 ESS Sizing for IR & PFR

4.6.1 ESS for PFR

As described in Chapter 2 section 2.2, SGs have two roles in frequency restoration. The first role,
inertial response was analyzed in the previous subsection. It was discussed how the VSM can imitate
the SG behavior and provide virtual inertia, offering flexibility by manipulating this control parameter,
while conventional power plants offer a small range of variation typically 2-10s [18], [73]. The second
role of SGs is to bring the system frequency to a new steady state condition. This is determined by
the prime mover of an SG. The parameter referred to as droop coefficient or speed regulation is equal
to the ratio of steady state frequency deviation to change in active power. In Chapter 3 section 3.2, the
VSM controller utilized in this thesis was presented. Apart from the emulation of swing equation for
virtual inertia, the controller includes a droop control for PFR. PFR is another service that could be
provided by the ESS. Unlike IR, PFR service requires large power and energy rating for the ESS to be
able to support the power system for up to 15 mins with maximum steady state frequency deviation
of 200 mHz for Continental Europe [24]. After the IR, the stabilization of frequency to a steady state
value with a permissible range of error from its normal value is done by PFR, within 30 seconds after
the occurrence of frequency event. Frequency nadir, which is the point of minimum frequency in the
grid frequency response depends on magnitude and time of deployment of PFR. The above power-
frequency characteristic is described by the following equation [22]:

λ = −∆P
∆ f

=
n

∑
i=1

· 1
Ri

· Si
f0

(4.4)

where, ∆P the power imbalance, ∆ f the steady state frequency, f0 the nominal frequency, Ri is
the droop coefficient and Si the nominal rating of the i-th generation unit.

4.6.1.1 No Droop from WPP

A target steady state frequency deviation of 0.2 Hz, considering a power deficit of 200 MW yields the
following target power frequency characteristic:

λtarget = −∆P
∆ f

= − 200
−0.2

= 1000MW/Hz (4.5)
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For system PS1, the value of λPS1 where before the event was calculated to be 511.6 MW/Hz using
Equation 3.9 and after the loss of one unit of G1, dropped to 372.6 MW/Hz. One can observe that
the λtarget is higher than λPS1 after the event. In order for the ESS to enable PFR service, the λPS1 has
to be increased. To deliver the ESS’s nominal power for a frequency deviation ±200mHz, the droop
value of ESS, RESS has to be 0.004. This value is only reached in the regulated area. The power rating
of ESS was computed as:

SESS = (RESS · f0) · (λtarget − λPS1) = (0.004 · 50) · (1000 − 372.6) = 125.4MW (4.6)

An ESS is not just defined by its power rating, but also by its energy rating. Both upward and
downward regulation can be done by ESS and considering a round trip efficiency (µc and µd) of 85%,
the energy requirement for treq equal to 15 minutes of the ESS is calculated as:

EESS =
treq · SESS ·

√
µc

3600
+

treq · SESS

3600 · √µd
= 62.9MWh (4.7)

4.6.1.2 Droop from WPP

Now we are considering the case where the WPP provides the droop of 0.09. The value of λPS2 before
the event was calculated to be 612.9 MW/HZ and after the loss of one unit of G1, dropped to 473.9
MW/Hz. One can observe that the λtarget is higher than λPS2 after the event. In order for the ESS
to enable PFR service, the λPS2 has to be increased. RESS is treated fixed and taken to be 0.004. The
power rating and energy of ESS was computed according to Equation 3.9 as:

SESS = (RESS · f0) · (λtarget − λPS2) = (0.004 · 50) · (1000 − 473.9) = 105.2MW (4.8)

EESS = 52.7MWh (4.9)

4.7 ESS for IR & PFR

As shown in Figure 2.2, looking in the time domain scale, both IR and PFR are separated. However,
there are possibilities that both IR and PFR may overlap. For the ESS size determination only the
power requirement is considered here. From 4.6.1, the power requirement for PFR is 125.4 MW based
on the power frequency characteristic. While we can take the case with ESS that has been sized for
IR rated to 75 MW from Table 4.9 for PS1, the difference in energy and sizing is evident. As per 4.6.1,
the ESS sizing for PFR amounts to 105.2 MW and 48.6 MW ESS computed from Table 4.10 for PS2,
the observations are the same. The new energy requirement of both IR and PFR is a sum of energy
requirements from each.

Table 4.14: ESS sizing and comparison for both IR and PFR.
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Table 4.14 clearly summarizes the service provided along with the power and energy rating re-
quired for ESS. It can be observed that the IR is a high power with less energy oriented, while PFR is
attributed with high power and high energy. Both IR and PFR can be provided by the same ESS and
is depicted in the table. It can be clearly observed that for a ∆P of 200 MW, the energy contribution
from IR and PFR can be separated and observed.

4.8 PFR Simulations

Sections 4.6 and 4.7 explain the theoretical calculations behind the sizing of ESS required to provide
PFR. The sizing calculation is now used to model the ESS providing PFR in DIgSILENT PowerFactory.
The power system used for the model only considers architecture PS2. The sizing of the ESS is
provided in Table 4.15 which covers both the power and energy rating of different services. From
section 4.5, it was concluded that the ESS was sized to be 91.3 MW with inertial constant HESS equal
to 30s, as the ESS would not saturate during a 200 MW deficit.

Table 4.15: ESS sizing for both IR and PFR for PS2+ESS.

The simulations presented for the selected ESS, where there is a droop of 0.09 provided by each of
the WPP, and according to sizing calculations for PFR in 4.6.1 based on power frequency characteristic,
that the system can meet the grid code requirements. The new steady state condition, 30 seconds after
the frequency drop due to the event has been deployed, and at 35 seconds the system is heading to
steady state. The impact of PFR to the frequency nadir of the system is also shown and compared with
the previous cases in Table 4.16. Even though inertia has almost no effect on frequency extremum
level and droop has almost no effect on RoCoF [73], it was confirmed by observations in section 4.2;
that the significantly small droop value selected for the ESS according to grid code regulations, caused
a slight improvement in RoCoF.

Figure 4.16: Frequency response of system PS2 with ESS based on section 4.6.1.

Figure 4.17 illustrates the active power response of the ESS. The first five seconds after the event,



56 Chapter 4. Case Study for Contingency Event

the IR period, the calculated size of the ESS can provide the necessary inertial response without
reaching saturation. Now, as the system reaches the steady state, the active power of ESS is measured
at 0.59 p.u. provided by the PFR keeping the frequency within the desired margin. However, in this
thesis a detailed model of specific ESS e.g., BESS was not accounted, thus the ability to provide the
required energy for 15 minutes has not been simulated. But this depends on the SoC level of the
designated storage unit, and its current SoC during the occurrence of the event. The parameters such
as Soc and its impact on ESS provision of PFR has not been addressed in this thesis and could be
considered for future work.

Figure 4.17: Active power response of ESS based on section 4.6.1.2.

Table 4.16: Data comparison of all simulations.

In PS2+ESS (b) with 30s inertia, ESS provides PFR and IR is additionally provided by a 105.2 MW
ESS unit. The frequency nadir and the RoCoF have improved to 49.7 Hz and -0.26 Hz/s when com-
pared to PS2+ESS (a). The latter scenario has the ESS requirement up to 105.2 MW of nominal power
and 52.9 MWh of nominal energy, thus providing the better results in terms of different frequency
parameters.

Analysis of PFR

It can be observed that in VSM control, due to the presence of droop control, the PFR is activated
and the active power corresponding to 0.004 droop is dispatched immediately. This also means that
the steady state frequency deviation of 49.8 Hz would be attained much faster. However, when the
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frequency deviation exceeds ±20mHz from nominal value known as the dead band, PFR is activated.
For a frequency deviation of ±200mHz, the PFR has to be linearly deployed and the ESS must be able
to provide the service up to 15 minutes. Thus, the droop of ESS reaches 0.004 only in the regulated
area. The ESS gets constrained according to maximum power rating and RESS could vary according to
Figure 4.18, when a frequency deviation exists more than ±200mHz. The droop in this region would
be larger than that of the regulated area and the active power dispatched would be more than the
rating of ESS, thus reaching saturation. Later, the secondary frequency reserves (SFR) will activate
and relieve the PFR, however, SFR and other services after PFR are not considered for the thesis.

Figure 4.18: Effective value of the ESS droop.

4.9 Summary

Chapter 4 uses an IEEE 9 bus which was modified to a 12-bus system to evaluate the frequency
response. The chapter uses a complete SG based power system and transitions by allowing the
penetration of WPP. The WPP is initially assumed not to provide Inertia and droop and later the
WPP are operating in VSM mode. During the largest contingency, the traditional power system with
SG was able to arrest the RoCoF within specified limits while the system with WPP penetration had
crossed the limit. It was observed that the architecture with WPP operating in VSM mode had faster
response, lower RoCoF and lower steady state frequency deviation. Though the capability of WPP
operating in VSM mode has been analyzed, to provide the right response and by staying within
the WT and converter rating capability, the WT/WPP must be curtailed or provided with energy
buffer. Section 4.3 commences with the sizing of ESS considering different cases. Section 4.4 takes
into account parameters such as inertia of storage and the power imbalance. Relationship between
these two parameters and size of ESS is coined. The addition of ESS is evaluated in section 4.5 and
simulations clearly reveal the enhancement of frequency stability. Section 4.6 begins by sizing the
ESS for PFR, and using the design parameters, the ESS sizing to accommodate both IR and PFR is
done. The simulations were carried out for some seconds until steady state condition was reached.
Complete PFR provision for 15 minutes was not evaluated. The effect of SoC, provided a detailed
model of ESS and even restoration of frequency back to 50 Hz could be potential future work.





Chapter 5

Discussion

The thesis aims at investigating the ability of a wind farm operating in GFM control to enhance
frequency stability and how the addition of ESS will facilitate frequency stability.

To meet the fundamental objectives, the thesis begins with state-of-the-art literature review and
covers power system stability and its classification. The thesis only focuses its attention on frequency
stability and how concepts like GFM control and ESS can be used to improve frequency stability.
In section 2.2 a good understanding of synchronous generators and equations governing SGs were
analyzed. Inertia is an inherent characteristic of SG and using swing equation the inverse relationship
between inertia and the RoCoF was understood.

In section 2.3 the thesis enters the converter control and discusses about GFL and GFM control.
Traditionally the IBPS are GFL based on the assumption that inertial sources will help regulate the
frequency and voltage deviation. However, GFL also has its disadvantages as the method of calculat-
ing RoCoF, can have lot of time lag which affects the inertial response and FFR. Challenges with GFL
control with weak grids and islanded condition have been analyzed in literature.

Section 2.4 provides a detailed classification of different GFM controls. There are mainly three
different classifications:

1. Droop based - is one of the most mature control techniques with relative simplicity, while their
concept originates from the governor action.

2. Synchronous machine based - The control philosophy of synchronous machine-based control
aims to emulate the dynamic behavior of a real SG, through power electronic components.

3. Other types.

It was analyzed that the droop based GFM do not provide inertia while the synchronous machine
based GFM control does. The project also focuses its interest on VSM, a synchronous machine based
GFM control.

Section 2.5 discusses type IV WT where the mechanical part is decoupled from the electrical side.
To implement a VSM GFM control and provide inertia from WT one of best options is to use a kinetic
Energy of the blades or utilize the limited storage in DC link capacitance or both [17].

In section 2.6 it is highlighted that the inertial response from WT can be enhanced by integrating
an ESS into the DC link capacitance or connecting the ESS as shunt to the main power converter. The
challenges of connecting the ESS to DC link of WT has been addressed and thesis decides to connect
the ESS as shunt to the main power converter. Since ESS and VSM are the focus of the thesis, the ESS
will be operating in VSM mode.

Chapter 3 begins with a simple power system architecture involving load, SG, external grid and
WPP operating in VSM mode. The chapter also explains the control system of VSM, and it clearly
shows how VSM emulates the behavior of SG providing inertia and damping. The architecture was
inspired from SGRE’s test trial on a 23 MW farm in Scotland to investigate the inertia contributions.
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It was found that during low RoCoF events, the response from VSM WPP was very small. However,
during high RoCoF events, it was observed that the inertial response from WPP was large. It was
studied that such responses will have drastic reduction in rotor speed. If the rotor speed goes below
the cut in speed, the WT could trip. This is also one of the major challenges with renewables like
wind, where there is unpredictability in availability of resources. The simulations for high RoCoF, low
wind speed scenario also revealed a drastic reduction in rotor speed and high probability for the WTs
to trip. A potential solution to such challenges is curtailment or operating with ESS. The latter portion
of Chapter 3 explores the methodology and sizing of ESS operating in VSM mode and the simulation
in section 3.4 clearly shows how the ESS operating in VSM mode can support the frequency stability.

In Chapter 4 the case studies are performed on the IEEE 9-bus model. An outage event of 200 MW
of a generation unit is assumed. Based on the reference grid code requirements, the limit in RoCoF
should be 0.5 Hz/s with 48.8 Hz frequency nadir. Three different power system were analyzed in
sections 4.1 and 4.2. It was found that the power system architecture with WPP operating in VSM
mode had significant improvement in terms of frequency stability and simulations clearly reveal the
benefit of VSM in providing IR. As a prerequisite, however, the ability of the WPP to contribute with
kinetic energy extracted from the blades would definitely have an impact, considering the response
times of blade pitch control and MPPT to achieve this. Thus, it is possible to provide the necessary
support to the grid’s demand, if the power imbalance will not cause the WT to drop below cut in
speed. In order to avoid this, WTs would be expected to operate in curtailment or an ESS could be
introduced.

In section 4.3 the sizing of ESS is analyzed for scenarios with penetration of WPP. The scenario
was subdivided into two: where WPP do not provide inertia and one with inertia provision. The
former scenario is more prominent as traditional WPP integrated into the power system is based on
the assumption that the SGs will provide the inertial response. However, the latter represents the
scenarios such as Wind farms in Dersalloch Scotland operating in VSM mode and providing inertia.
The two scenarios were well analyzed and used to size the ESS. While the former needed a larger
ESS, for the same power imbalance a lower ESS sizing was only needed for the latter.

In section 4.4 the impact of varying parameters such as inertia of storage and the power imbal-
ance/largest contingency were assessed and how the sizing of ESS affects when the parameters are
varied were analyzed. If the ESS sizing is based on power imbalance, then with reduced inertia of
storage, the power rating of ESS will increase. On the other hand, if the ESS sizing is fixed then,
choice of the ESS sizing with reduced inertia comes with reduced value of power imbalance. Hence a
tradeoff exists between the power imbalance, Inertia of storage and ESS sizing.

In section 4.5 it was elaborated showed how the addition of ESS can improve the frequency stabil-
ity. The architecture with WPP operating in VSM mode and ESS in VSM is considered to be the ideal
architecture. There is significant room for improvement of VSM control as it help optimize the ESS
sizing and by doing so the 2 VSMs can have a complimentary behavior during system disturbances.
This could be considered for future work. In addition, the simulations indicated that it might be
physically unattainable to provide very large inertia from an ESS with low size, as it might saturate.

Besides IR, another service provided by ESS is PFR. Unlike IR, PFR is high power and energy
oriented. The ESS with PFR is expected to provide service up to 15 mins. The sizing of ESS to
provide both were also calculated. It was observed in simulations that the ESS sized for both IR and
PFR had significant improvement in RoCof, frequency nadir and steady state frequency. Chapter 4
also reveals that with architecture were WPP is operating in VSM mode, the sizing of the ESS can be
reduced. This shows the possibility of integrating the ESS that can provide both services inside the
WT. However, a detailed evaluation of implementation of PFR could be considered for future work.





Chapter 6

Conclusion & Future Work

Conclusion

Traditional power systems were built around SGs, and they have their advantages in terms of system
inertia and system strength. However, with the penetration of renewables, the total system inertia is
reducing and creates challenges to power system stability. IBPS operate in GFL mode based on the
assumption that the inertial response will be provided by SGs face challenges with decommissioning
of SGs.

Making the IBPS operate in GFM mode is considered a viable option to improve the power system
stability. Though GFM control has been used over more than decade and has found its place in
microgrids and small islands, the concept is still in the infancy stage. Examples from GE’s investment
in PV inverters, Dalrymple BESS, Australia and Dersalloch wind farm in Scotland are example of
emergence of GFM control in IBPS on a commercial scale. This has been an inspiration for the thesis
and in Chapter 3, WPP is operating in VSM mode, and the inertia contributions are explored. The
VSM model is made in DIgSILENT PowerFactory. The simulations show that WPP in VSM mode
without energy buffer, can provide necessary inertial response by extracting the kinetic energy of
the blades, however, with very large events and low wind speed scenarios could leading to a drastic
reduction of rotor speed and finally WT tripping. These simulations were also backed up by the trials
on Dersalloch wind farm, where WPP operating in VSM mode without energy buffer, during severe
events, the turbine speeds were drastically reduced and lead to turbine tripping.

To avoid such scenarios, the IBPS are mostly operated with curtailment. By doing so the IBPS
power is not fully utilized, and curtailment can also have economic drawbacks. This is where the
thesis focuses its attention on ESS to support the frequency stability. When integrating an ESS into
an architecture with WT, there are potential possibilities, with one being integrated directly into the
DC link, while the other by connecting ESS as a shunt to the main converter. From a WT point of
view, the latter architecture is considered the best and thesis uses the latter architecture through the
remainder of the project. In 2021, Siemens Gamesa launched a Brande Hydrogen project where the
ESS (hydrogen storage) is used. The ESS’s DC/AC converter is connected as a shunt to the WT main
converter.

The simulations in Chapter 4 clearly make a comparison of the frequency response from different
power system architecture. The traditional power system with SGs as main source of power gen-
eration are getting replaced with penetration of IBPS. The frequency response also shows that the
traditional power system with SGs have better frequency response compared to the power system
with penetration of IBPS. However, with concepts like VSM, the IBPS can mimic the behavior of SGs
and contribute to inertia and damping. The kinetic energy from blades of WT could be used to pro-
vide inertia and thus the WPP can operate in VSM mode. It was observed the VSM had much better
frequency response compared to traditional SGs.

Recent implementation of VSM BESS in Australia such as ESCRI Dalrymple 30MW/8MWh, the
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largest commercial scale connected GFM BESS [80] are examples on how ESS can support frequency
stability and has been a source of inspiration for the thesis. The ESS has been sized based on the
power imbalance and RoCoF. Through numerical calculations, different combinations of ESS sizing
were obtained based on size of power imbalance and inertia of storage. It was observed that a tradeoff
exists between the power imbalance and the inertia of storage and ESS sizing. It was observed that
the addition of ESS improves the frequency stability.

The thesis concludes that traditional power grids were designed using SGs. With the penetration
of IBPS using GFL control, power system stability is facing challenges. When viewed from frequency
stability point of view, there is a declining inertia. VSM control, is considered a viable option as it
provides inertia and damping. Enabling WPP to operate in VSM mode is feasible, however, when it
comes large disturbance and low wind speed, IR without energy buffer will be challenging. ESS can
be considered to complement renewables and from a thesis point of view ESS can support the WPP
during severe events and low wind speed. During high wind and low electricity demand, the ESS
could be charged, while the WPP could respond to events during small disturbances. When the wind
speed is low and severe disturbances occur, the controllers can allow the ESS operating in VSM mode
to respond instead of WPP and support frequency stability.

Future Work

Though thesis is able to give brief glimpse into the dynamic response of VSM and ESS, it opens doors
to different aspects which could be considered for future work and some of them are:

• An improved VSM control in WT – the thesis has clearly shown the dynamic response of WPP
in VSM mode. An improved controller of VSM that provide dynamic response during large
events and limitations could be analyzed.

• Specific ESS – the thesis mainly looks into a generic ESS model. Instead, a specific ESS like
BESS or supercapacitor could be analyzed based on the intended application. The power and
energy ratings, SoC and integration of ESS into the power system, techno-economic analysis
and size optimization could be investigated.

• Black start, islanding operation – with new emerging grid requirements, it is expected that the
GFM control can provide black start capability. By using ESS operating in VSM mode, how well
it can support during islanding condition and provide black start capability could be analyzed.

• Weak grids – the simulations only consider renewable penetration up to 30%. However, in
the future with higher levels of penetration, weak grids become more prominent and how the
addition of ESS in VSM mode can support their healthy operation could be explored.
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Appendix 1

Figure A.1: Control block diagram of voltage regulator.

Figure A.2: Control block diagram of current limiter.
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Figure A.3: Datasheet of Siemens Gamesa D3 WT.
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Figure A.4: Automatic voltage regulator control diagram in PowerFactory.
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Figure A.5: Automatic voltage regulator control diagram in PowerFactory.
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Figure A.6: Governor control diagram in PowerFactory.
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Figure A.7: Governor control diagram in PowerFactory.
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Appendix 2

Figure B.1: Load flow of PS0.
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Figure B.2: Load flow of PS1.
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Figure B.3: Load flow of PS1+ESS.
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