Summary

This paper seeks to explore the effectiveness of non-contrastive learning in comparison to
contrastive learning. This research is conducted by developing a feature extractor called NCLTP,
that is used together with a state-of-the-art trajectory prediction model to observe that the use of
non-contrastive learning can improve the accuracy and precision of existing trajectory prediction
models by creating better and more meaningful feature representations.

Trajectory prediction for pedestrians, cars and other entities is an essential task for many tasks
such as robot navigation and autonomous driving. However, predicting the future movement of
these agents is not a trivial task. Due to the complexity of the problem, many different approaches
have been attempted to try and solve the problem or further improve previous methods. Some
of these methods are currently attempting to solve the problem using contrastive learning. This
is an interesting approach that works by comparing two different samples and thereby learning
by comparing the difference between the two samples. This approach has proved great results
on a variety of different tasks, however, this approach can also be troublesome, as it can be hard
to find the correct negative samples. This is due to the method requiring the negative samples
to be of a certain difficulty. If the negative samples are too close to the positive samples, then
the model will not be able to differentiate between them and likewise if they are too far from
each other, then the model will not be able to learn anything meaningful. Therefore, the ability
to select appropriate negative samples is a difficult task.

With this information, I propose a method using non-contrastive learning, which only utilizes
positive samples, thereby neglecting the problem of mining for good negative samples. This
method is based on performing different data augmentations and then letting the model learn
the similarities between the two instead of looking for dissimilarities.

In the paper, I try three different data augmentation methods. The first one is applying noise
to the coordinates of agent. The intuition is that agents nearby should behave similarly. The
second one is scaling up the size of the bounding box of the agent, making them appear further
away or closer. The intuition behind this is that an agent should behave similarly no matter if
they are very close to the camera that recorded the footage or far away. The last augmentation
is a shift, where a random time step is cut out of the observation sequence. This should change
the speed of the agent as they now would be moving faster or slower during the observation
length. To select the best augmentation method I perform an ablation study, where I test NCLTP,
together with the trajectory prediction model, with each of the augmentations. Then I also try
to make combinations of the different augmentations methods, for instance applying noise and
then scaling the bounding boxes of the agents. Through this ablation study I was able to produce
the data augmentation that performed the best.

The approach that I develop in this paper, NCLTP, was compared against multiple state-
of-the-art models, and notably, a method that uses human labeled annotated data with action
classes, meaning what the pedestrians are doing at a certain time frame, for instance standing or
walking. Labeling data manually is a slow and potentially expensive task, which is why I suggest
an approach that does not utilize them unless they provide a benefit that cannot be improved
without them. However, through my experiments I show that the non-contrastive method that 1
suggest in this paper produces competitive, and in some cases outperforms, the current state-of-
the-art models on both first-person view datasets and bird’s-eye view datasets. Notably NCLTP
also outperforms the method that uses additional information about the pedestrians, suggesting
that the method in this paper can produce feature representations that are competitive and in many
cases better than the current state-of-the-art contrastive learning trajectory prediction model. This
paper provides a foundation for further exploration on this topic as I contemplate even better
results can be produced given further research and additional experiments.
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Abstract—The ability to predict the trajectories of pedestrians
and cars is an important task for tasks such as autonomous
driving and navigation for robots. Many current state-of-art
methods are trained using contrastive methods that require
human labelled data about the pedestrians, for instance their
current action e.g., walking or standing. Human labelled
data is both expensive and time-consuming to produce. In
this study, I will present a method using a non-contrastive
method, which produces competitive results without the need
for human labelled data. Instead of comparing the action
labels of pedestrians, the model uses different augmentations
of the data to learn similar representations. Experiments
for the proposed method are conducted on both first-person
view (FPV) datasets and bird’s-eye view (BEV) datasets. This
method provides competitive results to existing state-of-the-art
methods, including methods that make use of human labeled
annotations. The results of this paper should provide further
research a base to work from and expand further upon this
topic.

1. Introduction

The ability to predict future trajectories of other pedes-
trians and vehicles is essential for many real world applica-
tions. Being able to predict future trajectory of other vehicles
for instance allows an autonomous vehicle to plan safer
paths and avoid potential collisions. However, predicting
future trajectories is not a trivial task.

The trajectory of an agent depends on a long range
of factors. These could include environmental factors, the
type of action they are performing for instance running
or walking, or it could be related to their social context.
With the amount of factors that affect an agent’s trajectory,
many different approaches have been attempted to predict
the future trajectory of the agent. Contrastive learning is
an interesting approach that have been used by multiple
previous works [1] [2] [3]. [4] attempted to include the
actions that agents are performing to shape the latent space
and thereby improve the feature representation that are used
to predict the future trajectories. This approach improved
an existing state-of-the-art model by using their framework
jointly. However, this approach assumes that these action
labels are available. These labels are expensive to acquire

Figure 1: The use of two augmentations of the past tra-
jectory to create positive samples that are compared to find
similarities as proposed. The feature representations that are
learned are then fed to a trajectory prediction model, which
will then predict the future trajectory of the agent.

as they are often human annotated, or predicted by a model
and then verified by a human, to ensure high accuracy of
the labels [5] [6].

However, in this work I argue that these labels are not
required, and non-contrastive learning can be utilized to
avoid the need for these labels. Non-contrastive learning
avoids one of the main challenges of contrastive learning,
which is negative mining. This is how different samples are
deemed to be similar or different. In [4] they use the action
labels. Negative mining is a difficult task and will have a
great effect on the effectiveness [7]. This is because if the
negative samples are too easy or hard, then the model will
not be able to learn what really distinguishes them.

Because of this I propose using a method similar to
[81 [9] [10] [11] [12] [13] where only positive samples are
used. This is done by using data augmentations and then
training the model to see the similarities between the two
augmentations instead of comparing the sample to a positive
and negative sample [3]. This way negative sampling is
avoided. I propose using this method as a pre-trained feature
extractor for the downstream task of trajectory prediction.
The feature extractor will be trained before and is integrated
with the existing trajectory prediction model, which will be
able to generate improved predictions based on the improved
features from the feature extractor. This process is illustrated
in Fig. 1.



I evaluate my method on both first-person view and
bird’s-eye view datasets and compare to existing methods.
The datasets include both vehicles and pedestrians to poten-
tially determine if this approach performs better for one type
of agent. I show that the method suggested in this paper im-
proves the performance of a previous state-of-the-art model
when used together with the proposed method, NCLTP. The
experiments show that the proposed method provide com-
petitive results, and in many cases outperform, approaches
that utilize contrastive learning and the human annotated
labels in addition to previous state-of-the-art methods.

2. Related work

Unsupervised learning. One of the interesting aspects
of unsupervised learning is that it can be performed with-
out any labeled data compared to supervised learning [[4]
[15]. This provides a few advantages such as it allows for
discovery of hidden patterns in the data. Since there are no
explicit labels or pre-defined variables, a search for patterns
in the data happens instead. This way patterns that might
not be obvious to humans can be discovered. This can
make this approach better at generalizing and can make it
more scalable as larger datasets can be used, as there is
no need to pre-label the data, which can be an expensive
task [16] [17]. Contrastive learning is a promising technique
that has proven to be effective, in the field of unsupervised
learning, for a wide range of tasks [3] [18] [19] [20].
Contrastive learning works by learning data representations
where positive (similar) samples are placed close together
and negative (dissimilar) samples are placed further away
from each other. Previous works [1] [2] [4] have attempted
to use contrastive learning within trajectory prediction and
proved great results. [4] used the action that the pedestrians
are performing to separate samples in the feature space. A
limitation with this approach is that there is a need for these
labels.

Compared to the above methods which require labels
or other forms of negative mining for their contrastive
learning to shape the feature space, my approach does not
require negative samples and only uses the positive samples
and compares them to find similarities. My approach is
inspired by previous works [8] [9] [10] [11] [12] [13], who
have proved great performance from using self-supervised
learning that do not have a need for negative samples.
The benefit of this approach is that no labels are required,
and no hard negative mining is required. This is a huge
benefit as negative mining is a difficult task and will have
a great effect on the effectiveness of the method [7]. If
the negative samples are too easy or hard, then the model
will not be able to learn what really distinguishes them.
Finding the right approach to mining for negative samples
is troublesome and therefore this approach has the benefit of
not requiring negative samples. Instead, it compares different
data augmentations of the same sample and finds similarities
instead of differences.

Trajectory prediction. As mentioned above a trajectory
prediction model is required for the use of the above men-

tioned approach. Because of this related works for trajectory
prediction is needed to be explored shortly to select a model
to use for the downstream task.

Within the task of trajectory prediction there are many
different approaches. Some previous works have focused
on uni-modal trajectory prediction [21] [22] [23] [24] [25]
which is where they only output a single prediction for the
future trajectory. The issue with this approach is that an
agent has multiple different future trajectories which are
plausible. However, a single prediction might also be what
is required when using the model for an actual real-world
task of for instance robot navigation. Some other recent
works [26] [27] [28] [29] [30] [31] [32] are focused on
multi-modal trajectory prediction. This is where multiple
future trajectories are predicted. [33] [34] [35] produces
multiple possible future trajectories by using a Conditional
Variational Autoencoder (CVAE) and sampling from the
latent space.

Some of the previous state-of-the-art models [36] [28]
[37] [38] [33] have focused on the goal of the agent to help
predict the future trajectory. This has includes predicting
the long term end-goal [33], separating the prediction task
into multiple stages and predicting potential targets and the
likelihood of each [37] and combining the approximated
goal with the past trajectory [38]. Because of the great
results and being a state-of-the-art model, [33] is chosen
as the trajectory prediction that will be combined with the
above-mentioned approach, NCLTP, that I propose in this

paper.
3. Problem Formulation

The trajectory prediction problem I formally formulate
as:

For each available agent, an observed past trajectory
is available at time step ¢, which is defined as X; =
[1, ..., 2t—1, x¢]. For the first-person view datasets each z
includes the bounding box coordinates of the agent. This is
defined as the center coordinate of the box and the width
and height of the bounding box in pixels. For the bird’s-
eye view datasets x includes the X, y coordinates of the
agent. Given X; I predict the future positions of the agent
Y: = [§t+1, Gt+2, -, Y1), where T is the number of frames
that are to be predicted. The overall objective is to reduce
the difference between predicted future trajectory Y and the
ground truth future trajectory.

The training data is split into /N training samples and for
each of these samples i € [1,..., N] the past trajectory X;
and the ground truth future truth trajectory Y; is available.

4. NCLTP

In this section NCLTP will be further described in more
detail. First, I will provide a short description of the trajec-
tory prediction model that I have chosen to use as the base
for NCLTP. This will be followed by the feature extractor
module, NCLTP, that will be pre-trained before being used



Augmentation

m Augmented ‘ m

Encoding

Encoded ‘

Projection

Prediction

trajectory

Past trajectory :
]

'
A Augmented ‘

trajectory

Encoded ‘

trajectory’

u trajectory’ @

. Projected Predicted -
9o(") trajectory trajectory Online
! Loss
3 minimization
; |
Projected
9:() trajectory’ Target

Figure 2: An overview of NCLTP. NCLTP tries to reduce the loss between the predicted trajectory from the online network
and the projected trajectory from the target network. The online network is the upper process, and the target network is
the bottom process. The weights in the target network are trained as an exponential moving average based on the online
network, which is indicated by the dotted lines. When NCLTP is used for the downstream task of trajectory prediction then
only the encoder is kept, and the encoded trajectory is used as the feature representation.

with the described trajectory prediction model. Then lastly
I will highlight the augmentation methods that have been
used.

4.1. Trajectory prediction model

Given the nature of the feature extractor, the actual
trajectory prediction model that is used in conjunction is not
restricted. The architecture of the trajectory prediction model
could be vastly different, and the feature extractor could be
combined with other trajectory prediction models. However,
for the purpose of studying the effectiveness of the feature
extractor, I have chosen to use the trajectory prediction
model BiTrap [33]. I have chosen to use this model for
two reasons. The first is that they produce great results and
is a state-of-the-art trajectory prediction model. The second
is that [4] have based their contrastive framework on the
BiTrap code. By using the same base prediction model a
fair comparison between their results and the results from
the non-contrastive method I propose can be provided. This
allows to highlight the promising nature of the proposed
method, where action labelled data is not required. Bi-
Trap’s [33] implementation is based on a common encoder-
decoder prediction model. I will extend their implementation
with NCLTP to highlight the effectiveness of the proposed
method.

4.2. Feature extractor

NCLTP is used together with a trajectory prediction
model as a feature extractor that improves the performance
of that trajectory prediction model. NCLTP is pre-trained
independently before being used together with the trajectory
prediction model. The goal of pre-training NCLTP is to
learn a meaningful latent space from unlabeled trajectories.
This is done by having an online and target network, where
the online network tries to make predictions and the target
network is used as a reference to compute a loss. The

architecture of NCLTP is shown in Fig. 2. Pre-training
the feature extractor starts with the past trajectory. This
trajectory is then augmented by the augmentation module
by both the online and target network. The augmentation
block will be explained further detail in Section 4.3. This
block is very important as it controls the effectiveness of
how well the model will be able to learn. The output of
the augmentation block is two different augmented versions
of the past trajectory. These two augmented trajectories are
the reason that no negative sampling is required, as now
two different versions of the same trajectory is acquired
instead. These augmented trajectories are then encoded by
the encoders and used as a representation. Note that these
encoders are slightly different and that the target network
is trained as an exponential moving average based on the
online network. This is indicated by the dotted lines in
Fig. 2. The representation is then used to get a projection of
the trajectory which is a lower-dimensional space. Similarly
to the target network encoder, the target network projector
is also an exponential moving average of the online network
projector. Based on the projection of each of the trajectories
the online network predictor tries to make a prediction of
target network projection. The similarity between these two
is used to train the model. The loss is calculated as:

L97§:272~(2~t) (l)

Equation 1: NCLTP loss function component

z represents the normalized online trajectory prediction
from the online network. Likewise, ¢ represents the normal-
ized target projection from the target network. - represents
the inner product. Both augmentations of the past trajectory
is passed through both the online and target network. This
is done to help stabilize the networks and make the model
more robust. This should also help the model learn to make
better representations. Because of this the total loss for



NCLTP is calculated as follows:

Loss = Ly ¢ + Lg}f 2)
Equation 2: NCLTP loss function.

where Ly . represents the loss function component de-
scribed in Eq. 1 with the first augmentation of the past trajec-
tory. Likewise Lg7 represents the loss function component
described in Eq. 1 with the other augmented past trajectory.
The goal for the loss is the minimize the loss function with
respect to the online network. The target is updated as a
slowly moving exponential average as mentioned above. It
is calculated as follows:

E T8+ (1—1)0 3

Equation 3: Exponential moving average used to update the
target network based on the online network.

where 7 represents the target decay rate. The specific
value used is mentioned in Section 5.2.

4.3. Augmentation methods

In this section the first block in Fig. 2, augmentation,
will be described and explored further. The different aug-
mentation methods that can be applied have an impact on
the abilities of the model as a feature extractor. Determining
which perform best and to what degree they influence will
be discussed further in Section 5.5.
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Figure 3: A more detailed view at the augmentation block in
Fig. 2. When augmenting the past trajectory it is sequentially
passed through the following augmentations before the final
augmented trajectory is produced.

Augmented
trajectory

In Fig. 3 is a more detailed view of the exact augmenta-
tion methods that are applied to the trajectories during train-
ing. Each step is passed sequentially to each other meaning
that the output of the noise augmentation is fed to the scale
augmentation and so on. Each of these augmentation steps
will now be highlighted separately.

Noise. The noise step is the first step in the augmentation
block. The past trajectory is received as input and white
noise is added to the bounding box of the agent for the first-
person view datasets and white noise is applied to the X,y
coordinates for the bird’s-eye view datasets. Mathematically
it is calculated as illustrated in Eq. 4, where x is the past
trajectory, & is  with noise applied and N (0,w?) is the
Gaussian noise with mean 0 and standard deviation w ap-
plied to each element of the bounding box coordinates in x

for the first-person view datasets and for the X,y coordinates
for the bird’s-eye view datasets. The value of w is explored
further in Section 5.5. The intuition for adding white noise
to the bounding box or coordinates of the agents is that
the agents remaining relatively similar and therefore would
likely behave similarly. This is what is trying to be captured
when adding the noise augmentation.

=2+ N(0,w?) (1)
Equation 4: Noise augmentation

Scale. The scale step is the second step in the augmen-
tation block. The past trajectory with noise is received as
input and is then being scaled. This scaling is applied to
the bounding box width and height. Mathematically it is
calculated as illustrated in Eq. 5, where @ and h represents
the augmented width and height values respectively of the
agent’s bounding box. w and h represents the original width
and height values of the agent’s bounding box. The scale
factor is a randomly chosen value drawn between a lower
and upper bound. The values of lower and upper are fur-
ther explored in Section 5.5. The output of this augmentation
step is then the noised trajectory with a random scale applied
to the bounding boxes of the trajectories. The intuition for
adding scale as an augmentation is that the model should
be able to handle agents being far away from the camera,
meaning their bounding box is small, or very close to the
camera, meaning their bounding box is very large. However,
the distance from the camera does not necessarily speak
to the behavior of the agent, which is why the scale is
being applied so that the model can learn to ignore this
and become more robust.

W = scale_factor @))

w .
h=h- scale_factor 2)
Equation 5: Scale augmentation

Shift. The shift step is the third and final step of the
augmentation block. The past trajectory with both noise
and scale applied is received as input. Then a random
step in the observation length is chosen and cut from the
observation. All the remaining bounding boxes for the first-
person view datasets and X,y coordinates for the bird’s-eye
view datasets in the observation length is shifted and a
new bounding box or x,y coordinate is then added to the
end of the observation length, to preserve the length. It is
calculated as illustrated in Eq. 6, where rand(0,7 — 1) is
a randomly chosen number between the first observation in
the observation length and the last observation. & represents
the new augmented trajectory with the shift applied. z is the
past trajectory with the previous augmentations applied. z_o
represents the last two elements in the observation length
of the trajectory. Z_; represents the last element in the
observation length of the augmented trajectory. The intuition



for the shift augmentation is that the model should be able to
handle varying speeds. By cutting out a time step the agent
is moving faster in a short burst of time, in the span of one
time step instead of the previous two, which could help the
model become more robust and handle varying speeds and
sudden movements. The output of the shift augmentation
is the final augmentation that is applied to the trajectory as
illustrated on Fig. 3. This augmentation is then passed along
to the encoder as shown in Fig. 2.

cut_idx = rand(0,i — 1) (1)

T =x;, for ¢ < cut_idx (2)

T =Ti+1, for ¢ > cut_idx (3)
last_two = Z_o @
difference = last_two; — last_twog ®))
new_last = last_two; + diff (6)
T_1 = new_last @)

Equation 6: Shift augmentation

5. Experiments and Results

In this section I will perform experiments using NCLTP
as a feature extractor with a state-of-the-art trajectory pre-
diction model BiTrap. First, I will describe the different
datasets that have been used during the experiments. Then
shortly the implementation details will be listed that were
used during the experiments. This will be followed by a
brief overview of the evaluation metrics that were used to
evaluate NCLTP. An ablation study will then be conducted,
where the effectiveness of the different augmentations will
be explored. The results using the mentioned evaluation
metrics will then be highlighted and discussed to show the
benefits of using NCLTP by comparing against the current
state-of-the-art models. Then lastly qualitative results will
be highlighted.

5.1. Datasets

To evaluate my method, I have used both first-person
view and third-person view datasets. The datasets used for
each type of view will now briefly be mentioned.

First-Person View dataset. Joint Attention for Au-
tonomous Driving (JAAD) [5] and Pedestrian Intention Esti-
mation (PIE) [6] are two first-person datasets that have been
used. Both datasets are recorded at 30 frames per second
(fps). JAAD consists of 2800 pedestrian trajectories. PIE
consists of 1835 pedestrian trajectories. I have followed the
approach that was used in [6] [4] [24] [39] [33], where
the dataset was split into a train, a validation, and a test
set for both JAAD and PIE. The ratios were used are 50%
train, 10% validation and 40% test. I use 0.5 seconds of
observations (15 frames) to predict future trajectories of 0.5
(15 frames), 1.0 (30 frames) and 1.5 (45 frames) seconds.

Bird’s-Eye View dataset. ETH [40] and UCY [41] are
the third-person datasets that have been used. Both datasets
are recorded at 2.5 frames per second (fps). They consist
of 1,536 pedestrians in five different sets of data with four
unique scenes. I follow the approach used in [42] [32] [33],
which is a leave-one-out strategy to split the data into train
and test sets. I use 3.2 seconds of observations (8 frames)
to predict future trajectories of 4.8 seconds (12 frames).

5.2. Implementation details

NCLTP uses the following augmentations as illustrated
in Fig. 3. First a small amount of noise, 5%, is applied to the
past trajectory. Then the trajectory is scaled. The scale is set
to a random amount between 80% to 120% of the original
size. Then lastly a random step is cut from the observation
length. Then a new step is inserted, which is based on the
last two time-steps in the observation. The values for these
augmentations are further explored in Section 5.5. For the
bird’s-eye view datasets the same augmentations are applied
as described above except the scale step is skipped. The
target decay rate 7 is set to 0.99. The model was trained for
50 epochs with a batch size of 128.

I used the same hyper-parameters as in [33] for the
BiTrap trajectory prediction model. This is done to properly
illustrate the benefit of NCLTP in isolation.

5.3. Baselines

A range of models is used as a baseline to compare
NCLTP against. This is done to show how NCLTP performs
in comparison to existing state-of-the-art models. I evaluate
the performance against BiTrap [33], which is the trajectory
prediction model that NCLTP uses and should improve
the effectiveness of. Then notably NCLTP is compared
against ABC+ [4], which is a state-of-the-art model that
uses contrastive learning and human annotated labels, in
the form of action-classes, to learn feature representations.
Similarly to NCLTP, ABC+ also acts as a feature extractor
and is then used in conjunction with a trajectory prediction
model, where they chose BiTrap. This comparison directly
highlights the difference between using the human annotated
and labelled data compared to the approach suggested in this
paper as both methods are based on the same base trajectory
prediction model, BiTrap. Additionally, the model is also
compared against: A linear Kalman filter [6], Basic LSTSM
[6], Bayesian-LSTM model [24], FOL-X [39], PIE.q; [0],
Social-LSTM [43], Social-GAN [32], MATF [44], FvTraj
[45], STAR [46], Trajectron++ [42], CGNS [47], PECNet
[28], Sophie [30] and DSCMP [48].

5.4. Evaluation Metrics

On JAAD and PIE, similar to previous works [33] [4] [6]
[24] [39], T use average displacement error (ADFE) and final
displacement error (FDFE). ADE measures the accuracy of
the prediction along the entire trajectory. F' DL on the other
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Noise ~ Scale  Shift ADE | Capel CFrpgl ADE | Caprel CFrprl
0.5/ 1.0s/1.55) (1.5s)  (1.5s)  (0.5s/1.0s/15s) (1.5 (1.5
0.01 36 /91 /215 174 533 22 /46 /99 71 212
0.05 35/790/213 173 521 15/ 37/ 88 65 197
0.20 36 /91/214 173 539 17 7143/ 104 81 253
0.5-1.5 41796 / 209 162 483 16 /40 /91 68 210
0.8-1.2 3717927208 165 489 15737/ 87 65 202
0.9-1.1 36 /93 /215 172 529 17 /40 /95 72 234
v 35789 /205 163 503 16 /39/92 69 220
0.05 0.8-1.2 38/94 /218 176 538 16 /42 /102 80 254
0.05 v 39 /98 /231 186 595 17 742/ 103 81 276
0.8-1.2 v 37/792/210 166 478 16 / 41 / 100 71 259
0.05 0.8-1.2 v 34/ 88 / 208 164 494 15/37/ 85 63 182

Table 1: Ablation study of NCLTP on both JAAD and PIE. Lower is better which is denoted as |. Bold denotes the lowest

value.

hand only measures the accuracy at the final position of the
trajectory. ADFE is calculated by the upper-left and lower-
right coordinates of the bounding box. Following previous
works [33] [4] [6] [24] [39] T also measure center average
displacement error (C'4pg) and center final displacement
error (CFrpg). Results from JAAD and PIE are measured
in pixels. On ETH/UCY, similarly to previous works [33]
(28] [32] [30] [47] [44] [45] [48] [46] [42], T also use
ADE and FDFE similarly to JAAD and PIE. However, for
ETH/UCY ADFE and FDE is calculated in meters.
ADE is calculated as illustrated in Eq. 7.

L I
ADE = TZ\/(@ —x¢)? + (9 — 1)? )
=1

Equation 7: Average displacement error.

where ¢ is the current time step, and 7" is the total time.
x; and y; represents the ground truth coordinates of the
agent at time t. Z; and ¢; represents the predicted agent
location at time ¢. F'DFE is calculated as illustrated in Eq.
8.

FDE = /(¢ — 27)* + (§7 — yr)? )
Equation 8: Final displacement error.

where 7 and yp represents the predicted agent location
at the final time step 7" and x7 and yp represents the ground
truth agent location at the final time step 7.

5.5. Ablation Study

To choose the best augmentation block as shown in
Fig. 3, an ablation study was performed. The purpose of this
ablation study is to define what augmentations are helpful

and to what degree. The results of the ablation study are
illustrated in Table 1.

The ablation study was performed by training NCLTP
using different augmentations, as shown in Table 1, and then
using NCLTP together with the BiTrap trajectory prediction
model to observe the effects. The results are measured in
ADE, Cypg and CFppg. As previously mentioned the
ablation study had two goals, figuring what augmentations
worked and to what degree. Because of this the ablation
study experiments with applying different values and ranges
to the different augmentations. This together with results
of the combinations of the different augmentations should
provide a clear view into the effectiveness of augmentation
methods. The ablation study provides some interesting re-
sults as it can be observed that the base cases, with only
a single augmentation method, generally performed well. It
can also be observed how different values and ranges affect
the effectiveness of the augmentation method. For instance
comparing using noise with 5% and 20% shows the clear
benefit of only using a small amount of noise, however as
the noise with 1% shows that using too little also negatively
affects the effectiveness. Interestingly the combination of
some of the augmentation methods performed worse than
their the base augmentation counterparts alone. However,
using all three augmentations together, as shown in Table 1,
provided the best results on both JAAD and PIE. The results
of this ablation study defined the shape of the augmentation
block as illustrated in Fig. 3.

5.6. Comparison with the State-of-the-art

In the following I will evaluate NCLTP’s performance
when predicting both single and multiple possible future
trajectories for the agent. This will be done on both the
first-person view datasets, JAAD, and PIE, as well as the
bird’s-eye view datasets, ETH/UCY.

Uni-modal results on first-person view datasets. In
Table 2 it is illustrated that NCLTP outperforms current
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Method ADE | Caprl CFrprl ADE | Capel CFrprl

055/ 10s/155) (1.5s)  (1.5s)  (0.5s/1.0s/15s) (1.55) (1.5
Linear [6] 233/ 857 / 2303 1565 6111 123 / 477 /1 1365 950 3983
LSTM [6] 289 / 569 / 1558 1473 5766 172 /330 /911 837 3352
B-LSTM [24] 159 /539 / 1535 1447 5615 101 / 296 / 855 811 3259
FOL-X [39] 147 /1 484 / 1374 1290 4924 47/ 183 / 584 546 2303
PIE;.q; [6] 110/ 399 / 1248 1183 4780 58 /200 / 636 596 2477
BiTrap-D [33] 93 /378 / 1206 1105 4565 41/ 161/ 511 481 1949
NCLTP 89 / 366 / 1165 1112 4419 30/ 137/ 480 446 1837

Table 2: Comparison of uni-modal results on JAAD and PIE. Results are noted in ADFE, Capg and CFrpg. Lower is

better which is denoted as |. Bold denotes the lowest value.

ADE (4.8s) | / FDE (4.8s) |

Method
ETH HOTEL UNIV ZARA1 ZARA2 Avg

Social-LSTM [43] 1.09/235 0.79/1.76 0.67/140 047/1.00 056/1.17 0.72/1.54
Social-GAN [32] 1.13/221 1.01/2.18 0.60/1.28 042/091 052/1.11 0.74/1.54
MATF [44] 1.33/249 051/095 056/1.19 0447093 034/0.73 0.64/1.26
FvTraj [45] 0.62/123 053/1.10 057/1.19 042/0.89 0.38/0.79 0.50/1.04
STAR-D [46] 056 /111 026/050 052/1.15 041/090 0.31/0.71 041/0.87
Trajectron++ [42] 0.71/1.68 0.22/0.46 041/1.07 030/0.77 0.23/0.59 0.37/091
NCLTP 0.60/139 0.22/054 037/096 0.28/0.72 0.22/0.60 0.33/0.84

Table 3: Comparison of uni-modal results on ETH and UCY. Results are noted in ADE and F'DE. Lower is better which

is denoted as |. Bold denotes the lowest value.

JAAD PIE
Method (Best of 20) ADE | Caprel CFrpel ADE | Capel CFrpel
(0.5s/1.0s/1.5s) (1.5s) (1.5s) (0.5s/1.0s/ 1.5s)  (1.5s) (1.5s)
BiTrap-GMM [33] 153 /250 / 585 501 998 38 /90 /209 171 368
BiTrap-NP [33] 38/94 /222 177 565 23 /48 /102 81 261
ABC+ [4] 40/ 89 /189 145 409 16 / 38 / 87 65 191
NCLTP 34 /88 /208 164 494 15/37 /85 63 182

Table 4: Comparison of multi-modal results on JAAD and PIE. Results are noted in ADFE, Capg and CFrpg. Lower is

better which is denoted as |. Bold denotes the lowest value.

state of the art models when only predicting a single future
trajectory. On all metrics NCLTP performs better than the
state-of-the-models except for C4pp on the JAAD dataset,
where it performs competitively. On the PIE dataset NCLTP
outperforms the previous state-of-the-art trajectory predic-
tion model BiTrap, which also happens to be the model that
is used with NCLTP. NCLTP increases the effectiveness
of BiTrap significantly, which shows the potential of the
method that is proposed in this paper.

Uni-modal results on bird’s-eye view datasets. Table 3
demonstrates NCLTP performance on ETH/UCY when only
predicting a single future trajectory. It can be observed that
NCLTP outperforms the previous state-of-the-art models on
UNIV, ZARA1 and achieves competitive results on ETH,
HOTEL and ZARA2. On average NCLTP performs better
than the previous state-of-the-art models.

Multi-modal results on first-person view datasets. In
Table 4 it is similarly illustrated that NCLTP outperforms
the current state-of-the-art models, except for a few metrics

where it performs competitively, when predicting multiple
possible future trajectories. Compared to [4] on JAAD,
NCLTP performs competitively on Cypp and CFrpg and
even outperforms on ADFEO,5s and ADFE1.0s. Compared
to [4] on PIE, NCLTP has lower or equal ADE, Capg
and C'Frpg. This is significant as [4] uses additional in-
formation in the form of manual human annotated labels,
whereas NCLTP does not. This suggests that it is possible
to learn equal, and possibly better, feature representations
by using the approach suggested in this paper. Additionally,
simply comparing against the base trajectory prediction
model, BiTrap, NCLTP displays significant improvements,
and outperforms the base BiTrap model on all evaluation
metrics.

Multi-modal results on bird’s-eye view datasets. Ta-
ble 5 shows that NCLTP provides outperforms the previous
state-of-the-art models when predicting multiple possible
future trajectories. Comparing the previous state-of-the-art
model BiTrap to NCLTP it can be observed that NCLTP out-



ADE (4.8s) | / FDE (4.8s) |

Method (Best of 20)

ETH HOTEL UNIV ZARAL1 ZARA2 Avg
Social-GAN [32] 081/152 072/161 0.60/126 034/069 042/084 0.58/1.18
Sophie [30] 070/ 143 0.76/1.67 054/124 030/0.63 038/0.78 0.54/1.15
CGNS [47] 062/140 070/093 048/122 032/059 035/0.71 0.49/097
MATF GAN [44] 1.01/175 043/080 044/091 026/045 0.26/0.57 0.48/0.90
FvTraj [45] 056/114 0.28/0.55 052/1.12 037/0.78 0.32/0.68 0.41/0.85
DSCMP [48] 066/121 027/046 0.50/107 0.33/068 0.28/0.60 0.41/0.80
PECNet [28] 0.54/087 0.18/0.24 0357060 0.22/039 0.17/030 0.29/0.48
STAR [46] 036/065 0.17/036 031/062 026/055 022/046 0.26/0.53
Trajectron++ [42] 043/086 0.12/0.19 022/043 0.17/032 0.12/025 0.21/041
BiTrap-GMM [33 0.40/0.74 0.13/022 0.19/040 0.14/028 0.11/0.22 0.19/0.37
BiTrap-NP [33] 0377069 0.12/021 0.17/037 013/0.29 0.10/0.21 0.18/0.35
NCLTP 034/0.63 0.11/022 0.16/036 0.13/0.29 0.09/0.21 0.16/0.34

Table 5: Comparison of multi-modal results on ETH and UCY. Results are noted in ADE and FDE. Lower is better which
is denoted as |. Bold denotes the lowest value

(b)

Figure 4: Qualitative results of both the uni-modal and multi-modal trajectory prediction model on the JAAD dataset. The
uni-modal trajectory model prediction is illustrated as the top row. The multi-modal trajectory model prediction is shown
as the bottom row. The past observed trajectory of the agent is illustrated in dark blue. The ground truth future trajectory
of the agent is shown in red. The predicted future trajectories by the trajectory prediction model using NCLTP is illustrated
with green.

performs on ETH, HOTEL, UNIV and ZARA?2 and provides
competitive results on HOTEL and ZARAI1. This provides
clear evidence that NCLTP increases the effectiveness of
BiTrap on bird’s-eye view datasets, which helps indicate
the promise of the method proposed in this paper.

5.7. Qualitative results

Fig. 4 illustrates four examples of NCLTP on the JAAD
dataset. The top row illustrates the uni-modal results. The
bottom row shows the multi-modal results. These examples
show the robustness of NCLTP and how it handles different
situations that the agent might be in. For instance, when
observing (a) and (b) the model is able to handle different
speeds of the agent as in (a) the agent is moving slow, which
both the uni-modal and multi-modal model captures well.
Similarly, in (b) the agent is moving quite quickly, and the
uni-modal model does well at capturing this movement. The
multi-modal model captures the other options that the agent

could take, which results in a further spread of possible
future locations. This is quite reasonable as the agent could
move in many different ways. (c) and (d) shows an agent
as they are about to or in the middle of crossing the street.
Again, both the uni-modal and multi-modal model is doing
a good job at capturing the behavior of the agent. Many of
the predicted future trajectories are quite close to the actual
ground truth trajectory and bounding box of the agent for
both the uni-modal model but also the multi-modal model.
This should help suggest the stability of NCLTP in a variety
of cases.

6. Conclusion

In this paper, I have addressed the challenge of using
expensive and time-consuming human labels for trajectory
prediction. I proposed a method that utilizes only positive
samples, compared to contrastive methods that use both
positive and negative samples. This has removed the need



for negative mining, which is a difficult task as the effec-
tiveness of the method using contrastive learning is highly
dependent on how well the negative samples are mined [7].
Additionally, to only using positive samples, the proposed
method also use data augmentations to learn similarities
instead of comparing positive and negative samples. These
samples are what often requires human labels, where the
data augmentations can be made, importantly, automatically
and quickly compared to the time-consuming process of
manually labeling data. Therefore, the proposed method in
this paper should provide an alternative to using expensive
and time-consuming human labels when further research is
done for trajectory prediction. Using the proposed method in
this paper I have been able to produce a feature extractor that
provides competitive, and in many cases even better, results
to methods that use human annotated labels. The feature
extractor was used in conjunction with a previous state-of-
the-art model, BiTrap, and my experiments show that when
combined with NCLTP, the model’s performance is im-
proved significantly. The model is performing competitively,
and in many cases even better, than ABC+ [4] who is a cur-
rent state-of-the-art model, that uses human annotated labels
and is used jointly with BiTrap just as NCLTP. Addition-
ally, BiTrap when used together with NCLTP outperforms
previous state-of-the-art models on both first-person view
datasets as well as bird’s-eye view datasets. This indicates
that the proposed method in this paper is both effective
and robust. This research provides a foundation for future
exploration and expansion upon this topic. Additionally, this
work should illustrate a possible way of overcoming the
challenge of expensive and often manual human labeling
that is required for many state-of-the-art methods.

6.1. Future work

In this paper three different augmentation methods were
used. It could be interesting to try to run experiments where
additional augmentations were tested. It could prove that
there are augmentation methods that perform even better
than the ones tested in this paper. Additionally, as a small
side detail it could be interesting to investigate if the order
of the augmentations plays a role in the effectiveness of the
model. For instance, in this paper only the order as shown
in Fig. 3 was tested; therefore, it could be interesting to
test the reserve order for instance or another random order.
These findings in combination with new and additional
augmentation methods could further improve the results that
were found in this paper. Additionally, it could also be
interesting to test the model on additional datasets to see if
it performs better in different scenarios, which could include
additional bird’s-eye view datasets such as Stanford Drone
Dataset [49]. It could also be interesting to try datasets that
have even more complex annotated labels such as TITAN
[50]. Lastly, it could be interesting to try and further improve
the non-contrastive architecture as illustrated in Fig. 2. Per-
haps it could be improved further by drawing inspiration
from other non-contrastive methods from other areas than
trajectory prediction such as [8] [9] [1 1] [12] [13].
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