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Abstract

The research documented in this thesis addresses random pulse-width modulation
(PWM) and its applications in hard-switched power electronic converters. This emerg-
ing PWM technology has gained considerable interest in academia during the last
decade, although industrial applications are still few in number.

The key property that differentiates random PWM from classic PWM, which gen-
erates time-periodic switching functions, is that random PWM produces switching
functions that have a non-deterministic (random) component. For a well-designed ran-
dom PWM technique it is, nonetheless, still possible to get an accurate synthesis of the
commanded reference waveform, i.e. random PWM behaves exactly as its deterministic
counterpart with respect to generating a switching function that allows the reference
signal to be extracted by, typically, low-pass filtering.

As a consequence of the non-repetitive switching functions, the frequency-domain
spectra for randomized modulators are very different from the spectra caused by a
deterministic modulation strategy. Essentially, the spectrum for classic PWM consists
of discrete frequency components clustered around multiples of the PWM carrier fre-
quency, whereas random PWM — as least partially — transfers the power carried by
the harmonics into the continuous density spectrum.

This spectral spreading property is the key to understand the current interest in
random PWM. In particular, it has been demonstrated by experiments in the literature
that the otherwise annoying tonal acoustic noise emitted from ac motors and other
magnetic components in converter-based systems operating with a carrier frequency in
the audible range may be alleviated substantially from a psycho-acoustic point of view
in an inexpensive manner by using random PWM instead of deterministic PWM. Other
investigations have shown that random PWM may also be used to obtain compliance
with standards for electro-magnetic compatibility with less filtering/shielding efforts,
because the spectral peaks are reduced compared to deterministic PWM operation.

Deterministic modulators are well understood, but many details relating to random
PWM have not yet been properly analyzed from a theoretical point of view. This re-
search attempts to narrow this gap by providing thorough analyses of different random
PWM schemes that are considered possible candidates for industrial applications. The
main emphasis is put on the standard three-phase voltage-source converter which is
widely used for ac drives, active mains rectifiers, uninterruptible power supplies, etc.,
although much of the work is of general validity in power electronics.

Prior to giving a detailed analysis of specific random PWM strategies, the basic
principles for random PWM are discussed. It is shown how randomized modulators
may be categorized and how new modulators may be constructed by concatenation of
random PWM schemes belonging to different categories. From a practical point of view,
however, only a few of the resultant random PWM techniques are of any immediate
relevance. Therefore, the main focus is put on simple strategies that rely on dithering
of either the PWM carrier frequency, the pulse positions, or possibly the pulse widths.
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vi Abstract

A substantial part of the thesis concentrates on spectral analysis of random PWM
waveforms, i.e. on the problem of calculating analytically the frequency versus power
distribution for signals, such as the output voltage from a random pulse-width modu-
lated converter. Like for deterministic modulators, frequency-domain information
forms an important supplement to the time-domain information; the spectrum may,
for instance, be used to get a better understanding of how a randomized modulator
interacts with the system which the modulator belongs to.

A powerful framework for spectral analysis that encompasses all random PWM
schemes of interest is developed. To complete a spectral analysis of a particular random
PWM signal, the statistical properties that govern the randomization must be known
in advantage. Also, the spectral theory takes periodic variations in the duty ratios
properly into account, i.e. the analysis is applicable to e.g. sinusoidal, space-vector,
and discontinuous modulators besides constant duty ratio operation (dc/dc converters).

A high priority has been given to verify the correctness of the theoretical invest-
igations. For this purpose, all random PWM schemes investigated theoretically have
been implemented in a laboratory set-up in order to record real voltage spectra. Based
on extensive measurements on both a three-phase dc/ac converter and on a dc/dc con-
verter, it is concluded that the derived spectral analysis agrees almost exactly with the
experimental results for all examined random PWM strategies.

Although great ingenuity may be put into inventing random PWM schemes that
correctly track the reference voltage within each PWM period, it should not be forgot-
ten that a modulator should always be consistent with the operating principles of the
system which it is intended for. To illustrate, an investigation of the current waveforms
within one carrier period has been completed for various random PWM schemes for
three-phase applications. It is shown that the change of the average current depends
on the randomization unless certain criteria related to the symmetry of the switch-
ing functions are fulfilled. Such a correlation is undesirable since it adds distortion
to the fundamental current component, but also, it turns out that the usual sampling
methods to detect the per carrier period average currents in a three-phase system fail.
To remedy, a new current sampling method has been developed.

The last topic treated relates to high-performance applications of random PWM,
such as ac drives using field-oriented control (FOC) and active mains rectifiers which
both rely on feed-back control. The problems of designing and implementing such sys-
tems using random PWM are largely unexplored in the literature despite the appealing
properties of such a combined approach: good dynamic properties and a possibility to
reduce the acoustic annoyance.

Among other issues two key problems have been identified: first, error-free ac-
quisition of current feedbacks requires careful attention when random PWM is used.
Second, the synchronization of the controller to the PWM unit may require a control
system which is capable of operating with a randomly changing sampling frequency.
A methodology has been developed that allows continuous-time transfer functions to
be emulated in non-uniformly sampled discrete-time control systems without requiring
much computational overhead compared to a fixed sampling frequency implementation.

Laboratory tests on an FOC induction motor drive confirm that it is indeed possible
to get the same dynamic performance with random PWM as with classic PWM and,
simultaneously, the tonal acoustic noise is greatly alleviated.



Dansk resumé

Denne afhandling er dokumentation for et forskningsprojekt omhandlende stokastisk
pulsbredde modulation (PWM1) og dens anvendelser i direkte kommuterede effekt-
elektroniske konvertere. I det seneste årti har dette modulationsprincip tiltrukket bety-
delig interesse fra akademiske institutioner, men de industrielle anvendelser er f̊atallige.

Den væsentligste egenskab som adskiller stokastisk PWM fra almindelig PWM,
der altid genererer tids-periodiske koblingsfunktioner, er, at stokastisk PWM giver en
koblingsfunktion, der har en ikke-deterministisk komposant. For en korrekt designet
stokastisk modulator er det imidlertid stadigvæk muligt at lave en eksakt syntese af
referencesignalet, dvs. stokastisk PWM opfører sig præcist som en almindelig modulator
mht. at generere en koblingsfunktion, der tillader demodulation af referencesignalet ved
lavpas filtrering eller lignende.

Som en konsekvens af de ikke-periodiske koblingsfunktioner er frekvensdomæne
spektret for en stokastisk modulator meget forskelligt fra det spektrum som en de-
terministisk modulator for̊arsager. Spektret for almindelige modulatorer best̊ar typisk
af en række diskrete frekvenskomposanter grupperet i klynger omkring heltals multipla
af PWM bærefrekvensen, hvorimod stokastisk PWM flytter — i det mindste delvist —
effekten b̊aret af de harmoniske komposanter til det kontinuerte densitetsspektrum.

Denne spredning i frekvensdomænet er nøglen til at forst̊a interessen for stokastisk
PWM. Med primær fokus p̊a ac motorer er det p̊avist i faglitteraturen, at de støjgener,
der ofte forefindes ved brug af konvertere som arbejder med en bærefrekvens inden for
det hørbare omr̊ade, kan afhjælpes betydeligt — ud fra en psyko-akustisk betragtning
— p̊a en tilmed prismæssig billig måde ved at bruge stokastisk PWM i stedet for
almindelig PWM. Andre undersøgelser har vist, at stokastisk PWM kan anvendes til
at opn̊a overholdelse af standarder inden for det elektro-magnetiske omr̊ade med mindre
filtre/afskærmninger, fordi amplituden af de spektrale komposanter reduceres i forhold
til deterministisk PWM.

Grundige analyser af deterministiske modulatorer findes allerede i litteraturen, men
mange tilsvarende forhold omkring stokastisk PWM er ikke klarlagt endnu. Denne
afhandling forsøger at indsnævre dette misforhold ved at give en grundig analyse af en
række stokastiske modulationsteknikker, som anses for at være kandidater for praktiske
anvendelser. Hovedvægten er lagt p̊a den trefasede spændingsstive konverter, der typisk
anvendes til ac motorstyringer, aktive ensrettere, nødstrømsanlæg mm.

Før en detaljeret analyse af specifikke teknikker p̊abegyndes, diskuteres de grund-
læggende principper for stokastisk modulation. Det vises herunder hvordan stokastiske
modulatorer kan opdeles i kategorier og hvordan nye modulatorer kan konstrueres ved
at sammensætte forskellige grundprincipper. Set fra et praktisk synspunkt er det dog
kun et f̊atal af de mulige teknikker, der sp̊as nogen umiddelbar anvendelighed. Hoved-
vægten lægges derfor p̊a nogle simple teknikker der baserer sig p̊a stokastiske ændringer
af enten PWM bærefrekvensen, pulsplaceringen eller pulsbredden.

1Fra engelsk: Pulse-width modulation.
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viii Dansk resumé

En væsentlig del af afhandlingen fokuserer p̊a spektralanalyse af stokastiske PWM
signaler, dvs. p̊a hvordan beregnes analytisk effektfordelingen i frekvensdomænet for
f.eks. udgangsspændingen i en konverter styret efter stokastiske principper. Som for
deterministiske modulatorer er frekvensanalysen et vigtigt supplement til et signals
tidsdomæneegenskaber; spektret kan b.la. bruges til at f̊a en bedre forst̊aelse af sam-
spillet mellem en stokastisk modulator og det resterende system.

Der er udviklet et slagkraftigt analyseværktøj af general gyldighed der tillader spek-
tralanalyse af alle stokastiske modulatorer af interesse i nærværende afhandling. For
at kunne beregne spektret for et stokastisk PWM signal skal de statistiske sandsyn-
lighedsfunktioner, der beskriver de stokastiske egenskaber, være kendte p̊a forh̊and.
Derudover tager den udviklede teori hensyn til eventuelle periodiske variationer i refe-
rencesignalet, dvs. analysen er anvendelig for f.eks. sinus, rumvektor og diskontinuert
PWM modulation foruden dc/dc konvertere, hvori referencen er konstant.

Verifikation af gyldigheden af de teoretiske overvejelser har haft høj prioritet, og
derfor er alle de analyserede stokastiske PWM teknikker ogs̊a blevet implementeret i
en laboratorieopstilling for at kunne måle faktiske spektra. Ud fra en række målinger
p̊a b̊ade en trefaset dc/ac konverter og en dc/dc konverter kan det konkluderes, at
de beregnede spektra er næsten identiske med de eksperimentelle resultater for alle
undersøgte stokastiske PWM teknikker.

Selvom der kan udvises stor opfindsomhed for at udvikle stokastiske PWM teknik-
ker, som alle følger referencen korrekt i hver PWM periode, bør det ikke glemmes, at
en modulator altid skal være forenelig med funktionsprincipperne for det system den
indg̊ar i. For at illustrere dette er der b.la. gennemført en analyse af strømmens forløb
inden for en periode af bæresignalet for forskellige stokastiske PWM teknikker for tre-
fasede applikationer. Det er vist, at ændringen af strømmens middelværdi afhænger
af den stokatiske modulator, hvis visse kriterier, der relaterer sig til symmetrien af
koblingsfunktionerne, ikke opfyldes. En s̊adan korrelation er uønskelig, da dette giver
forvrængning af strømmens grundtonekomposant, og derudover viser det sig ogs̊a, at
de almindelige teknikker baseret p̊a måling af strømmens øjebliksværdi (sampling) til
bestemmelse af strømmens middelværdi inden for een PWM periode er utilstrækkelige.
For at afhjælpe dette problem er der udviklet en ny samplingsstrategi.

Det sidste emne, der behandles, omhandler høj-performance applikationer af stoka-
stisk PWM, herunder ac motorstyringer og aktive ensrettere, der afhænger af lukket-
sløjfe kontrol. Problemerne med at designe og implementere s̊adanne systemer i for-
bindelse med stokastisk PWM er stort set uudforsket i litteraturen til trods for de
indbydende egenskaber som et s̊adan system kan have: gode dynamiske egenskaber og
mulighed for at mindske den akustiske støj.

I den forbindelse er følgende to problemer centrale: det skal tilses, at strømmåling-
erne er korrekte, da disse indg̊ar i tilbagekoblingen; derudover kan kravet om at kontrol-
systemet og PWM enheden skal arbejde i synkronisme betyde, at kontrolsystemet skal
være i stand til at arbejde med en variabel samplingsfrekvens. Hertil er der udviklet en
metode der muliggør emulation af vilk̊arlige kontinuert-tids overføringsfunktioner i et
diskret-tids kontrolsystem hvori samplingsfrekvensen ikke behøver at være konstant.

Laboratorieforsøg med en felt-vektor styring af en induktionsmotor bekræfter, at
det er muligt at opn̊a samme dynamiske performance med stokastisk PWM som med
almindelig PWM, men den generende akustiske støj fra motoren mindskes betydeligt.
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Chapter 1

Introduction

The research documented in this thesis relates to pulse-width modulation (PWM)
techniques used in hard-switched power electronic converters. More precisely, focus
is put on a special class of modulators that incorporates a degree of uncertainty for
reasons to be described shortly. Such modulators are generally designated as random
PWM techniques in the literature to emphasize their non-deterministic properties.

Further information regarding the background and the motivation for the current
research on random PWM techniques is provided below. Also, the scope of the thesis
is defined. An outline of the thesis concludes the chapter.

1.1 Background

Spurred by technological progresses, static power electronic converters based on semi-
conductor devices are used in a vast number of applications today. Spanning from low-
power converters for milli-watt applications to high-voltage dc transmission systems
that transmit power in the hundreds of mega-watts range, other typical applications
include switch-mode power supplies, electronic ballasts, adjustable-speed drives, weld-
ing machines, uninterruptible power supplies, electric vehicles, and traction drives in
locomotives.

Without pursuing a general classification of apparatus using power electronics, it
may safely be stated that a large class of converters of great practical importance is
based on switching technology. In such switching converters, the power devices are
controlled in an on-off manner, and — as stated in [1] — this switching mode of op-
eration is dictated by efficiency and power loss requirements. Although soft-switching
converters are gaining some foothold in special applications, the majority of all switch-
ing converters are still of the hard-switched type, where the controllable devices must
toggle rapidly between conducting and blocking state to keep switching power losses at
tolerable levels. In such hard-switched converters the average energy flow is regulated
by proper timing of the gate signals controlling the active semiconductor devices. As
reviewed in [2], conceptually different methods exist to maintain correct average quan-
tities, but the prevailing methods rely on pulse-width modulation, which yields a good
performance over a wide power and frequency range.

In recognition of the widespread industrial use of pulse-width modulated hard-
switched converters, which must be expected to continue in the foreseeable future,
this thesis analyzes an emerging class of PWM techniques, which may alleviate some

3
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of the problems that still remain a challenge to combat when classic PWM is used.
These so-called random PWM techniques have attracted considerable interest in the
last decade, because they are said to have a beneficial impact on some secondary issues
in hard-switched converters.

To further encircle the motivation for studying random PWM, it may initially
be noted that PWM techniques generate a time-periodic switching function1, which
maps into the frequency domain as a spectrum consisting of discrete frequency com-
ponents [3]. PWM methods having these characteristics are denoted as deterministic
modulators in this thesis. Apart from the frequency components coming from the refer-
ence signal, all other components (harmonics) are generally unwanted as they may cause
current and voltage distortion, extra power losses and thermal stress, electro-magnetic
interference (EMI), torque ripple in rotating machines, mechanical vibrations, and ra-
diation of acoustic noise; see [4] for a discussion of especially EMI-related secondary
issues.

The traditional method to alleviate such problems is to insert filters that trap e.g.
the current harmonics to places where they are less harmful. For example, some kind of
high-frequency filtering is almost obligatory to ensure that the level of conducted EMI
emission from a hard-switched converter does not exceed limits set up by legislative
bodies. In a similar manner, output filters may be used to reduce the impact of
harmonics in adjustable-speed drives, although this option is often waived due to the
costs and space requirements associated with such filters.

Now, random PWM has been suggested as an alternative to deterministic PWM for
two distinct reasons which both aim at reducing the impact of harmonics in systems
based on pulse-width modulated hard-switched converters:

Reduction of subjective acoustic noise
It has been demonstrated that random PWM may reduce the subjective noise
emitted from whistling magnetics in the audible frequency range. Investigations
have focused on noise from converter-fed ac machines [5–7], but noise from dc
machines [8] and ac reactors in line-side converters [9] has also been studied.

Alleviation of electro-magnetic noise
Compliance with standards defining limits for emission of conducted and radiated
EMI may be obtainable with less filtering and shielding efforts, if deterministic
PWM is replaced by random PWM [10–13].

Hence, the reasons for the current interest in random PWM among power electronic
engineers are the prospects of alleviating such diverse problems as perception of tonal
acoustic noise from electro-magnetics and, on the other hand, EMI. To this end, an
important feature of random PWM is that those issues are addressed in a way that
does not involve analogue power-levels filters, which tend to be bulky and costly; only
modifications to the control circuitry are needed in order to randomize an existing
deterministic modulator.

The randomization can be accomplished in many different ways as explained in
later chapters, but to facilitate the presentation, the general characteristics of random
PWM may be summarized as:

1As elaborated in Chapter 2, a switching function is a time-continuous binary function that carries
information of the instantaneous state of a controllable semiconductor device in a switching converter.
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Time-domain properties
In contrast to deterministic modulators, a randomized pulse-width modulator
generates switching functions which are non-repetitive in the time domain, even
during steady-state operation. Despite of the randomization, precise synthesis of
the reference signal may still be maintained.

Spectral properties
The power carried by the discrete frequency components associated with deter-
ministic PWM during steady-state operation is (partially) transferred into the
continuous density spectrum. This means that a spectrum originally consisting
of narrow-band harmonics is mapped into a spectrum whose power is more evenly
distributed over the frequency range.

Due to the redistribution of the spectral power over a wider frequency range, it may
be understood that random PWM affects secondary issues in PWM-based converter
systems including acoustic noise and EMI. The precise impact depends heavily on the
modulator and on the system in question.

1.2 Random PWM in power electronics

Random PWM techniques for power electronic converters and applications have at-
tracted considerable interest for more than one decade. This has resulted in almost
150 scientific papers and reports mainly from academia. All publications known to
the author are listed in Appendix B starting on page 301. An in-depth review of this
prior work will become quite voluminous and, therefore, only the main landmarks and
achievements are outlined and commented.

Alternatively, a more technical review of the work up to 1993 may be found in [14];
an updated review is presented in [15].

1.2.1 Pioneering investigations

As acknowledged in [16], the use of random modulation in power electronics can be
tracked back to work of Clarke around 1970: the paper [17] contains a rudimentary
description of how a random noise signal is added to the reference voltage of the modu-
lator in order to resolve acoustic annoyance problems in a thyristor-based dc/dc con-
verter. The pertinent details of this particular randomization method are given in the
US patent [18] filed in 1969. Twenty seven years later, a Finnish patent application
was filed: the 1986 invention [19] aims at reducing the acoustic noise from inverter-fed
electric motors by means of a modulator that incorporates random variations in the
frequency of the triangular carrier used to modulate the reference waveform.

In chronological order, the next publication known to the author focusing on random
PWM is the 1987 paper [20] by Trzynadlowski, Legowski, and Kirlin. Note, however,
that earlier scientific papers or — in particular — patents may very well exist. Never-
theless, there seems to be a consensus in the literature that [20] was the main incentive
to the (renewed) interest in random PWM during the nineteen nineties. This paper
demonstrated that by combining a deterministic modulator for three-phase converters
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Figure 1.1 Number of publications per year in the period 1987 – August 2000 dealing with
random PWM in power electronic converters and their applications. A bibliography for all
publications may be found in Appendix B.

with a random number generator, it is possible to reduce the spectral peaks normally
associated with pulse-width modulation. The particular random PWM method used
in [20] has serious defects, such as excessive switching power losses and inaccurate
tracking of the (deterministic) reference waveforms, but, still, the work in [20] should
be acknowledged for its originality.

Following [20], the publications investigating random PWM accelerated as visual-
ized in Fig. 1.1 above, which shows the number of references per year dealing with the
topic. The majority of the work stem from academia in the form of scientific papers,
but a few US and Japanese patents filed by industry have also been found, [21–24]; this
list of patents is probably incomplete — finding all relevant patents is a time-consuming
process that requires access to better databases than those available to the author.

Apart from these references mentioned above, a few other distinguished publications
should be acknowledged for their analysis of random PWM: In 1989, Tanaka et al.
[10] proposed and analyzed a random carrier frequency dc/dc converter in order to
mitigate EMI peaks caused by the otherwise time-period turn-on and turn-off of power
devices. At the same 1989 conference, Habetler and Divan [5] suggested a technique
very similar to that of [10], but for a completely different application: [5] demonstrated
that acoustic noise generated by an induction machine fed from a three-phase converter
can be blurred by changing the PWM carrier frequency randomly around some center
value. Although similar in scope and method to the earlier patents [19, 21], it was
clearly demonstrated in [5] that pure tones emitted from electric machines due to
PWM operation can be eliminated by random PWM.

1.2.2 Abatement of acoustic and electro-magnetic noise

A graphical representation of the research efforts spent on random PWM is given in
Fig. 1.2, which presents a classification ordered by the main topic treated in each refer-
ence. The diagram reveals, for example, that only a few publications have investigated
the impact of random PWM on EMI in dc/ac converters, whereas the study of acoustic
noise effects has been a popular research topic for both dc/dc and dc/ac applications.

It should be emphasized that the hierarchy in Fig. 1.2 is a crude classification as



1.2. Random PWM in power electronics 7

Random PWM Publications

dc/dc

Closed loop Open loop

AN EMI

dc/ac

Closed loop

AN EMI

Open loop

AN EMI

T: 6
E: 6
B: 4

T: 3
E: 3
B: 7

T: 0
E: 0
B: 4

T: 18
E: 25
B: 22

T: 0
E: 1
B: 1

(ac/dc)
3-phase mainly

Converter class

Controller
type

Focus on
... effects

by means of a
... analysis

29 71

0 29

16 13

4 67

65 24 0

Figure 1.2 Percentage distribution of publications on random PWM organized by the main
topic. The papers are divided in two categories: AN (audible noise) or EMI. As indicated
in the last row, each reference has further been classified as mainly theoretically (T), experi-
mentally (E), or both (B) theoretically and experimentally oriented.

some references investigate more than one topic. The diagram is, however, useful for
the purpose of identifying the focal research areas discussed in more details below.

Audible noise from electro-magnetic components

The main sources of acoustic noise in power electronic systems are magnetic compo-
nents like smoothing inductors, transformers, and electric machines due to the risk of
getting mechanical vibrations excited by Lorentz forces or by deformations caused by
magnetostriction [2, 25]. In particular, an annoying whistling noise consisting of almost
pure tones may be emitted from such components when they carry switched currents
having harmonics in the 0.5–10 kHz range. Constraints related to efficiency, thermal
management, and EMI imply that many hard-switched converters in the 1–1000 kW
range operate with carrier frequencies that coincide with this range, where, unfortu-
nately, human beings have a high audible sensitivity. Hence, the fundamental idea of
using random PWM is to utilize that most people find broad-band noise less annoying
than narrow-band noise, probably because wide-band noise blends with background
noise. Extensive investigations reported in [26] and summarized in [27] show that this
masking effect is most effective during long-term exposures (several hours).

On this background, note from Fig. 1.2 that 85 % of all publications focus on issues
related to acoustic noise reduction, which clearly outweighs the investigations dealing
with EMI. Also, it may be observed from Fig. 1.2 that 71 % of the references focus on
applications that involve dc to ac conversion or vice versa.

Although it does not follow directly from Fig. 1.2, a closer examination reveals that
almost all references dealing with acoustic noise focus on external loads connected to
hard-switched converters. In particular, acoustic noise from three-phase induction ma-
chines fed by a standard voltage-source converter (VSC) has been thoroughly examined.
A few applications for dc and switched-reluctance machines do also exist. Also, random
PWM has been used to combat acoustic noise in other types of equipment, notably
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line-side reactors [9] and high-intensity discharge lamps fed by electronic ballasts [28]
(which is a non-magnetic component). Finally, an — perhaps exorbitant — application
of random modulation is due to [29]: here, it is suggested that random variations are
imposed on the dc reference voltage for high-voltage dc transmission systems handling
hundreds of mega watts at hundreds of kilo volts in order to reduce acoustic noise from
dc-link smoothing inductors.

Reduction of electro-magnetic interference

According to Fig. 1.2 on the page before, this topic has been treated in 15 % of all
publications on random modulation. Here, the objective is to alleviate EMI problems
caused by high voltage and current gradients in hard-switched converters by replacing
deterministic PWM with random PWM.

The investigations in [30] focus on mains-conducted EMI in the 150 kHz–30 MHz
frequency range. It is experimentally demonstrated that compliance with standards for
conducted EMI can be met with a smaller EMI filter when random PWM is used. Here,
advantage is taken of the fact that compliance with regulations for electro-magnetic
compatibility is easier to obtain when the bandwidth of the emitted noise is greater than
the (standardized) bandwidth of the receiver. Random modulation certainly smears
out the narrow-band power associated with harmonics, even though the total emitted
power remains unaffected.

As mentioned in [11–13] this approach to reduce EMI peaks may appear question-
able, because it is merely a trick to circumvent regulations. Nevertheless, it is possible
to affect both common and differential mode conducted interference simultaneously
using spectral spreading techniques at the source; this is in contrast to the normal
filtering and shielding approach [12].

Ref. [11] claims that random PWM may be beneficial from a purely functional point
of view, since smearing out the radio-frequency power could reduce unwanted interac-
tion between different subsystems within a converter. Indeed, this sounds interesting,
but [11] does not give any experimental evidence of this claim, nor has it been pursued
in other publications known to the author.

Open-loop versus closed-loop control principles

Attention should be paid to the overall control principles used in the literature. Fig. 1.2
shows that the bulk of the investigations assumes an open-loop control. In the refer-
ences dealing with dc/ac converters for induction machines, switching functions with
random properties are typically generated by enforcing a constant volts per hertz ratio
and then measurements of voltage and, sometimes, acoustic noise spectra are given.

Open-loop control is sufficient in applications with minimal performance require-
ments, but in many applications of power electronics feed-back control is mandatory.
For example, closed-loop current control is often employed in switch-mode power sup-
plies, in dc and ac drives, and in active mains rectifiers in order to fulfil specifications
for static and dynamic performance. Surprisingly, the use of random PWM is almost
unexplored in conjunction with such closed-loop systems. The best contribution in this
field is due to Jacobina et al. [31], who designed and implemented a current controller
for an induction motor based on random carrier frequency modulation.
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1.2.3 Theoretical issues

In parallel with the investigations of random PWM focusing on experiments, a series of
theoretical analyses has been reported as well. In particular, the problem of predicting
the frequency-domain distribution of the power carried by signals generated by ran-
domized modulators has been studied. As elaborated below, such spectral analyses of
random PWM waveforms have been dominated by two independent research groups.

In [32, 33], Kirlin et al. contributed with spectral analysis of voltages generated
by standard three-phase dc/ac inverters controlled by two different random PWM
techniques. Based on the obtained analytical expressions, initial investigations of the
inverse problem have also been addressed (see e.g. [34]): which settings for the random
part of the modulator will yield a certain spectral distribution? This difficult problem
is sometimes referred to as the spectral shaping problem.

The theoretical investigations of dc/dc and dc/ac converters by Stanković published
in the 1993 thesis [11] form a major contribution to spectral analysis of random PWM.
Although some of the random PWM schemes analyzed in [11] are of little practical in-
terest, the theoretical framework set up herein has proved to be very powerful. Ref. [11]
does also include work on the spectral shaping problem. An excellent summary of [11]
is given in the 1995 paper [35].

Common for both groups of authors is that stochastic models coming from statisti-
cal communication theory are used, which — from the viewpoint of a power electronic
engineer — may appear somewhat alien due to the extent of the mathematics involved
in the analysis. (The work of Stanković is based on the seminal 1960 book [36] by
Middleton, whereas Kirlin et al. generalize work of [37].) Stochastic signal processing
techniques are, nevertheless, mandatory for proper spectral analysis due to the inher-
ently non-deterministic nature of switching functions having partial random properties.

1.3 Problem statement

Despite the intensity of the research efforts spent on random pulse-width modulation,
it should be noted that more than thirty years after its inception [18], industrial ap-
plications of random PWM are still few in number. In fact, the author is aware of
only three2 companies that officially state that they use some kind of random pulse-
width modulation: these are Italian REEL, Polish ENEL, and PDL Electronics in New
Zealand, which all manufacture frequency converters with options relying on random
modulation to suppress whistling noise from induction machines. Certainly, other in-
dustrial products are likely to exist — especially, where random PWM is used for EMI
suppression.

Random PWM has not yet gained a firm foothold in industry, but, nevertheless,
it is believed that this approach is a simple, but yet sufficient, method to alleviate
the annoying acoustic noise in many applications, where electro-magnetic components
carry switched currents having large spectral components in the audible range. This
has been demonstrated in reports originating from academia, in some of the patents
cited in section 1.2.1, and by the manufacturers listed above.

2Judging from their technical catalogues, Mitsubishi Electric does also use random modulation in
some of their frequency converters — this is, however, not specified in an unambiguous manner.
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As a curiosity, the perhaps strongest exposition in public of a non-deterministic
control method is due to ABB and their frequency converters for ac machines based
on direct torque control (DTC). Here, by means of hysteresis controllers for flux and
torque, non-repetitive switching patterns are generated in a way completely different
from those control philosophies based on PWM. Nevertheless, the spectral character-
istics for DTC are very similar to those obtainable with random PWM; this duality in
the frequency-domain has been pointed out clearly in [38] by a series of experiments.

1.3.1 Motivation

To summarize, the main motivation for the research on random PWM leading to this
thesis is the documented reduction of acoustic annoyance from converters and inter-
connected equipment, such as electric motors and line-side filters. Despite continuing
improvements of power devices with respect to switching speed and on-state conduc-
tion losses, the acoustic noise problem must be expected to remain a major concern in
power electronics using hard-switching technology. Except for special applications, it is
not believed that ultra-sonic switching frequencies will become the mainstream solution
in the near future to acoustic noise problems for throughput power levels exceeding a
few kilo-watts.

Having stated this, it should also be stated that the applications of random PWM to
ease compliance with EMI standard are not the main motivating factor for the present
research. Certainly, advantage of spectral spreading by random modulation can be
taken, if compliance with regulations using the least possible filtering effort is all that
matters; such issues are not pursued any further in this thesis.

1.3.2 Scope of the thesis

Having presented the background for the use of random PWM in power electronics,
the two problems addressed in this thesis are outlined below.

Problem #1

For reasons given below, the first focal area is spectral analysis of a series of random
PWM techniques, which are believed to be candidates for practical applications. Hence,
the first problem is

to derive and to experimentally verify analytical expressions for the power
spectra3 for the terminal voltages produced by different converters using
random PWM with known settings taking the following into account:

• The investigated methods must be applicable to two-level full-bridge
dc/dc or three-phase voltage source converters.

• Focus should be put on simple random PWM methods that do not
differ significantly from established deterministic PWM techniques.

• The analyzed methods should be compatible with the spectral shaping
problem described below.

3Refer to Chapter 3 for a formal definition of the power spectrum of a signal.
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Due to the complexity of the mathematics involved in the spectral analyses, a high
priority is given to experimental verifications of the derived theoretical results. Sur-
prisingly, concise comparisons of theory with measurements are hardly ever reported
in the literature; it is believed that earlier attempts to verify spectral theories are in-
sufficient, because — at best — only rudimentary comparisons of calculated spectra
with either laboratory results or with computer simulations are provided.

Note also that to ease the practical implementation, focus is put on simple random
PWM techniques that may be derived straightforwardly from well-known deterministic
modulation principles. Other constraints related to the practical applicability of ran-
dom PWM are also investigated including compliance with current sampling techniques
in three-phase systems.

Apart from being a most challenging intellectual exercise, it may be asked at this
point which advantages a theoretical spectral analysis of signals arising in randomly
modulated converters offer. Here, the following points should be kept in mind:

• In signal analysis, precise information of the frequency-domain distribution of the
power carried by a signal is of equal importance as is time-domain information.
A major reason is that most physical systems only respond in a limited range
of frequencies to an external excitation. Taking advantage of this band-pass
behavior, greatly simplifies the study [39].

• For non-periodic waveforms, like those voltages generated by random PWM, the
power spectrum is a much more stationary (noise-free) and stable picture of a
signal than its time-domain representation. Due to this smoothing property, the
power spectrum gives direct information of average effects, which may be useful
for e.g. response analysis and diagnostics [39].

• Better understanding of how a random pulse-width modulator affects the sys-
tem, which it is part of, could also justify a spectral analysis. In particular, if
the studied system is linear/linearized, frequency-domain analysis is an indis-
pensable tool in engineering for e.g. design of filters (EMI, line-side filters, etc.).
Frequency-dependent mechanisms, like acoustic noise or power losses, could also
be investigated.

• Having information of the precise spectrum allows an objective comparison and
evaluation of the frequency-domain properties of random PWM techniques. For
example, performance indices, like the total power in some specified frequency
band or the ability to reduce spectral peaks, may be compared.

• Knowledge of how to calculate analytically the power spectrum given the settings
of a randomized modulator may also be used to analyze the inverse problem:
which settings are needed to shape the power spectrum in a certain way? Note
that there is absolutely no guarantee that a given spectral distribution can be
generated by an intelligent parameterization of the modulator.

To elaborate the potentials of spectral shaping, consider a scenario where the possi-
bilities of alleviating acoustic noise from a converter-fed electric machine by means of
random PWM are to be explored: First, analytical expressions for the spectrum of
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the excitation (the applied voltage) are formulated. Combining this with knowledge of
the transfer function between the driving voltage and the emitted acoustic noise, the
next step towards noise reduction is to select the settings of the randomized modulator
in such a way that some performance index is minimized. For example, the objective
could be to minimize the risk of exciting an electro-mechanical resonance by minimiz-
ing the power in some (narrow or wide) band around a known resonance frequency in
the system.

This thesis addresses the problem of analytically calculating the voltage spectrum
given the settings of different random PWM schemes, but the spectral shaping problem
is not addressed in details. However, care is exercised during the selection of random
PWM techniques subjected to detailed spectral analysis, i.e. all investigated techniques
may easily be incorporated into constrained numerical optimization routines (analytical
optimization is infeasible due to the complexity of the expressions resulting from the
spectrum analysis).

Problem #2

Encouraged by the reported improvements on the acoustic annoyance from motor drives
based on open-loop random PWM, the second topic for this study is an analysis of ran-
dom PWM in conjunction with power converters operating in closed-loop mode. The
problems pertinent to such use of random PWM are almost unexplored, as mentioned
on page 8, despite the appealing characteristics of such a unified system: less acoustic
annoyance combined with accurate control. Formally, the objective is

to analyze the problems relating to design and to implementation of closed-
loop digital structures (controllers, filters, etc.) for random pulse-width
modulated power electronic converters taking the following into account:

• Preferably, the same performance in terms of stationary and dynamic
responses should be achieved in a random PWM-based system com-
pared to a non-randomized system.

• A suitable procedure for design of digital systems operating at a ran-
domly varying sampling rate should be derived.

• Attention should be paid to limit the computational burden required
for real-time evaluation of (new) algorithms.

In other words, the objective of this part of the study is to investigate the feasibility of
using random PWM together with commonly used feed-back control techniques. Many
of the obtained results are of general validity, but to limit the extent of the work, focus
is put on the three-phase VSC, which is the work-horse in many industrial products in
the kilo-watt range and upwards.

Without going into details, the investigated system consists of a direct rotor-flux
oriented vector controller for an induction motor drive. It turns out that such a control
system incorporates functional units (current controllers, flux estimator, speed con-
troller, etc.), which requires careful attention, if performance deterioration shall be
avoided when random PWM is used.
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1.3.3 Limitations

It should be emphasized that this thesis focuses almost exclusively on aspects closely
related to random pulse-width modulators themselves. On the other hand, system-level
consequences and comparisons of random PWM techniques are not investigated to any
significant extent: For example, only a very few measurements of acoustic noise spectra
are included in the thesis despite the fact that the prospect of reducing acoustic noise
is one of the few phenomena that may justify the use of random PWM.

Such system-level comparisons based mainly on measurements of acoustic noise
spectra are reported in [40–42], which all are co-written by the author of this thesis.

1.4 Thesis outline

The research documented in this thesis is organized into four main parts besides two
appendices. A brief outline of the individual chapters follows below.

Part I Preliminaries

1. Introduction
This chapter.

2. Principles of random pulse-width modulation
The principles of pulse-width modulation are briefly reviewed, including definitions of
switching functions and duty ratios. Space vectors and their application to three-phase
systems and converters are covered. The principles for random modulation are then
explained and different approaches to get random PWM are discussed. At the end, the
random PWM techniques selected for further investigations are presented.

Part II Analysis of random PWM schemes

3. Spectral analysis of random pulse trains
Starting from well-known Fourier series expansion of periodic signals, the proper defi-
nition for the power spectrum for a random signal is presented. Issues relating to esti-
mation of spectra based on measurements are discussed, and it is shown that correct
comparisons of measured and analytically calculated spectra require careful attention.
Next, a general mathematical framework for spectral analysis of randomly modulated
pulse trains is derived. This result is intensively used in Chapters 4, 5, and 6.

4. Analysis of random PWM schemes for full-bridge dc/dc converters
The general theory developed in Chapter 3 is used to derive analytical expressions for
the spectrum of the terminal voltage in a full-bridge dc/dc converter. Two different
random PWM techniques are studied. Laboratory results show that the developed
theory predicts the measured spectral estimates with a very high degree of accuracy.

5. Spectral analysis of random carrier frequency dc/ac PWM schemes
A discussion of advantages and disadvantages of different types of probability density
functions is given (these functions describe the probabilistic properties of a random
PWM scheme). Using the results of Chapter 3, formulas for the power spectrum of the
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terminal voltage in a three-phase dc/ac converter modulated with a randomly varying
carrier frequency are derived. Comparisons with measurements show that the theory is
fully capable of predicting the actual spectrum irrespective of the modulation method
(sinusoidal, space-vector modulation, etc.).

6. Analysis of fixed carrier frequency random dc/ac PWM schemes
Different approaches to randomize a three-phase converter running at a fixed carrier
frequency are discussed and a number of constraints related to the practical applicabil-
ity of a given randomization method is formulated. The impact on the current ripple
and on the fundamental current component is analyzed. Spectral analyses of three
fixed-frequency random PWM techniques for dc/ac applications are carried out based
on results from Chapter 3. Good agreements with measurements are demonstrated.

Part III Random PWM in closed-loop applications

7. Aspects of random PWM in closed-loop applications
Problems of using closed-loop digital controllers synchronized to the pulse-width modu-
lator are investigated for the case of practical importance where a randomly changing
carrier is used. A procedure for design and implementation is suggested that allows a
controller to operate at a non-uniform sampling rate without any loss of performance
or any significant computational overhead.

8. Field-oriented control using random PWM — a case study
To illustrate the usefulness of the theory set forth in Chapter 7, a complete rotor-
field oriented vector controller is designed and implemented in a laboratory set-up.
The converter is modulated with a randomly changing carrier frequency. Experimental
results show that the obtainable performance is identical to the performance using fixed
frequency PWM for both the fast-acting current controller and for the slower speed
controller. However, the emitted acoustic noise is less annoying when random PWM is
used due to the spread spectrum characteristics.

Part IV Conclusion

9. Conclusion
This chapter summarizes the main conclusions drawn in the individual chapters. Also,
contributions believed to be novel are highlighted. A list of topics suggested for future
research is also given.

Part V Appendices

A. Laboratory facilities
Laboratory experiments are used throughout the thesis to support the theoretical in-
vestigations. This appendix describes the used power converters and their loads, the
control system, and the instrumentation used for recordings of measurements.

B. References on random PWM
All publications known to the author dealing with random PWM in power electronics
are listed here. This bibliography has been used to generate the diagrams in Fig. 1.1
and 1.2 shown on page 6 and 7, respectively.
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Chapter 2

Principles of random pulse-width
modulation

2.1 Introduction

As evident from the discussions in Chapter 1, random pulse-width modulation (PWM)
may be regarded as a superset of deterministic PWM. The primary objective of this
chapter is to show how random PWM techniques may be derived from their deter-
ministic counterparts and to outline different ways to inject random properties into a
modulator. As demonstrated at the end of this chapter, there is hardly no end to the
ingenuity that can be put into this randomization, but in this thesis focus is put on
methods which are believed to be at least candidates for practical applications.

Furthermore, the focal area is limited to random PWM in conjunction with voltage-
source converters (VSC), although (random) PWM is, at least in principle, consistent
with current-source converters (CSC) as well. Two standard VSC topologies are in-
vestigated in details in the thesis: the full-bridge dc/dc converter and the three-phase
dc/ac converter. Both these converters consist of a parallel connection of identical
building blocks, namely half-bridge converters. To facilitate the discussion of random
PWM and its use for those converters, a second objective of this chapter is to briefly
review the principles for voltage synthesis1 of three-phase VSC’s, which is a superior
topology for many applications. Another reason for this review is to assure that the
upcoming spectral analysis in Part II of various random PWM schemes is compatible
with commonly used strategies for voltage control of converters.

Chapter outline

In the first section, preliminaries regarding switching functions and modulated signals
are given. Next, the principles of voltage control are reviewed focusing on three-phase
converters and space-vector theory. Afterwards, the fundamental principles of ran-
dom PWM are introduced, and several ways to randomize a modulator are discussed.
Finally, the random PWM techniques selected for further investigation are presented.

1Despite that the bulk of the work focuses on the voltage-controlled VSC, a current-regulated VSC
is included in the system studied in Part III. In fact, the trend is that this approach to get current-
source characteristics by means of a VSC switching with high frequencies is replacing the classic CSC,
even in high-power applications which have traditionally relied on current-stiff topologies [1].
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2.2 Preliminaries

Much of the theory presented in this thesis relies on fundamental concepts of pulse-
width modulation. These include the use of switching functions to characterize the
instantaneous value of the output of a pulse-width modulation process. Also, the
relationship between switching functions and duty ratios is commented below. The
principles presented in this section are well-known to power electronic engineers, but
many interesting generalizations of the established theories may be found in thesis [2].

2.2.1 The switching function

PWM may be regarded as a process in which a signal is supplied in pulses of possibly
varying widths and positions. In practice, the modulation is performed by controlling
one or more power transistors in an on-off manner in order to achieve small switching
losses and high efficiency. As an example, the single-switch step-down topology shown
in Fig. 2.1 may be considered.

Assuming ideal conditions the power transistors may be regarded as switches having
only two defined states: on and off. This makes it possible to assign a binary variable
q to a switch, and this binary description of the time-dependency of the position of
the switch is usually called the switching function or the existence function [2, 3].
Switching functions are used throughout this thesis, and using Fig. 2.1 again, the
following definition applies

q(t) =

{
1, if the switch is “on,”

0, if the switch is “off.”
(2.1)

Hence, q is defined for all time instants, but q can only attain the two discrete values.
It should also be noted that for the converter in Fig. 2.1 the voltage u across the load
is not uniquely determined by the value of q: when q = 1, the output u is clamped
to Udc, but during the free-wheeling state (q=0), the value of u may be either 0 or e
depending on whether the current conduction mode is continuous or discontinuous.

In many applications of VSC’s, the converter topology is built up of identical legs
(half-bridges) consisting of two transistors and two anti-parallel diodes as shown in
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Figure 2.1 Step-down converter controlled by a switching function q. Also shown are wave-
forms for the output current and voltage.
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Figure 2.2 Classic converter leg (half-bridge): (a) hardware configuration, (b) two-switch
model, and (c) model based on a single two-pole change-over switch.

Fig. 2.2. Each of the two switches (a transistor and its free-wheeling diode) may now
be assigned their own switching function: q1 and q2, respectively. The only restriction
imposed on q1 and q2 follows immediately from the voltage axiom [2]: “don’t short-
circuit a voltage source,” i.e. q1 and q2 should never equal 1 simultaneously.

However, this individual control of the two transistors is never used in practice,
because by imposing the constraint q2 = q1 (logic negation), a desirable property arises:
the output voltage u is then independent2 of the direction of the load current i. In this
case the equivalent two-pole change-over switch in Fig. 2.2(c) may be used to model
the physical circuit in Fig. 2.2(a). The output voltage is given as u = (q1 − 1

2
)Udc.

The fact that the output voltage may be controlled independently of the load current
eases the design of the modulators. Yet another advantage of the restriction q2 = q1 is
that the calculation of the spectrum for the output voltage may be done without paying
attention to the load current. (As it will be demonstrated in Part II, it is, however,
not possible to say that these calculations are trivial even if q2 = q1.)

2.2.2 The duty ratio

The switching function defined above describes the instantaneous state of a switch.
Using the terminology of [4], the switching function describes the system on a micro-
scopic time scale. The phenomena associated with this time scale are important issues,
especially during design of hardware, but also for the analysis of random PWM.

As shown in Fig. 2.1, the microscopic time scale is useful to visualize the well-known
duty ratio concept. Within a prescribed time interval T, the pulse may be defined by
the turn-on and turn-off instants, t1 and t2, respectively. The width of the pulse is
given by ton = (t2 − t1) � dT which defines the duty ratio d.

Formally, the mapping from a switching function q to its corresponding duty ratio
d is given by the average from t = t0 to t = t0 + T :

d =
1

T

∫ t0+T

t0

q(t) dt, (2.2)

2Again, real-world concerns like finite switching times and the insertion of blanking time are ig-
nored. For example, when both transistors are in the blocking state, the polarity of the midpoint
voltage is determined by the sign of the current.
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i.e. d may be determined uniquely from the waveform q. On the other hand, it should
be noted that the course of q within the same interval [t0; t0 + T ] cannot uniquely be
determined for a given value of d. As will be demonstrated in section 2.4, advantage of
this trivial ambiguity may be taken in order to randomize the switching patterns.

Referring to [4] again, d relates to a macroscopic time scale in order to emphasize
the loss of detailed information about the exact course of q. For the purpose of designing
control laws, it is normally sufficient to model the converter on this macroscopic time
scale, which carries information of the average quantities only.

Now, the ideal average voltage ū produced by the half-bridge shown in Fig. 2.2 may
be found simply as ū = (d − 1

2
)Udc. In dc/dc converters, the value of ū and therefore

also d is constant in steady state, whereas in dc/ac converters d must have periodical
variations in order to synthesize an alternating output voltage. Precise control of d
must be assured in randomized converters as well.

2.3 Voltage control of converters by PWM

The issue of converting a voltage from one type into another by means of a converter
(which needs not to be static) has a long and rich history going back to the dawn of
the century, see [5] for a review of the historical development. It seems that the major
breakthrough for the use of PWM together with static converters took place in 1964 in
Switzerland, thanks to Schönung and Stemmler [6]. This comprehensive paper presents
an adjustable-speed drive comprising a pulse-width modulated hard-switched converter
based on thyristors with added turn-off circuits. Although technological advances in
micro electronics and power electronic devices have lead to many improvements since
1964, these fundamental ideas for power conversion are still in use. Also in 1964, the
book [7] by Bedford appeared.

The principle itself of conveying information by PWM was pioneered by researchers
belonging to the communication theory society many years before [6] was published.
The esteemed 1953 monograph [8] — acknowledged by the classic paper [9], among
others — refers to a US patent filed in 1928 besides numerous publications in the
nineteen forties dealing with details of pulse-width modulation.

A detailed review of the current state-of-the-art of PWM in power electronics falls
beyond the scope of this chapter; [10] may be consulted for a recent review. In the
first subsection below focus is rather put on space vectors and their use for voltage
synthesis of three-phase VSC’s. One of the characteristics that differentiates the PWM
techniques is the used reference waveform; this subject is treated in subsection 2.3.2 in
order to assure that the subsequent analysis of random PWM schemes complies with
commonly used modulation waveforms.

2.3.1 Space vectors and switching vectors

Complex-valued space vectors were invented by Kovács and Rácz in 1959 [11] to aid
the analysis of machine dynamics. The theory stems from the spatial distribution of
the windings in sinusoidal-wound three-phase ac machines, but the technique is also
applicable to non-distributed three-phase circuits including filters, converters, etc.
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Formally, space vectors are defined by

ys = 2
3

(
ya + ayb + a2yc

)
, a � ej

2π
3 , (2.3)

where ya, yb, and yc constitute a set of three-phase time-varying variables, e.g. voltages,
currents, or flux linkages, and ys is the equivalent complex-valued representation of that
set. Other values than 2

3
for the scaling factor are also used: [12] uses no scaling at all

whereas the factor (2
3
)0.5 is commonly used in power systems engineering.

Essentially, the mapping (2.3) transforms a three-phase system into an equivalent
orthogonal two-phase system, whose real and imaginary axes are normally denoted by
α and β, respectively. All space vectors expressed in αβ-coordinates are appended an s
superscript as in ys to indicate that the vector is referred to a stationary reference frame.
The complex-valued space vector ys may be resolved into its real yα and imaginary yβ
components, i.e. ys = yα + jyβ.

Also, the following transformations between phase quantities and their associated
space vector may be obtained from (2.3):

[
yα

yβ

]
=

[
R(ys)

I(ys)

]
= 2

3

[
1 −1

2
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2

0
√
3
2

−
√
3
2

]yayb
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[
yα

yβ

]
, (2.5)

where R(·) and I(·) are the real and imaginary parts of the argument, respectively.
The universality of the transformation (2.3) implies that it is valid not only under

steady-state, symmetrical, sinusoidal conditions, but also for arbitrary waveforms as
long as the instantaneous sum equals zero. In fact, for three-phase systems without
a neutral connection, zero-sequence currents cannot flow, and in that case the use of
the three-to-two phase transformation may still be justified, even if the sum of the
voltages is non-zero [12] — this is the case for the output voltage of a three-phase
VSC. In cases with finite zero-sequence impedance, an equation for the zero-sequence
component must be included as well. Further details of the definitions and properties
of space vectors may be found in e.g. [11–13].

Switching vectors for three-phase converters

In the three-phase converter in Fig. 2.3(a), each of the three half-bridges may be con-
trolled independently and, therefore, the converter is capable of operating in eight
different states. Using the standard binary notation [10, 14], it should be noted that
the two zero-voltage space vectors v000 and v111 short-circuit the load terminals leaving
only six different vectors for the active control of the load, see Fig. 2.3(b). Using (2.3),
it may be shown by transformation of the set of voltages {uag, ubg, ucg} for the possible
combinations of the switching functions {qa, qb, qc} that the six active vectors expressed
in the αβ-coordinate system are

vn = 2
3
Udc e

jθn , θn = π
3
(n− 1) for 1 ≤ n ≤ 6. (2.6)
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Figure 2.3 Three-phase voltage-source converter: (a) circuit diagram, (b) possible voltage
space vectors in αβ coordinates, and (c) decomposition of a voltage vector into two adjacent
switching vectors by space-vector modulation.

The amplitude of the active switching vectors equals |vn| = 2
3
Udc and they are spaced

π/3 radians apart.

Space-vector modulation (SVM)

Following the 1982 publications [15–17], an arbitrary voltage space vector us�
s = |us�

s |ejγ
belonging to the interior of the hexagon in Fig. 2.3(b) may be decomposed into two
adjacent active vector components. For the sake of simplicity, it is assumed that the
reference falls within the first sector where us�

s = d1v100+d2v110 as shown in Fig. 2.3(c).
The duty ratios d1 and d2 may be found by vector algebra and a few trigonometric
identities as:

d1 =
√
3
|us�

s |
Udc

sin(π
3
− γ), (2.7)

d2 =
√
3
|us�

s |
Udc

sin γ. (2.8)

The corresponding widths of the application of the active vectors are t1 = d1T and
t2 = d2T, respectively, where T is the duration of the whole modulation interval.
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Figure 2.4 Example of switching functions produced by (a) standard SVM and (b) modified
SVM. In both cases, the same average voltage vector is generated.

During the remaining time t0 = (1− d1 − d2)T, zero vectors should be applied. In the
classic SVM scheme, t0 is divided into four parts of equal duration, i.e. in sector i the
switching sequence becomes

v000〈t0/4〉 → v100〈t1/2〉 → v110〈t2/2〉 → v111〈t0/4〉 →
v111〈t0/4〉 → v110〈t2/2〉 → v100〈t1/2〉 → v000〈t0/4〉.

(2.9)

The 〈·〉 symbol is used to indicate the duration of the associated vector [10]. The
sequence (2.9) maps into the switching functions in Fig. 2.4(a). Note that all legs are
switched twice in each period T and that the switching functions are symmetric around
1
2
T.
Another variant of SVM, which only gives four commutations per PWM period,

may also be used [18]:

v000〈t0/2〉 →v100〈t1/2〉 → v110〈t2/2〉 →
v110〈t2/2〉 → v100〈t1/2〉 → v000〈t0/2〉.

(2.10)

Here, one of the legs is not switched because the available zero-vector time t0 is assigned
to one zero vector only. This sequence is shown in Fig. 2.4(b).

Voltage limitations in three-phase converters

The maximum voltage capability |us
s(γ)|max of a VSC depends on the reference angle

γ as indicated in Fig. 2.3(c). The peak value may be found by using (2.7) and (2.8)
under the constraint that d1 + d2 = 1. Hence,

1 =
√
3
|us

s(γ)|max

Udc

(
sin(π

3
− γ) + sin γ

)
(2.11)

⇔ |us
s(γ)|max =

Udc√
3 cos(π

6
− γ)

, 0 ≤ γ ≤ π
3
. (2.12)

By sweeping through the γ = [0; 1
3
π] interval, it may be shown that the matching

|us
s(γ)|max values constitute the line connecting the tips of v100 and v110, see Fig. 2.3(c).
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For continuous operation without overmodulation, the maximum voltage capability
for the SVM technique is Udc/

√
3, which is the value obtained by (2.12) for γ = π/6.

If the amplitude of the reference voltage vector is below this value, the converter can
maintain the proper volt-second balance on the macroscopic time scale. Otherwise, the
volt-second balance is lost on the macroscopic scale, but using special overmodulation
techniques it is, however, possible to preserve the balance on a per fundamental output
period basis on the expense of low-order harmonics [19, 20].

2.3.2 Unification of carrier-based and space-vector PWM

There is no doubt that SVM has been very popular ever since its introduction in the
eighties, but judging from the trends of the trade, the original per-phase modulators
are gaining an increased interest again. Forecasting the upcoming analysis of differ-
ent random PWM techniques, it will be advantageous to be able to encompass these
conceptually different kinds of modulators into a common framework. This task may
be accomplished by the modulator structure shown in Fig. 2.5, which may be found
directly in [21, 22] and in [23] specifically for an analog SVM implementation.

Description of generalized modulator

The input to the modulator is the balanced set {u�
a, u

�
b , u

�
c} representing the instantan-

eous values for the reference voltages to be modulated by the converter3:
u

�
a

u�
b

u�
c


 = U�

1


 sin(γ)

sin(γ − 2π
3
)

sin(γ − 4π
3
)


 , (2.13)

i.e. {u�
a, u

�
b , u

�
c} is uniquely determined by the peak value U�

1 and the reference angle γ
for phase a. Depending on the wanted characteristics, a zero-sequence voltage u0 may
be added to all phases, i.e. the modified references become u��

a = u�
a + u0, etc. Specific

choices of u0 are commented below. By comparing the modified reference waveforms to
a triangular carrier waveform, the switching functions for all three legs are generated
by the comparators. The depicted signal flow diagram may be implemented in analog
or digital hardware; in the digital implementation the reference waveforms are sampled
once or, possibly, twice per carrier period, see Fig. 2.5(b).

The peak values of the carrier waveform are ±1
2
Udc, i.e. during normal operation

the duty ratios become

dx =
1

2

(
1 +

u��
x

1
2
Udc

)
, for x ∈ {a, b, c}. (2.14)

Note4 that this equation requires that the modified reference signals adhere to |u��
x | ≤

1
2
Udc. The selection of u0 has a high influence on when this condition is violated, and

3If the reference voltages are packed into an equivalent space vector us�
s , the needed per-phase

voltages may easily be found by (2.5).
4Overmodulation is not considered in any details in this thesis, although much of the work can be

extended to this range of operation. Equation (2.14) is one of the exceptions.
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Figure 2.5 Generalized pulse-width modulator based on injection of a zero-sequence voltage.
(a) Block diagram and (b) generation of switching functions on the microscopic time scale
(the reference waveforms are sampled once per carrier period).

in order to compare different techniques, the modulation index (or depth) m is often
used. m represents the normalized amplitude of the fundamental component of the
modulated voltage. In the multitude of publications on PWM, different normalizations
for m may be found, but the prevailing definition seems to be

m =
U1

U1, six-step

, (2.15)

where U1, six-step = 2
π
Udc is the peak value of the fundamental phase-to-neutral voltage

in six-step operation [10]; U1 is the peak value of the fundamental component of the
produced output voltage. This definition is adopted by [10, 24], and many others. An-
other popular definition requires that U1 is divided by 1

2
Udc. Using the definition (2.15),

m = 1 can be attained only in six-step operation, whereas for the 1
2
Udc normalization,

the modulation index is 4
π
≈ 1.273 in six-step mode.

For the ideal modulator U1 = max(u�
a) = U�

1 , but when the modulator saturates
(i.e. when |u��

x | > 1
2
Udc), the equality between the reference peak value U�

1 and actually
produced peak value U1 is lost. For the sinusoidal modulator used originally in [6], the
maximum modulation index is mmax = π/4 = 0.785. For the SVM techniques described
in the previous subsection, the maximum value becomes mmax =

√
3π/6 = 0.907, which

is the theoretically largest modulation index for continuous operation, i.e. without
entering the pulse-dropping region.

Common zero-sequence voltage injection methods

Research has uncovered that the selection of the zero-sequence voltage u0 has a large
impact on the switching losses, on the current distortion, and on the maximum ob-
tainable modulation index [4, 22]. Many publications have dealt with the selection of
u0, but according to [24] only a handful of useful methods exists. The four examples
shown in Fig. 2.6 are commented below.

The pioneering 1975 work by Buja and Indri [25] suggested to select u0 =
1
6
U�
1 sin(3γ)

to increase the maximum output voltage. Using such a third harmonic injection (THI),
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the maximum modulation index becomes
√
3π/6 = 0.907 before pulse-dropping begins.

Sample waveforms are shown in Fig. 2.6(b).

It has been demonstrated by [23, 24, 26, 27] that for the SVM technique the value
of u0 should be selected according to this procedure: among the three references u�

a, u
�
b ,

and u�
c the signal with the smallest absolute value is found. Next, u0 is set to this value

divided by 2. For example, if |u�
b | < |u�

c | < |u�
a| then u0 =

1
2
u�
b . In this way, the almost

triangular waveform for u0 shown in Fig. 2.6(c) may be obtained. This establishes a
link between classic SVM and carrier-based modulators.

It should be noted, however, that already in 1974, King realized in [28]5 that the
addition of a zero-sequence voltage can be used to get a higher voltage utilization ratio
compared to sinusoidal modulation. Also, [28] suggested a very simple analogue rectifier
circuit to extract a u0 waveform from the reference voltages. In fact, the resulting u0

waveform in [28] is identical to the u0 waveform generated by SVM; King should be
acknowledged for this achievement which has apparently been completely overlooked
by the power electronics community.

The examples mentioned so far are generally classified as continuous PWM tech-
niques, whereas the last example shown in Fig. 2.6(d) belongs to a class of discon-
tinuous modulation methods. These methods are characterized by the fact that only
two of the three legs are modulated in each carrier period, i.e. no switchings oc-
cur in the remaining leg. The method used in Fig. 2.6(d) prevents switchings in the
leg with the largest absolute value of the references, i.e. if |u�

a| < |u�
c | < |u�

b |, then
u0 =

1
2
sign(u�

b)Udc−u�
b [24, 29]. Note the similarities between discontinuous PWM and

the modified SVM in Fig. 2.4(b).

For a fixed value of T, discontinuous PWM methods are, in theory, able to reduce
the switching losses to 50 percent of the losses during continuous PWM operation and
simultaneously, the maximum modulation index can be maintained at

√
3π/6 = 0.907

as for SVM. Alternatively, for the same losses, it is possible to get a lower harmonic
current distortion by using DPWM compared to SVM. Details may be found in e.g.
[4, 20, 22, 24].

Advantages of the generalized modulator

One of the salient features of the generalized modulator is that transitions between
different modes of operation can be accomplished by simply changing the injected volt-
age u0; the modulator structure itself remains the same. Such properties are clearly
advantageous, because in industrial applications different modulators may be used in
different operating regions. For example, the performance (in terms of current distor-
tion versus switching losses) of the SVM is superior to the discontinuous modulators
only for modulation indices below approximately 0.6 [20]. Above this value, some of
the DPWM techniques analyzed in [4, 22, 24] offer substantially less current distortion
for the same switching losses.

Apart from a seamless transition between different modes, the modulator struc-
ture in Fig. 2.5 also offers an elegant solution with respect to implementation in, for
example, a digital signal processor (DSP). In fact, as stated in [24], a carrier-based gen-
eralized modulator using simple magnitude comparison tests to determine u0 is much

5The author became aware of this remarkable paper thanks to [22].
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Figure 2.6 Examples of modulation waveforms based on injection of a zero-sequence voltage.
The reference waveforms are normalized by 1

2Udc. (a) Purely sinusoidal (SIN) modulation,
(b) one-sixth third harmonic injection (THI), (c) space-vector modulation (SVM), and (d)
discontinuous modulation (DPWM).

easier to implement than the traditional digital approach to SVM. The latter requires
many sequential operations: (a) identification of the sector which the reference volt-
age belongs to, (b) calculation of the active vector duty ratios d1 and d2 besides the
zero-vector time t0, (c) determination of the phase duty ratios, and (d) determination
of the sequence in which the phases must be switched.

On the other hand, for the generalized modulator, the task is simple because the
phase duty ratios follow directly from (2.14) once the value of u0 is added to the
reference voltages. Using the SVM technique as a benchmark, the calculation of u0 is
also simple because u0 can be determined (as mentioned above) by a comparison of the
magnitudes of the original references without using any trigonometric functions at all.
For completeness, it should be mentioned that the input to the modulator may very
well be given as a space-vector us�

s , either in polar or in rectangular form, and not as
three phase voltages. However, even in this case the linear algebraic transformations
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given by (2.5) into the equivalent phase voltages do not add much overhead.
The generalized modulator has been used in the experiments and the simulations

reported in this thesis, because this approach makes it simple to toggle between different
modulation techniques, such as SIN, SVM, and DPWM.

As it turns out in Part II, another advantage is that the phase duty ratios da, db, and
dc are calculated directly by the generalized modulator, because the spectral analysis
requires knowledge of phase duty ratios themselves rather than knowledge of the duty
ratios for the active vectors.

2.4 Overview of random pulse-width modulation

The general principles of random modulation are considered in this section. The pre-
sentation is made without mathematics in order to focus on the principles of random
PWM rather than on a detailed analysis.

The outline is as follows: first, the basic ideas of random PWM are explained and
then, a number of more sophisticated randomization principles are discussed in order to
demonstrate alternative ways to inject uncertainty into a modulator. Next, a discussion
is given of problems that may be encountered in some converter topologies if a classic
deterministic modulator is replaced with a randomized modulator. Finally, the random
PWM schemes selected for further analysis in this thesis are presented.

2.4.1 Fundamentals of random modulation

The starting point is the definition (2.2) on page 21 of the duty ratio d. To streamline
the notation, it is assumed that observation interval at hand begins at time zero, i.e.

d =
1

T

∫ T

0

q(t) dt. (2.16)

It should be recalled that the duty ratio relates to the macroscopic time scale (a per
carrier-period average), but the state of the switching function q must be defined for
all time instants, i.e. on the microscopic time scale.

Now, the overall objective of a modulator is to map a reference value for d into a
switching function q(t) for t = [0;T ] in such a way that (2.16) is fulfilled. Clearly, this
mapping is not one-to-one: for a certain value of d, no unique q can be determined.
To circumvent this ambiguity, constraints are added in classic modulators in order to
get a unique correlation between d and q: typically, the value of the T is fixed and,
furthermore, a certain pulse position is specified as well (leading-edge, lagging-edge,
or center-aligned). Imposing such constraints, a unique course for q in (2.16) may be
determined for a specific value of d. Fig. 2.7(a) shows an example using center-aligned
pulses.

The fundamental idea behind random PWM is to relax the standard constraints of
fixed carrier period and, say, center-aligned pulse positions in order to leave room for
the randomization: it follows directly from (2.16) that within a carrier interval T the
switching function q may be altered in the following ways without distorting the value
of d:
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Figure 2.7 Fundamental principles of random pulse-width modulation. Illustration of (a)
deterministic, (b) random pulse position, and (c) random carrier frequency modulation. The
duty ratio is the same in all examples.

Random pulse position (RPP) modulation [30, 31]
The position of the on-state pulse of width dT is randomized within each interval
of constant duration T. The displacement should be selected so that the edges of
the pulse do not extend into the adjacent PWM intervals to prevent overlap and
to assure that the switching function is implementable in real-time systems.

Random carrier frequency (RCF) modulation [32–35]
The duration of the carrier frequency, or, equivalently, the carrier period T is
randomized while the duty ratio d is kept constant, i.e. the width of the pulse is
changed in proportion to the instantaneous value of T. Also, the pulse position
is fixed, e.g. the leading pulse edge is aligned with the beginning of each T.

The two complementary ways to randomize a modulator are illustrated in Fig. 2.7(b)
and Fig. 2.7(c), respectively. It is important to note that both methods guarantee
that the average of the q waveform equals d in each carrier period, i.e. the volt-second
balance is maintained on the macroscopic scale.

Aspects of implementation of random modulation

To facilitate the discussion, the principles for implementation of random PWM tech-
niques are briefly described below. It is impossible to give detailed guidelines, because
the implementation depends strongly on the hardware used for the pulse-width modu-
lator. However, irrespective of the hardware, it is evident that apart from the normal
input signals to the modulator, a randomized modulator must rely on at least one
additional input in order to quantify the randomization. This extra input is a variable
x, and, in addition, x should be a random variable in the sense known from the theory
of stochastic processes.

To fix the ideas, the block diagram shown in Fig. 2.8 for the RCF technique intro-
duces some of the key elements. The modulator should convert the duty ratio d and the
carrier period T into a switching function q, which governs the state of the converter.
Clearly, the details of how the modulator interfaces with the converter are hardware
specific; the hardware used may very well contain specialized peripheral circuits like
dedicated PWM timers, which can be programmed through a set of registers, but many
other solutions do also exist. The hardware used in all the experiments shown in this
thesis is described in more details in Appendix A.

Once the duty ratio d in Fig. 2.8 has been calculated by a modulator (Fig. 2.5, for
example) the next step for the RCF technique is to determine the value T for carrier
period. To fulfil this task, two functions are needed:
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Figure 2.8 Example of an overall implementation of an RCF-based pulse-width modulator.

1. A random number generator (RNG)
In each new carrier period, the RNG calculates a value for the random variable x,
which is used below. Normally, an RNG generate uniform deviates in the x ∈ [0; 1]
range, i.e. all values between zero and one occur with the same probability. More
information may be found in Appendix A.

2. A probability density function (pdf)
The value x is now used to get the value for the carrier period in the particular
PWM period at hand. The precise mapping from x to T is determined by a pdf
as indicated in Fig. 2.8. More details on this step may be found in Chapter 5.

The block diagram in Fig. 2.8 only serves as an example of the implementation of an
RCF modulator. Over the years, many different implementations have been suggested
(both software- and hardware-based). Some of these techniques are collected in [36],
but it is important to recall that they share the property that a noise source is needed
to generate a random variable, which then is processed in some way to get T .

2.4.2 Overview of candidate randomization methods

Apart from the two fundamental techniques, RPP and RCF, many other possibilities
exist as well. Some of the principles discussed below have been presented in the litera-
ture; other principles offspring as generalizations of those known methods. No attempts
are made to cite all references used in the investigation; references are only made to
the primary sources. More exhaustive lists of references may be found in the review
papers [36–38] besides the bibliography in Appendix B.

Unity-gain versus random-gain methods

The RPP and RCF methods may be regarded as belonging to a class of unity-gain
methods, because they guarantee that the actual average of q(t) equals the reference
value for d in each cycle of the carrier. The random-gain methods are different: this
class relies on dithering principles that introduce a random component into the gain
of the modulator, i.e. an exact volt-second balance is not assured. In fact the first
application of random modulation in power electronics is a random-gain modulator:
[39, 40] adds a noise signal with a long-term zero-mean value to the reference voltage.

Another example of a random-gain method includes the first published random-
ization technique for a three-phase VSC. In [41] the controller outputs a new voltage
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Figure 2.9 Example of (a) a unity-gain (RPP) and (b) a random-gain modulation method
where each sampling period of width T is divided into N = 5 sub intervals.

reference each T seconds. This interval is divided into N sub-intervals of equal duration
TN = T/N , and within each TN , the outcome of a random number generator is used
to select the value of the switching function such that the average value of q measured
across the whole interval T approximates the reference duty ratio. This is illustrated
in Fig. 2.9(b) for N = 5. Strictly speaking, this method is not pulse-width modulation
in the classic sense, but rather an example of a discrete-time6 modulator.

In general, the random-gain methods suffer from three defects: (a) there is a non-
zero error between the reference and the synthesized voltage, (b) a very high sampling
to fundamental frequency ratio (in the order of 480 kHz to 50 Hz according to [41])
is required to get a satisfactory performance, but still the capability of tracking the
reference duty ratio is poor in the low modulation index range, and (c) dedicated
hardware circuits are needed to realized these high sampling rates.

Apart from [41], a closely related random-gain method intended for dc/ac conversion
has been studied by [44] and in a dozen companion papers from the same group of
researchers. Even though it is claimed that the sampling frequency can be reduced to
30 kHz, the fundamental problems still remain. Slightly different random-gain methods
applicable for single-switch dc/dc converters have been investigated in [33, 45], but
again the randomization is added at the expense of a unity gain.

In summary, it is hard to justify the use of random-gain methods in non-academic
applications.

Single versus multiple random variable methods

It has implicitly been assumed so far that either only one switching function is available
for randomization or that the same random variable x is used to dither all switching
functions in a converter with multiple switches (and switching functions). For example,
in the RPP technique originating from [30], the same random pulse position (leading- or
lagging-edge modulation — abbreviated RLL) is used for all three legs of a three-phase
converter in a certain carrier period as shown in Fig. 2.10(a). In order to emphasize
that this particular RPP technique uses the same random variable to dither all phases
in a three-phase converter, it may be said that the technique belongs to the class of
single random variable methods.

Other examples of random PWM techniques belonging to this class may be found
in e.g. [34, 46–48], which all treat variants of the RCF technique. Also, [49] and to
a lower extent [21], both use a single random variable to dither the magnitude of the

6Discrete-time modulators are useful for the control of resonance converters [42] by means of sigma-
delta modulation. Other variants of discrete-time modulation may also be used for a standard hard-
switched VSC [43] in conjunction with a simple scalar controller.
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Figure 2.10 In multi-leg systems the randomization may be (a) the same on all legs using
the same random variable (RLL example shown). (b) and (c) show examples of the RLL
and the RCF techniques where different random variables (pulse position and carrier widths,
respectively) are used to control each leg individually.

zero-sequence voltage u0 (recall Fig. 2.5) injected into a modulator for a three-phase
voltage-source converter.

Unlike the single random variable methods discussed so far, the multiple random
variable methods do not rely on a single random variable, but rather on several random
variables limited in number by the number of switching functions needed to control a
certain converter. Using the RLL technique as an example again, it is possible to extend
the original idea of [30] to use different pulse alignments in each leg, see Fig. 2.10(b).
Here, three random variables are generated in each period T in order to modulate each
leg individually. To the knowledge of the author, this simple modification has never
been investigated, despite that the RLL technique has been investigated in many other
publications [31, 45, 50, 51] apart from [30].

It is possible to extend the RCF technique in a similar manner: by using different
values for the carrier frequency for each leg in a converter, another multiple random
variable method arises, see Fig. 2.10(c). Unfortunately, this kind of asynchronous
operation among the legs does not comply well with real-time digital implementations
in micro-controllers and the like, but, in principle, it is straightforward to do this kind
of randomization in analog hardware, where carrier signals with different slopes could
be used in each phase. For instance, analog implementations of RCF modulation have
been reported in [32–34].

For completeness, it should be mentioned that using different methods for each leg
is also a possibility, which has never been pursued in the literature. For example, leg a
could be controlled by some RPP method and the two other phases could be controlled
by the RCF technique. Other combinations could also be used.

To the knowledge of the author, the family of multiple-variable methods introduced
above has never been studied nor reported in the literature. Certainly, they add com-
plexity to the implementation compared to the single-variable methods, but at least
the modified RLL technique (or other methods based on RPP) could be implemented
without much computational overhead. Whether these kinds of methods are better
in terms of acoustic annoyance suppression than the other methods remains an unan-
swered question, but in theory the proper macroscopic voltage balance can be assured.
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Time-invariant versus time-varying randomization methods

A common feature for the methods considered until now is the fact that the same kind
of randomization is applied in all carrier periods: in the RPP technique, a new pulse
placement is chosen in each interval, but the underlying randomization mechanism
remains the same. These kinds of methods may be characterized as being a part of
a time-invariant family of methods. Again, it is not necessary to impose this time-
invariance constraint upon the modulator. Heavily based on the ideas of [45], the
following kind of time-varying methods may be devised:

Random choice of random modulation
In each carrier period one out of two predetermined randomization methods is
selected according to some probability law. Then, another independent ran-
dom variable determines the appropriate parameter associated with the selected
method. Ref. [45] applies this idea for the RPP and the RCF techniques, but
obviously the number of methods can be larger than two and other methods can
also be used.

Cascaded random modulation
Here, two or more random modulation methods are applied simultaneously, based
on one or two random variables. For example [45] analyses a scheme for single-
switch dc/dc converters, where the RPP and the RCF techniques are both ap-
plied: within a randomly selected carrier period T, the pulse position is chosen
at random, too.

Alternate random modulation
The idea is to alternate between two or more PWM schemes in a fixed sequence.
As least one of the PWM techniques in the set should be a random PWMmethod,
but otherwise the use of deterministic methods is not prohibited. For instance,
one could alternate between the RPP and RCF techniques or even simpler: be-
tween a non-deterministic PWM method and, say, RCF modulation.

Again, these methods can be designed so that a proper volt-second balance is main-
tained, but apart from the preliminary spectral investigations of [45], not much is
known about such methods compared to the time-invariant methods.

2.4.3 Compliance of random PWM with converter topologies

Having described a lot of different ways to randomize a modulator, it should not be
forgotten that a modulator must always be consistent with the operating principles
of the power converter which it is supposed to control. To put it differently, a cer-
tain random PWM technique may be an acceptable alternative control philosophy for
some converters, but that does not unconditionally imply that the same technique is
compatible with other topologies.

As an example of this lack of universality, the VSC shown in Fig. 2.3(a) and the
single-switch flyback converter may be compared. The VSC complies with both the
RPP and RCF strategies, because — as explained in section 2.2.1 — the output voltage
is directly controlled by the value of the switching function.
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For the flyback converter, the situation is more complicated due to the tight in-
teraction between the modulator and the internal operation of the converter. Usually,
the switch is turned on at the beginning of each carrier period to get enough time to
build up the flux and to transfer the hereby stored energy to the secondary side of the
transformer before the beginning of the next carrier period. Therefore, the use of RPP
modulation is very problematic in a flyback converter: it is difficult to assure that the
flux in the transformer core is reset to its initial value before the next turn-on pulse is
applied to the switch, if the leading edge of the on-pulse is delayed from the start of
the carrier period. In a similar manner, randomization of the carrier frequency, while
keeping the duty ratio constant, is problematic.

The difference between the use of random PWM in a VSC and a flyback converter
may also be illustrated by considering the switch peak currents in the two converters.
In the VSC, the peak currents are mainly determined by the load and to a much lower
extent by the ripple currents caused by the switchings. Therefore, the RCF technique
does not necessarily require re-selection of power devices provided that reasonable
(random) variations of the carrier frequency are used. For the flyback (and many other
dc/dc converters), the switch peak current relates linearly to the value of the carrier
period, provided that the transformer does not saturate. Therefore, the design and the
selection of all circuit elements strongly depend on the chosen statistics for T which
makes it mandatory to design the hardware and the modulator as a whole.

A good description of such design problems is included in the patent [52], which fo-
cuses on a single-switch forward converter modulated with a random carrier frequency.
As explained in this patent, the major problems of using RCF instead of a fixed carrier
frequency modulator include (a) magnetics (transformer and output choke) must be
oversized to avoid saturation and overheating, (b) the peak currents in all components
increase, and (c) a larger output filter is needed to meet ripple voltage specifications.

In total it may be stated that random modulation is well-suited for converter topolo-
gies where the pulse-width modulator can be designed more or less independently of
the power circuit. However, it should also be emphasized that the use of random PWM
requires careful considerations if there is a strong interaction between the modulator
and the intrinsic operating principles of the power circuit.

2.4.4 Random modulation methods selected for further study

The consensus of the discussions above is that the converter topology must be known
in advance before it makes any sense to investigate specific random PWM methods.
In agreement with the statements in Chapter 1, focus is put on the two well-known
topologies shown in Fig. 2.11. In contrary to e.g. flyback and forward converters, these
two converters comply well with the principles of random PWM which makes it possible
to investigate a variety of different random PWM schemes on the same topology.

It is evident that quite a large number of random modulators can be constructed by
combining the outlined principles in different ways. However, it is also clear that most
of them are of little practical importance, if any at all. For example, it is hard to find
good reasons to study the RCF technique using different carrier frequencies in each
leg of a three-phase converter cascaded with an RPP technique, unless this particular
combination has some unforeseen advantages. It may be argued that the potentials of
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Figure 2.11 The two converter topologies of primary interest is this thesis: (a) full-bridge
dc/dc converter and (b) full-bridge dc/ac voltage-source converter.

this particular technique are unknown until it has been investigated, but on the other
hand, much work still remains to be done for the less complicated techniques.

The criteria used for selection are that candidate modulators should be both (a)
structurally simple in order to ease the practical implementation and (b) preserve the
volt-second balance in each carrier period. These requirements rule out most of the
exotic methods, and using the terminologies of subsection 2.4.2, focus is therefore put on
the following unity-gain, single-random variable, time-invariant groups of modulators:

Fixed carrier frequency random PWM (FCF-RPWM)
Essentially, this group of methods consists of the random pulse position modu-
lators (RPP), but for the three-phase VSC other simple techniques may also be
devised, see further in Chapter 6. Apart from adhering to the two requirements
set up above, FCF-RPWM methods comply well with existing closed-loop control
concepts, because the carrier is constant; this makes these techniques attractive.

Random carrier frequency PWM (RCF-PWM)
Random variation of the carrier frequency is also a simple strategy and, fur-
thermore, RCF modulation is probably the most effective method for acoustic
annoyance reduction. The major disadvantage of the RCF principle relates to
closed-loop control, if the sampling instants of the controller are synchronized to
the randomized modulator.

Both these techniques have been studied in the literature, but still a number of impor-
tant characteristics are not yet completely characterized or described in an exhaustive
manner. Hence, in the remaining parts of the thesis, these modulators are analyzed
with respect to the output voltage spectrum, the current waveforms, and their com-
pliance with current sampling techniques. Also, aspects relating to closed-loop control
systems incorporating random PWM modulators are investigated.

2.5 Summary

Based on definitions of switching functions, duty ratios and space vectors, principles
for voltage control of three-phase voltage-source converters have been reviewed. In
particular, a flexible structure based on carrier-frequency modulation and zero-sequence
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voltage injection has proved useful for three-phase VSC’s. This framework is used as
a starting point for the analyses in the remaining parts of the thesis.

Next, the basic principles of random modulation were introduced and it was shown
how random modulation schemes can be categorized and combined in different ways
in order to construct new and sophisticated modulators. From a practical point of
view, however, only a few of the techniques are of any immediate relevance. It was also
briefly discussed that even the most simple techniques are not universality applicable,
i.e. care should always be exercised to assure that the internal operating principles of
a converter comply with the intended randomization strategy.

Finally, two classes of random PWM techniques, which are believed to be candidate
for practical applications, were selected for further analysis. Random PWM techniques
belonging to the first class all operate with a constant carrier frequency, i.e. in this case
the randomization relies (mainly) on random pulse-position modulation. The second
class of modulators randomizes the carrier frequency, but not the pulse position.
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[1] M. P. Kaźmierkowski and L. Malesani, “Guest Editorial. Special Section on PWM
Converter Current Control,” IEEE Trans. on Industrial Electronics, vol. 45, no.
5, pp. 689–690, Oct. 1998.
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Analysis of random PWM schemes





Chapter 3

Spectral analysis of random pulse trains

3.1 Introduction

Motivated by the fact that the frequency-domain properties of switching functions gen-
erated by random pulse-width modulation are completely different from those spectra
generated by deterministic PWM techniques, the main objective of this chapter is to
present a general spectral analysis for randomly modulated waveforms.

The presented spectral analysis is not tailored towards a specific random PWM
scheme, but rather a general theory encompassing all schemes of interest has been
developed. Details on how to apply the theory to specific random PWM schemes are
given in Chapters 4, 5, and 6.

Seen from an engineering point of view this thesis may appear to be somewhat the-
oretically focused due to the amount of mathematics involved in the spectral analyses.
However, to support the theoretical investigations, a high priority has been assigned
to experimental verifications of all developed analytical expressions for the frequency-
domain properties of random PWM schemes: based on measurements, it is possible
to compare the theory to real-world facts, which — again from an engineering point
of view — is a much more scientifically sound working methodology than sticking to
computer simulations only. (This does not imply that computer simulations have not
been used — many ideas were tested on a preliminary basis by running Matlab or
Saber1simulations before laboratory implementations and tests.)

It turns out, however, that due to the special spectral characteristics of random
PWM signals, the task of comparing theoretical results to measurements is not a trivial
task due to a number of pitfalls relating to digital signal processing. Hence, a second
objective of the chapter is to explain these problems and to present a methodology that
ensures a proper comparison of theoretical predictions to laboratory measurements.

1Saber is an advanced all-purpose simulator from Analogy based on a powerful model description
language named Mast. Among many other features, Saber includes a good time-domain numerical
solver and Saber gives the opportunity to link Mast models with object files generated from a C-
source file. This feature is very useful for off-line debugging in Saber of DSP source code, because the
used development software for the DSP supports the C programming language. In this way, the code
developed and debugged in Saber can be re-used in the DSP system with only minor modifications.
See also Appendix A.
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Chapter outline

The organization of this chapter is as follows: first general aspects of spectral analysis
are reviewed, including the proper theoretical framework to be used for the randomly
modulated signals of interest. Next, issues relating to the practical estimation of spec-
tral characteristics are discussed and sample measurements are shown to demonstrate
the fundamental problems and pitfalls.

Then, starting from a review of related work found in the scientific literature, a
detailed derivation of a set of formulas for the spectrum of a randomly modulated
pulse trains is then presented. A summary concludes this chapter.

3.2 Spectral analysis of random signals

The mathematical framework, on which the frequency-domain description of random
PWM pulse trains is based, is the theory of power spectral density analysis known
from stochastic processes. In order to familiarize the reader with these generalizations
of the well-known Fourier series theory, a number of extensions of the Fourier series
expansion may be applied in order to arrive at the definition of the power spectrum.

For an in-depth treatment of these topics, the reader is urged to study the classic
reference on random signals, namely [1] by Davenport and Root. Many other well-
written books do also exist, e.g. [2–5]. Also, the thesis [6] on random modulation
discusses quite similar topics. In a mathematical sense, the present presentation is less
stringent than the work of [6], i.e. a more heuristic approach is adopted in order to
focus on engineering aspects.

3.2.1 Fourier series expansion of periodic signals

As mentioned several times already, power electronic converters controlled in a de-
terministic manner generate periodic output voltage and current waveforms in steady
state. Such waveforms may be characterized by their Fourier series components by
which a signal x(t) with period T1 is resolved2 into individual frequency components
with different amplitudes and phase angles such that

x(t) =
∞∑

n = −∞
ane

j2πnf1t f1 =
1

T1

, (3.1)

where the n’th complex-valued Fourier coefficient an is

an =
1

T1

∫ T1

0

x(t)e−j2πnf1t dt. (3.2)

For the time-periodic functions treated here, the set of Fourier coefficients constitutes
an amplitude spectrum A(f) given by

A(f) =
∞∑

n = −∞
|an| δ(f − nf1), (3.3)

2See [1] for a mathematical discussion of the convergence conditions which x(t) must fulfil to
legitimate this series expansion.
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where δ(·) is the Dirac impulse function of the argument. This shows that the am-
plitude spectrum consists of impulsive components only, which implies that A(f) is a
discontinuous function of frequency. Another point of importance is the physical units
associated with x(t) and its spectrum of amplitudes, A(f): if x(t) is a voltage measured
in volts, then the impulse parts of A(f) do also have units of volts.

3.2.2 Power spectral density for periodic signals

The next step concerns the introduction of the power spectral density (PSD) for peri-
odic signals. Formally, the PSD of a periodic signal x(t) is defined by

S(f) =
∞∑

n = −∞
|an|2 δ(f − nf1), (3.4)

which is closely related to Parseval’s theorem [1]. This theorem states that the time
average of the energy in a signal (i.e. its power) equals the sum of powers related to
each frequency component. The use of the phrase “power” may be justified by the fact
that S(f) expresses the frequency distribution of the real power dissipated in a 1 Ω
resistor when a voltage x(t) is applied to it; in this case the impulsive parts of S(f)
have units of volts squared, i.e. volt2.

To recapitulate, (3.4) defining the PSD gives the distribution in frequency of the
power of a periodic signal, but the PSD does not retain the phase information of the
Fourier coefficients.

3.2.3 Time autocorrelation function for periodic signals

To pave the way for the treatment of random pulse trains, the important ideas of time
autocorrelation function R(τ) and its relationship to the power spectral density S(f)
are introduced. Formally, the following identities apply

S(f) =

∫ ∞

−∞
R(τ)e−j2πfτ dτ (3.5)

for the forward transformation; the inverse transformation is defined by

R(τ) =

∫ ∞

−∞
S(f)ej2πfτ df. (3.6)

S(f) and R(τ) are said to form a Fourier transform pair.
For convenience, the Fourier transformation of a signal x(t) is often written as

F(x(t)) or simply X(f) in accordance with the formal definition

X(f) = F(x(t)) =

∫ ∞

−∞
x(t)e−j2πft dt. (3.7)

Details of the existence of the transformation may be found in [1].
Returning to the definition of the PSD, it is clear that (3.5) does not resemble the

definition introduced in (3.4). It may, however, be shown that for periodic signals (3.4)
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Figure 3.1 (a) Non-periodic signal and its autocorrelation function and (b) power spectral
density for the same signal.

is a special case of (3.5). The proof relies on the definition of the time autocorrelation
function for an arbitrary signal x(t) (which needs not be periodic):

R(τ) = lim
T0→∞

1

2T0

∫ T0

−T0

x(t)x(t− τ) dτ, (3.8)

which is a function of the time lag, τ. For a periodic function with the Fourier series
expansion (3.1), it may be shown that the time autocorrelation function is

R(τ) =
∞∑

n=−∞
|an|2 e−j2πnf1τ . (3.9)

By inserting this result into the definition (3.5) of the power spectral density, it may
readily be verified that (3.4) is a special case of (3.5).

3.2.4 Power spectral density for non-periodic signals

The examples treated so far have all considered periodic signals, but the definition (3.5)
of the PSD may also be applied for functions that do not repeat themselves after T
seconds. As an example, the pulse shown in Fig. 3.1(a) and defined by

x(t) =

{
A, for |t| < 1

2
T,

0, otherwise,
(3.10)

may be considered. By inserting x(t) into (3.8), the following expression for the time
autocorrelation results:

R(τ) =

{
1
2
A2
(
1− |τ |

T

)
, for |τ | < T,

0, otherwise.
(3.11)

The result is shown in Fig. 3.1 together with the power spectral density obtained
by Fourier transformation of R(τ) according to (3.5), i.e.

S(f) = 1
2
A2

∫ T

−T

(
1− |τ |

T

)
e−2πfτ dτ = 1

2
TA2 sin

2(πfT )

(πfT )2
. (3.12)
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It is important to note the units involved. Again, if x(t) is a voltage waveform, then
it follows from (3.12) that S(f), the power spectral density, has units of volt2·sec or,
equivalently, volt2/Hz. This spectral unit justifies the use of “density,” because S(f)
expresses the power as a continuous function of frequency. For periodic functions,
the impulses in S(f) correspond to infinite density making the PSD a discontinuous
function of frequency. Hence, for periodic signals the meaning of “density” should be
understood as a limiting property rather than a literal property as for non-periodic
signals.

It turns out that many of the signals of interest in this thesis have a spectrum with
both an impulsive and a density part, i.e. a non-empty set of frequencies exists in
which the pure density parts (volt2/Hz) vanish due to time-periodic components in the
signal at hand.

3.2.5 Power spectral density for random signals

At this point, it should be recalled that the whole purpose of random modulation is to
suppress the otherwise periodic components in the PWM switching functions, except
for the fundamental component. Based on the brief review of spectral analysis given
above, it must be expected that the spectra of randomly modulated pulse trains mainly
consists of density parts, and to a much lower extent of harmonics. However, it is not
straightforward to apply the formulas (3.5) and (3.8) to find the time autocorrelation
function and the PSD, respectively, because the signal x(t) cannot be described in a
deterministic manner when random PWM is involved. Now, x(t) is partially dependent
on the outcome of random experiment (the random number generator introduced in
section 2.4), which can be described on a probabilistic level only.

For random waveforms (including those of interest here) the proper mathematical
framework originates from the theory of stochastic processes. Specifically, for so-called
wide-sense stationary (WSS) random processes, the definition of the PSD is almost
identical to the previous definition (3.5), apart from one important detail explained
below [1]:

S(f) =

∫ ∞

−∞
R(τ)e−j2πfτ dτ. (3.13)

The difference is the autocorrelation function, which now is labeled R(τ) instead of
R(τ) in order to emphasize that R(τ) is an average taken over the whole ensemble of
realizations. Accordingly, the statistical autocorrelation function for a WSS process is
defined as

R(τ) = lim
T0→∞

1

2T0

∫ T0

−T0

E
{
x(t)x(t− τ)

}
dt, (3.14)

where E{·} is the statistical expectation3 of the argument. Note that for a deterministic
signal, where the ensemble only consists of a single realization, (3.14) collapses to (3.8)
making the two definitions consistent.

3Again, reference should be made to a textbook such as [1–5] for details on statistical concepts like
WSS processes, ensembles, statistical expectation, autocorrelation functions, etc.
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Detailed information on how to calculate the autocorrelation function and the PSD
for a variety of signals of interest in power converters controlled by random PWM
methods follows in section 3.4, and in later chapters.

3.3 Measurement of power spectral density

As stated in the introduction to this chapter, experimental verifications of the developed
spectral theory form an important part of the work. The used laboratory facilities are
described in Appendix A, but for the current discussion, it is sufficient to know that
a dynamic signal analyzer (DSA) is used to measure the PSD for e.g. the output
voltage in a three-phase converter. Unfortunately, the digital signal processing carried
out by the DSA is imperfect implying that only an estimate of the true PSD can
be obtained. The limitation on the accuracy by which a PSD can be measured is not
caused by the use of a poor-performing instrument4, but rather the accuracy is bounded
by fundamental theorems in digital signal processing theory.

The problem gets more pronounced for PSD measurements of random PWM wave-
forms both having a pure density part (volt2/Hz) and a harmonic (volt2) part. Random
PWM schemes that give rise to such mixed spectra are often encountered in the lit-
erature (e.g. [6, 7]), but so far very little attention has been paid to the fundamental
difficulties in comparing calculated and measured PSD, and, hence, only rudimentary
agreements between theoretical predictions and measurements can be observed in many
scientific publications. The only exception is [8] which takes the characteristics of a
spectrum analyzer into account in order to compare theory with measurements.

In the opinion of the author, this lack of a proper verifications combined with a
critical evaluation of the results is a serious flaw which has led to hasty conclusions. For
example, using measurements and rudimentary simulations [9] claims to have invented a
random PWM strategy that provides “optimal spectrum performance” — a conclusion
which impossibly can be drawn from the perfunctory presentation in [9].

A plausible cause for the lack of attention paid to the verification problem may be
the fact that in most power electronic systems, the continuous part of the PSD is often
considered to form an unwanted distortion that mainly complicates the measurement
of periodic signal components. With a few exceptions, such as [10] which includes
correctly scaled measurements of the current spectra produced by a hysteresis current
controller, the existence of mixed spectra is rarely acknowledged or commented.

Thus, the purposes of this section are to outline the causes to possible disagreements
between measured and calculated spectra and to present a procedure that solves the
difficulties. Examples of measurements demonstrating the problems are also provided.

3.3.1 Numerical estimation of the power spectral density

Numerous numerical methods exist for estimating the PSD of a WSS random pro-
cess. Nevertheless, the prevailing non-parametric method still seems to be a scheme
developed by Welch back in 1967 [11]. Despite more recent developments of other non-
parametric estimators, such as multi-taper and eigenvector methods, the classic Welch

4Actually, the DSA used in all measurements is a sophisticated instrument from a reputable vendor
of high-quality instruments. See Appendix A for more information.
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Figure 3.2 Principles of the Welch PSD estimator: (lower trace) original time record, (middle
trace) division into K overlapping segments besides the window function, and (top trace) the
modified time-domain segments used to calculated the periodograms.

method is the work horse of general-purpose signal analyzers, including the DSA used
here. These, and other modern PSD estimators, are also available in the Matlab
Signal Processing Toolbox [12].

The idea of Welch’s so-called averaged periodogram method originating from [11] is
to estimate the PSD directly without an intermediate estimate of the autocorrelation
function as dictated by the definition in (3.13). This direct approach is based on the
Wiener-Khintchine theorem, which states that for a wide-sense stationary process x(t),
the PSD may be determined by

S(f) = lim
T0→∞

E

{
1

2T0

|X2T0(f)|2
}

, (3.15)

where X2T0(f) is the Fourier transformation of the truncated version of x(t) in the
interval −T0 < t < T0. It may be proved that (3.15) is consistent with the earlier
definition (3.13) using the autocorrelation function [4].

Welch’s modified periodogram

In measurements, it is impossible to apply (3.15) directly because of two facts: (a) only
a finite time record T0 < ∞ is available and (b) only one realization of the ensemble is
accessible, i.e. the expectation operation becomes impossible.

Despite these two problems, Welch showed how a good estimate Ŝ(f) of the true
spectrum S(f) can be obtained from a finite measurement record. First, a batch of N
equidistant samples of the signal is taken. Next, the record is divided into K segments
xk(t) each of length L. These K segments may overlap each other as illustrated in
Fig. 3.2. Then all segments are multiplied by a chosen window function w(t), and
all the modified time segments are Fourier transformed individually. In this way, a
set of K so-called modified periodograms P̃k(f) for k = 1, 2, · · · , K may be obtained.
Finally, the estimate of the spectrum is calculated as Ŝ(f) = 1

K

∑
P̃k(f). Note that in

a sense the averaging of the periodograms plays the role of the statistical expectation
in (3.15). A detailed treatment of Welch’s method and other closely related methods
may be found in [13] and in many other textbooks on digital signal processing.
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3.3.2 Limitations of digital signal processing techniques

The discussion so far of spectral estimation has assumed that the periodograms P̃k(f)
can be calculated accurately. However, as the calculation must be based on sampled
data only, the continuous Fourier transform defined in (3.7) cannot be applied and,
hence, the discrete Fourier transform (DFT) must be used instead. Despite the huge
advantages of using digital signal processing techniques (including the DFT), the use
of digital techniques is tightly connected to phenomena that easily can distort meas-
urements of e.g. spectra. Hence, if proper precautions are not taken during the inter-
pretation of the obtained results, wrong conclusions may easily be drawn.

Detailed discussions of these topics may be found in e.g. [13], and also an engineering
treatment of the limitations of the DFT is given in [14]. In these references, it is
elucidated how the phenomena listed below influence the accuracy of the estimated
spectrum:

Picket fence
The number of analysis frequencies (or “lines”) is limited to about 0.4 times
the record length N . The separation of two adjacent lines is determined as
∆f = fs/N, where fs is the sampling frequency of the analog-to-digital converter
in the DSA. If a periodic component in the signal does not coincide with an
analysis line, both an amplitude and a frequency error occur.

Windowing
Due to a finite record length, the signal is effectively multiplied by a finite window
in the time-domain. This is equivalent to a convolution in the frequency domain,
which gives rise to spectral leakage, i.e. power from one frequency line leaks into
the adjacent lines. The effects of windowing are especially troublesome if the
signal has a discrete as well as a continuous part or if the analysis bandwidth is
large compared to the distance between individual signal components.

Aliasing
Any frequency component in the signal to be sampled that exceeds half the
sampling rate will cause aliased components below the Nyquist frequency. Using
a commercial DSA aliasing is of little concern due to built-in analogue low-pass
filters that guarantee sufficient attenuation of those frequencies that can cause
aliasing. It must be stressed, however, that in computer simulations one has to be
acutely aware of aliasing, if the input to the DFT-routine is taken from samples
of a non-bandwidth limited signal, such as an ideal two-state switching function.

A much more in-depth discussion of these topics may be found in the classic paper [15]
by Harris, which gives an excellent presentation of how to use windows in conjunction
with the DFT.

Filter and DFT analogy

It is shown below how the computation of the estimated PSD in a DSAmay be executed.
To facilitate this presentation, an analogy between filter analysis and the DFT is used
as a starting point, see [16] for further details.
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Figure 3.3 Estimation of the total power in the vicinity of the frequency line fn. (a) func-
tional overview and (b) illustration of the total power transmitted through the window (a
Hanning window is used).

The output from the DFT at a certain frequency fn = n∆f , where n = 0, 2, · · · , N
2

and ∆f = fs/N is the separation between two adjacent analysis lines, may be visualized
as shown in Fig. 3.3. The true S(f) is filtered by the transformed window function
squared, |W (f)|2, shifted to have center at the fn line, and the detector measures
the total power transmitted through the filter, P̂ (fn). For an arbitrary frequency fn,
Fig. 3.3(b) illustrates this principle. It is important to note that the total power around
fn is estimated, and not the power spectral density exactly at f = fn. Also, the value
of P̂ (fn) depends strongly on the applied window function. A simple measure of W (f)
is the −3 dB bandwidth, which gives an estimate of the obtainable resolution.

In mathematical terms the outlined process to find the total power P̂ (fn) transmit-
ted through the filter (or window) centered at fn may be determined by means of the
convolution integral:

P̂ (fn) = S(fn) , |W (fn)|2 =
∫ ∞

−∞
S(f) |W (f − fn)|2 df. (3.16)

In order to estimate the power density Ŝ(fn) based on the total power estimated by
(3.16), it is necessary to normalize Ŝ(fn) by the effective noise bandwidth fnbw of the
window [16]. The effective noise bandwidth is defined as the width of an ideal filter
that would transmit the same power from a white-noise source, i.e. a source that emits
the same power at all frequencies. Hence,

Ŝ(fn) =
1

fnbw
P̂ (fn). (3.17)

For a rectangular window fnbw equals ∆f, and for the classic Hanning window, fnbw =
1.5∆f. In this way the power P̂ (fn) measured in volt2 is converted into an equivalent
density Ŝ(fn) having units of volt2/Hz. Furthermore, under idealized conditions Ŝ(fn)
is independent of fnbw.

The dilemma of spectral units

For the random part of a signal, which causes a continuous density spectrum, the
normalization in (3.17) by the noise bandwidth gives the correct density in volt2/Hz
as dictated by the theory. To emphasize that the spectrum is a continuous function of
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frequency, the subscript c may be used as in Sc(f). In a similar manner, Sh(f) is used
for the harmonic part of the spectrum which is caused by all time-periodic components
in the underlying signal. The components in Sh(f) exist at localized frequencies only,
and, as shown in section 3.2.2, the proper spectral unit for harmonics is volt2.

For convenience, a signal having both continuous and discrete parts may be regarded
as the summation S(f) � Sc(f) + Sh(f). Although physically incorrect due to the
different units involved in the summation, this informal representation may still be
useful to illustrate the dilemma of spectral units: should proper density or proper
power be measured? The core of the dilemma is that it is impossible to estimate both
Sc(f) and Sh(f) simultaneously: if the normalization in (3.17) is used, a good estimate
of Sc(f) is usually obtained, but near those frequency components related to Sh(f),
the value of Ŝ(fn) has got nothing to do with the true value (in volt2) of Sh(f).

To measure the correct value of the power carried by a discrete frequency compo-
nent, the following procedure should be used: the scaling of the detected total power
P̂ (f) transmitted through the window centered at fn should be chosen so that the
highest frequency line5 is equal to the power carried by the periodic component in the
signal [16]. This type of scaling can be obtained by requiring that W (0) = 1, i.e. the
Fourier transformation of the applied window function should be unity at f = 0 Hz.
Using the W (0) = 1 scaling implies that the correct volt2 value is obtained for all har-
monic components provided that the individual lines in Sh(f) are sufficiently spaced.
When this kind of scaling is used the density part of the spectrum will, however, not
be scaled properly.

The two different normalizations are abbreviated as PSD and PWR, respectively.
The PSD is the density type of scaling giving the correct volt2/Hz value for the con-
tinuous part Sc(f) of the spectrum. The PWR notation is used to indicate the proper
power (volt2) scaling useful for the harmonic spectrum, Sh(f).

Summary

To recapitulate the main conclusions concerning the problem of estimating the spectral
properties of signals, the following points should be kept in mind:

1. Concerning the continuous part Sc(f), the output from the power detector shown
in Fig. 3.2 at some line fn collects the total power of S(f) in the neighbourhood of
fn, including the power related to any harmonic (discrete) components in Sh(f).
If Sc(f) is constant in a local sense around fn and Sh(f) vanishes, then the esti-
mated density Ŝ(fn) =

1
fnbw

P̂ (fn) is accurate. Otherwise, errors are introduced.

2. If S(f) has a continuous part (volt2/Hz) and also a harmonic part (volt2), the
power related to the harmonics may be completely masked, if the power carried
by the continuous part of S(f) in the |f − fn| < fnbw range is comparable to the
strength of the harmonic(s) in the neighbourhood of fn.

5Here, it should be recalled that even if the signal to be estimated only consists of a single sinusoidal,
the estimated spectrum will have several frequency lines due to the spectral leakage effect. Therefore,
the scaling should be selected so that the highest line coincides with the power of the underlying
sinusoidal.
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3. If the noise bandwidth fnbw of the power transmission characteristic of the window
given by |W (f)|2 is comparable with the local deviations of S(f) around some
frequency fn, the result is a severe distortion of the estimated Ŝ(fn). For example,
for the Hanning window fnbw = 1.5∆f [14], i.e. if S(f) changes significantly for
frequency perturbation of 1.5∆f , the envelope curve of the estimate of S(f) may
be incorrect.

Keeping these points in mind, it is perceived that direct comparison of the analytically
calculated spectrum, S(f), with the measured (or estimated by processing of simulation
results) spectrum is, in fact, not always feasible. In particular, the fundamental problem
of proper selection of units and scale is an issue of great practical concern when the
spectrum to be estimated is a mixture of density and harmonics.

3.3.3 Examples of spectral measurements

To exemplify the difficulties, a number of measurements have been conducted using the
same DSA which is used in all subsequent experiments. The input signal to the DSA
is a switching function generated by one of the random PWM schemes discussed in
Chapter 5 having both a continuous density part besides discrete harmonics clustered
around 12 kHz and 24 kHz; the side lobes are spaced 40 Hz apart from each other,
which is the same as the fundamental frequency used in the modulator. The same
time-domain signal was analyzed using different DSA settings. In all measurements, a
Hanning window is applied while the following settings were varied:

The spacing ∆f between two adjacent analysis frequencies
As explained, the value ∆f heavily influences the noise bandwidth of the analyzer
making it possible to examine the effect of fnbw on the measurements of both pure
density and harmonics. ∆f = {1, 8, 32, 64} Hz was used.

The spectral unit
The effects of using either volt2/Hz scaling (PSD) or volt2 scaling (PWR) are
demonstrated. As explained above, the chosen scaling determines whether correct
density or correct harmonics can be measured.

The recorded results shown in Fig. 3.4 cover the dc to 25 kHz frequency range whereas
the results in Fig. 3.5 show details of the measurements around 12 kHz. All plots are
given in dB6, where the reference is 1 volt2/Hz for PSD scaling and 1 volt2 for PWR
scaling. At a first glance, the plots in Fig. 3.4 look similar to each other, but a closer
look reveals a number of differences to be commented below. Furthermore, from the
six plots, it is not straightforward to spot the plot which is the most accurate estimate
of the true spectrum.

The first thing to notice is that for the PSD scaling (left column in Fig. 3.4), the
major part of the spectrum has the same magnitude irrespective of the resolution ∆f.

6Referring to the comments on page 50, another common “trick” in many publications on random
PWM is to use a linear scale for the presentation of measured spectra, see [9, 17–19], among others.
A linear scaling is, however, useless for evaluation of random PWM spectra due to widely different
orders of magnitudes involved.
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Figure 3.4 Base-band (0–25 kHz) estimations of the spectra for the same signal measured
using different settings of the DSA. The resolution ∆f is varied as shown in the plots. (Left
column) PSD scaling (correct density) and (right column) PWR scaling (correct power).
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Figure 3.5 Zoom of the measurement results around 12 kHz for the same signal as in Fig. 3.4.
The resolution ∆f is varied as shown in the plots. (Left column) PSD scaling (correct density)
and (right column) PWR scaling (correct power).
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This indicates that the true spectrum has a significant density part. However, around
12 kHz and 24 kHz, the amplitudes of the readings depend strongly on the ∆f value,
when PSD scaling is used. Also, the envelope curve around those frequencies changes
dramatically from Fig. 3.4(a) to Fig. 3.4(e). These facts suggest that the true spectrum
has harmonic components clustered around 12 kHz and 24 kHz, but if only a single
measurement (e.g. Fig. 3.4(a)) of the spectrum were made, it would be difficult to
imagine that the true spectrum has harmonics around 12 kHz and not just a local
peak of density. Another subtle pitfall relates to the correct interpretation of the
measurements shown in Fig. 3.4(e). Here, the harmonics peak up and it would be very
tempting to determine their strength by the displayed values (see Fig. 3.5(c) for a zoom
around 12 kHz). However, this is a faulty conclusion to draw; the power of harmonics
cannot be determined directly from a spectrum scaled in density units.

Using the PWR scaling, the plots in the right column in Fig. 3.4 show that the
peaks around 12 kHz and 24 kHz remain almost constant as the resolution ∆f is
varied, but the remaining part of the spectrum translates vertically for a change in ∆f .
This suggests that the signal has periodic components buried in an otherwise random
signal. However, the density cannot be determined directly using PWR units.

Returning to the question: which plot is the most accurate estimate of the true
spectrum, the short answer is that none of the plots are accurate in the whole examined
frequency range. The more exhaustive and physically meaningful answer is to combine
the results of a PSD measurement with the results of a PWR measurement. To put
it differently, any of the results shown for PSD scaling (the left column) are accurate
estimates of the density part of the true spectrum, except near those discrete frequencies
that can be determined from the PWR results. For those frequencies, the (normalized)
power carried by each component must be determined from the right column in Fig. 3.4.

Fig. 3.5 on page 57 shows details of the measured spectra around 12 kHz. When
the resolution ∆f = 32 Hz is used, the harmonics are completely masked as shown in
Fig. 3.5(a) and (b). This is due to both picket fence and leakage. Otherwise, the plots
confirm the comments given above; the density part can only be measured correctly
using the PSD scaling and for the harmonics, it is mandatory to used PWR scaling
and a small value for ∆f . Note also that even if a narrow frequency resolution is
used, the results in Fig. 3.5(e) and (f) for ∆f = 1 Hz clearly show that smooth and
detailed curves are no guarantee for accuracy; results obtained by digital techniques
must always be interpreted carefully in order to separate density and harmonics.

3.3.4 Methodology to ensure a fair comparison

Since many of the spectra of importance in random PWM have mixed spectral charac-
teristics, it is impossible to estimate both density and harmonics simultaneously. This
makes a comparison between theory and measurements somewhat cumbersome: in or-
der to investigate the correctness of a certain spectral analysis, the calculations have to
be compared to both a PSD-scaled measurement and to a PWR-scaled measurement.
Furthermore, the frequencies having the harmonics must be known explicitly aforehand
or they must be determined by comparing different measurements using different res-
olutions. Indeed, this procedure could be followed, but it would make the verification
more time-consuming and less elegant than the alternative suggested below.
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Methodology

Based on the filter analogy discussed in section 3.3.2, the suggested procedure to ensure
a fair comparison of analytical and estimated PSD’s is as follows:

1. By using the analytical expressions which should be verified, evaluate the con-
tinuous part, Sc(f), and the harmonic part, Sh(f), of the predicted spectrum in
the frequency range of interest.

2. Calculate the convolutions (3.16) at the frequency lines n∆f that the DSA uses
internally; normalize this result by means of (3.17) to get the equivalent density
spectrum denoted as S̃(f).

3. Measure the spectral estimate by the DSA using PSD scaling and the same set-
tings for the window and for the frequency resolution as used in step 2.

4. Compare the results of step 2 directly to the measurements obtained in step 3.

The first step should, of course, always be completed, but by adding the second step,
a much more refined comparison becomes possible, because now “errors” similar to
those of the DSA are injected into the analytical calculations. In this way otherwise
conceptually incomparable quantities become comparable; the only additional task is
the convolution integral discussed in greater details below.

Evaluation of the convolution integral

Some care should be exercised regarding the evaluation of the convolution integral
(3.16) when the harmonic part Sh(f) is non-zero at a set of known frequencies {fh}.
In this case, the discrete power spectrum Sh(f) may be written as

Sh(f) =
∑
h

s2h δ(f − fh), (3.18)

where s2h is the power associated with a particular frequency fh. By means of (3.16),
the total power detected by the DSA at some frequency line fn then becomes

P (fn) =

∫ ∞

−∞

(
Sc(f) + Sh(f)

)
|W (f − fn)|2 df

=

∫ ∞

−∞

(
Sc(f) +

∑
h

s2h δ(f − fh)
)
|W (f − fn)|2 df.

(3.19)

Now, it should be recalled that for an arbitrary function g(f), integration with a delta
function effectively samples the integral at the singularity:

∫ +∞
−∞ g(f)δ(f−f ′) df = g(f ′).

Hence, (3.19) reduces to

P (fn) =
∑
h

s2h |W (fh − fn)|2 +
∫ ∞

−∞
Sc(f) |W (f − fn)|2 df. (3.20)

The total power calculated in this way may now be divided by the noise bandwidth
in order to get a calculated density equivalent to the density estimated by the DSA.
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The procedure implies knowledge of the DSA window function and the spacing be-
tween adjacent analysis lines, but this information is always available: on DSA’s the
window function is user-selectable, and the line spacing is normally shown on-screen
as well. This information makes it possible to evaluate (3.20) using a simple numerical
approximation routine.

The justification of the outlined methodology will become clear from the results
reported in later chapters. Also, this procedure was used in [20], reappearing in a
slightly edited version in [21].

3.4 Derivation of a general formula for the power

spectrum in random PWM

In this section, key equations for the power spectral density of randomly modulated
pulse trains are derived. The analysis is generalized in the sense that no particular
random PWM scheme is considered, but rather a broad class of important schemes
may be treated as special cases of the analysis in this section.

Before the details of the derivations are given, the scope of the analysis is stated in
more precise terms based on the requirements set up in Chapter 2. Also, a review of
the relevant literature dealing with similar theoretical topics is provided.

3.4.1 Preliminaries

The upcoming spectral theory should as a minimum encompass the different random-
ization classes selected in Chapter 2 for further study. This includes random carrier
frequency (RCF) PWM and, on the other hand, fixed carrier frequency random PWM
(FCF-RPWM) techniques. The latter class may initially be regarded as variants of
random pulse-position (RPP) modulation, although other approaches belonging to this
class are treated in Chapter 6 also. Furthermore, the theory must comply with both
three-phase dc/ac converters and full-bridge dc/dc converters, which, in turn, may be
treated as a special case of dc/ac schemes.

A key property of modulators for dc/ac converters is that the duty ratio d changes
value from one carrier period to the next in order to track an oscillating reference
waveform. This waveform consists of a fundamental component and, as discussed in
Chapter 2, harmonic components may also be present. For all random PWM strategies
considered in details in this thesis, d varies periodically in a deterministic manner to
assure full control of the fundamental voltage component. On this background, the
scope of the remaining part of this chapter may be formulated as:

Given the time variations of the duty ratio d, derive a general analytical
formula for the power spectral density for the corresponding pulse train
that may be randomized both with respect to pulse position and duration
of the carrier period, provided all probability density functions are known.

The mentioned pulse train may initially be interpreted as the switching function for
one leg of a three-phase converter, e.g. the qa variable shown in Fig. 3.6. However,
the developed spectral theory has also proved to be useful for analysis of the PSD for
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Figure 3.6 Three-phase VSC controlled by switching functions qa, qb, and qc. (a) Circuit
diagram and (b) examples of switching function qa for random pulse-position and random
carrier frequency modulation.

the line-to-line voltage and the phase-to-neutral voltage of a symmetrical load. This
suggests that the term “pulse train” may have a broader interpretation than simply an
array of rectangular pulses. More details may be found in Chapters 4–6.

The probability density functions mentioned above relate to the probability by
which a certain randomization parameter is selected. Again, details are postponed
until Chapter 5, but as a simple example, the random lead-lag technique mentioned in
Chapter 2 may be considered: if leading and lagging pulse positions shall occur the same
number of times, then the probability density functions for leading- and lagging-edge
modulation should be p(lead) = p(lag) = 0.5, respectively. A mathematical treatment
of the definitions and theorems related to such functions may be found in any textbook
on probability theory, for example [1–5].

3.4.2 Related previous work

Many publications have examined variants of the RCF and the RPP techniques ex-
perimentally, but, as reviewed below, the literature dealing with theoretical analysis of
frequency-domain properties is limited, especially for the dc/ac case, where the varia-
tions in the duty ratios must be taken into account.

Random carrier frequency PWM

One of the first publications on the subject is [22] by Boys, where an approximate
analysis was outlined. The reported results show that the method gives satisfactory
results if the carrier frequency ratio fulfills fmax/fmin < 1.2. In practice this ratio
must be larger in order to get a sufficient spreading of the spectral power. Realistic
fmax/fmin ratios imply, unfortunately, that some of the assumptions taken in [22] are
heavily violated, which leads to a large deviation between calculated and measured
voltage spectra in cases of practical importance.

Another early source of information on random PWM in power electronics is [6] by
Stanković. In this thesis, a principle for the analysis of the PSD for dc/ac converters
with random carrier frequency PWM is outlined. Unfortunately, only a rudimentary
treatment of the RCF method is presented making it difficult to evaluate the general
applicability of the method, and the obtainable accuracy in particular. Also, no sup-
porting measurements are included. Having stated that, it must also be emphasized
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that the theoretical work of [6] has had a great impact on much of the spectral theory
developed and presented in this thesis, including this chapter. There is no doubt that
the investigations in [6] and the companion papers [23–27] have led to a well-established
framework for the analysis of random PWM schemes.

The work of [28, 29] by Kirlin et al. is commented next. In these references, an
approximate analysis of the power spectral density of the switching functions is pro-
vided based on an expansion of composite trigonometric functions by means of Bessel
functions. The method may be promising, but unfortunately, the analysis is tailored
towards purely sinusoidal modulators, making treatment of zero-sequence injection
techniques very hard, if possible at all. Also, no decisive experimental work is included.

The analysis in [28, 29] has been revised in [30]. Here, it has been demonstrated that
an exact analysis of the continuous density part generated by dc/ac RCF modulation
is extremely complicated — even in case of a purely sinusoidal variation of the duty
ratios. The difficulties originate from the fact that consecutive duty ratios are highly
correlated in dc/ac converters.

Random pulse-position PWM

The literature dealing with spectral analysis of random pulse-position schemes for dc/ac
conversion is very sparse. The publications may conveniently be categorized in two
groups sorted by the authors who, furthermore, coincide with the researchers who have
investigated RCF modulation.

The publications [6, 24, 26] originating from Stanković et al. partially deals with
theoretical aspects of the RPP scheme for dc/ac converters. An analytic formula for
the PSD is derived by extending earlier research in communication theory conducted by
Middleton [31]. The theory is verified by an example being of academic interest only;
no examples for cases of practical relevance are reported. The principles presented
in [6] to calculate the spectral characteristics have, however, been applied successfully
in Chapter 6, which validates much of the work of [6].

The other main source of information on RPP modulation is the work of Kirlin et
al. reported in [7, 32, 33]. Here, an alternative spectral analysis is presented based on
generalizations of a theorem in [34], which describes the spectral properties of binary
signals. The theory is partially verified by laboratory measurements for the lead-lag
random pulse position, but as shown in Chapter 6 this particular variant of RPP
modulation is, unfortunately, inferior to other RPP schemes.

Discussion

When the work in the cited publications is compared to the work reported in this thesis,
overlaps are, of course, found. However, in the opinion of the author, many details that
need careful attention have not yet been investigated in an exhaustive manner without
sacrificing either the generality of the theory at hand or the experimental validation of
theoretical expressions.

The remaining part of this chapter seeks to establish a general theoretical framework
that includes all random PWM schemes of interest. Detailed examples of how to apply
this general spectral theory follow in later chapters, including verifications of all analytic
results by laboratory measurements.
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Figure 3.7 Parameterization of a pulse train consisting of an infinity of identical blocks
which each are subdivided into M sampling intervals.

3.4.3 Outline of the spectral analysis methodology

The method used below for spectral analysis of random PWM schemes is based on work
of [6], which, in turn, adopts a method originating from [31]. The derivation relies on
the following three main steps:

1. The studied pulse train is parameterized. The pulse train is a continuous function
of time, and in its simplest form it is identical to the switching function used to
control a switch in e.g. a three-phase converter.

2. The autocorrelation function for one member of the ensemble of possible pulse
trains is set up based on the parametric description obtained in step 1.

3. The expectation of the autocorrelation function is found. Then by using the
fact that this function and the power spectral density function form a Fourier
transformation pair, a general expression for the latter is formulated.

By comparing this procedure with the earlier definition (3.13) of the PSD on page 49,
it may be seen that the derivations are very similar to the formal definition.

3.4.4 Parametric representation of the pulse train

The sequence of pulses that is analyzed is shown in Fig. 3.7. First, a truncated ensemble
member u

(j)
N (t) is created by concatenation of (2N+1) blocks, where each block consists

of M cycles of the carrier. As shown in Fig. 3.7, the start of the m’th carrier period
in the n’th block is labeled tn,m. The pulse position within the (n,m)’th interval is
determined by the delay ∆n,m with respect to tn,m. The pulse width is denoted δn,m.

Using these definitions, the truncated waveform may be expressed as the double
summation

u
(j)
N (t) =

N∑
n = −N

M∑
m = 1

u(t− (tn,m +∆n,m); δn,m), (3.21)

where the sampling pulse7 u(t − t′; δn,m) shown in Fig. 3.7 is zero outside the interval
0 ≤ t− t′ ≤ δn,m.

7Here, it should be emphasized that the theory does not require the sampling pulse to be rectan-
gular, although this particular waveform is used for the illustration in Fig. 3.7.



64 Chapter 3. Spectral analysis of random pulse trains

In some of the subsequent derivations, the pulse width δn,m and the delay ∆n,m are
rewritten in terms of the related duty ratio, i.e.

δn,m = dn,mTn,m (3.22)

for the pulse width; the delay of the pulse within the carrier cycle Tn,m becomes

∆n,m = αn,mTn,m. (3.23)

As an example of the normalized delay, αn,m = 1
2
(1 − dn,m) should be used, if center-

alignment of the pulses within the carrier period Tn,m is required.
It should also be noted that for RCF the duty ratio dn,m is a random variable,

because it is a function of the sampling time, which strongly depends on tn,m. However,
to simplify the derivations, it is assumed that all duty ratios are known a priori, i.e.
to each carrier period Tn,m an average duty ratio dn,m is assigned. These average duty
ratios are precalculated on an equidistant time grid sampled at T seconds apart, where
T = E{T} is the average duration of the (possibly random) carrier period. Further
comments on this approach may be found in section 5.4 starting on page 122.

3.4.5 The autocorrelation function

Using the expression for the pulse train (3.21), the autocorrelation function R(j)(τ) is
found by (3.14) on some j’th member of the ensemble as the number of blocks N goes
to infinity8:

R(j)(τ) = lim
T0→∞

1

2T0

∫ +T0

−T0

u
(j)
N (t)u

(j)
N (t− τ) dt

= lim
N→∞

1

(2N + 1)MT

∫ +∞

−∞

N∑
n = −N

M∑
m = 1

u(t− (tn,m +∆n,m); δn,m)

×
N∑

ñ = −N

M∑
m̃ = 1

u(t− (tñ,m̃ +∆ñ,m̃ + τ); δñ,m̃) dt.

(3.24)

The sampling pulses occurring in (3.24) may be expressed in terms of their inverse
Fourier transformations

u(t− (tn,m +∆n,m); δn,m) =

∫ +∞

−∞
U(f1; δn,m)e

−jω1(tn,m+∆n,m)ejω1t df1, (3.25)

u(t− (tñ,m̃ +∆ñ,m̃ + τ); δñ,m̃) =

∫ +∞

−∞
U(f2; δñ,m̃)e

−jω2(tñ,m̃+∆ñ,m̃+τ)ejω2t df2, (3.26)

where f1 and f2 are dummy integration variables over the frequency axis, ω1 = 2πf1,
and ω2 = 2πf2. Also, the U(·) terms are the Fourier transformations of the sampling
pulse shown in Fig. 3.7.

8To reduce the length of the following equations, the expectation operator appearing in (3.14) is
not inserted until section 3.4.6.
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Inserting (3.25) and (3.26) into (3.24), and changing the order of the summations,
the autocorrelation function becomes

R(j)(τ) =
M∑

m = 1

M∑
m̃ = 1

[
lim

N→∞
1

(2N + 1)MT∫ +∞

−∞

N∑
n = −N

N∑
ñ = −N

∫∫ +∞

−∞
U(f1; δn,m)e

−jω1(tn,m+∆n,m)ejω1t

U(f2; δñ,m̃)e
−jω2(tñ,m̃+∆ñ,m̃+τ)ejω2t df2 df1 dt

]
. (3.27)

The partial autocorrelation function

Now, R(j)(τ) may be interpreted as the double summation of the partial autocorrelation

functions R
(j)
m,m̃(τ) defined by the expression in the square brackets in (3.27), i.e.

R(j)(τ) =
M∑

m = 1

M∑
m̃ = 1

R
(j)
m,m̃(τ), (3.28)

where the individual terms are given by

R
(j)
m,m̃(τ) = lim

N→∞
1

(2N + 1)MT∫ +∞

−∞

N∑
n = −N

N∑
ñ = −N

∫∫ +∞

−∞
U(f1; δn,m)e

−jω1(tn,m+∆n,m)ejω1t

U(f2; δñ,m̃)e
−jω2(tñ,m̃+∆ñ,m̃+τ)ejω2t df2 df1 dt. (3.29)

Changing the order of the integrations in (3.29) yields

R
(j)
m,m̃(τ) = lim

N→∞
1

(2N + 1)MT
N∑

n = −N

N∑
ñ = −N

∫∫∫ +∞

−∞

[
U(f1; δn,m)e

−jω1(tn,m+∆n,m)

U(f2; δñ,m̃)e
−jω2(tñ,m̃+∆ñ,m̃+τ)

]
ej(ω1+ω2)t dt df2 df1. (3.30)

It is possible to reduce the triple integral to a double integral by noting that the term
in brackets [·] is independent of t. Then, (3.30) may be simplified by using the rule [31]∫ +∞

−∞
ej(ω1+ω2)t dt = δ(f1 + f2). (3.31)

This is called the Poisson identity, which relates the Dirac delta function to an improper
integral of the exponential function from minus to plus infinity. Using (3.31) to simplify
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(3.30) yields the following expression for the latter:

Rm,m̃(τ) = lim
N→∞

1

(2N + 1)MT
N∑

n = −N

N∑
ñ = −N

∫∫ +∞

−∞
U(f1; δn,m)e

−jω1(tn,m+∆n,m)

U(f2; δñ,m̃)e
−jω2(tñ,m̃+∆ñ,m̃+τ)δ(f1 + f2) df2 df1. (3.32)

The sampling property of the δ-function is now used. Since [31]∫ +∞

−∞
g(f)δ(f − f ′) df = g(f ′), (3.33)

the double integration in (3.32) may be replaced by a single integration over the fre-
quency f1 because f2 = −f1 according to (3.33). This gives in total that

R
(j)
m,m̃(τ) = lim

N→∞
1

(2N + 1)MT

N∑
n = −N

N∑
ñ = −N∫ +∞

−∞
U(f1; δn,m)U

�(f1; δñ,m̃)e
−jω1(tn,m−tñ,m̃)e−jω1(∆n,m−∆ñ,m̃)ejω1τ df1, (3.34)

where the fact that for real-valued functions like u(t), the Fourier transformed version
has the property that U(−f1) = U�(f1), where the star

� denotes the complex-conjugate
operator.

The summation is now modified by substituting a dummy variable 1 defined by
1 = ñ − n ⇔ ñ = n + 1 into (3.34). Also, since there is only one integration over the
frequency axis left, f1 may safely be replaced simply by f . Hence,

R
(j)
m,m̃(τ) = lim

N→∞
1

(2N + 1)MT

∫ +∞

−∞

N∑
n = −N

N−n∑
� = −N−n

U(f ; δn,m)U
�(f ; δn+�,m̃)e

−jω(tn,m−tn+�,m̃)e−jω(∆n,m−∆n+�,m̃)ejωτ df. (3.35)

Two auxiliary binary variables yn,m and yn+�,m̃ defined by

yn,m =

{
1, if |n| < N,

0, otherwise,
yn+�,m̃ =

{
1, if |n+ 1| < N,

0, otherwise,
(3.36)

are now introduced in order to expand the limits of the 1 summation in (3.35) to ±∞:

R
(j)
m,m̃(τ) = lim

N→∞
1

(2N + 1)MT

∫ +∞

−∞

∞∑
� = −∞

N∑
n = −N

yn,myn+�,m̃U(f ; δn,m)U
�(f ; δn+�,m̃)e

−jω(tn,m−tn+�,m̃)e−jω(∆n,m−∆n+�,m̃)ejωτ df. (3.37)
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3.4.6 The expectation of the autocorrelation function

To get the ensemble average Rm,m̃(τ) = E{R(j)
m,m̃(τ)} of the partial autocorrelation

function, the E-operator appearing in (3.14) is now inserted into (3.37). Hence,

R
(j)
m,m̃(τ) = lim

N→∞
1

(2N + 1)MT

∫ +∞

−∞
E

{ ∞∑
� = −∞

N∑
n = −N

yn,myn+�,m̃

U(f ; δn,m)U
�(f ; δn+�,m̃)e

−jω(tn,m−tn+�,m̃)e−jω(∆n,m−∆n+�,m̃)

}
ejωτ df. (3.38)

Since the statistical properties of the dithering parameters are assumed to form sta-
tionary random processes (i.e. they do not very over time), the expectation E{·} in
(3.38) is a function of the delay 1 only. This implies that the summation over n may
be replaced by a multiplication by the number of terms in the summation, i.e. 2N +1.
Also for N → ∞, the auxiliary variables yn,m and yn+�,m̃ may be omitted. In total,
these observations lead to the final expression for the autocorrelation

Rm,m̃(τ) =
1

MT

∫ +∞

−∞
E

{ ∞∑
� = −∞

U(f ; δ0,m)U
�(f ; δ�,m̃)

e−jω(t0,m−t�,m̃)e−jω(∆0,m−∆�,m̃)

}
ejωτ df. (3.39)

3.4.7 General expression for the power spectral density

The autocorrelation function Rm,m̃(τ) and the power spectral density Sm,m̃(f) forms by
definition (3.13) on page 49 a Fourier transformation pair. It follows then from (3.39)
that the partial PSD is

Sm,m̃(f) =
1

MT
E

{ ∞∑
� = −∞

U(f ; δ0,m)U
�(f ; δ�,m̃)e

jω(t�,m̃−t0,m)ejω(∆�,m̃−∆0,m)

}
(3.40)

By virtue of (3.28), the total PSD for the pulse train becomes

S(f) =
M∑

m = 1

M∑
m̃ = 1

Sm,m̃(f), (3.41)

where the individual terms are found by (3.40).

In total, (3.41) together with (3.40) constitute a set of general formulas for the
power spectral density of a block-stationary pulse train with randomized duration of
the carrier periods (or, alternatively, frequency). Also, the pulse position and the pulse
width may be random variables, and they may be either dependent or independent of
the current carrier period.

These results are used as a starting point for the derivations of analytical expressions
for the spectral characteristics of different random PWM techniques.
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3.5 Summary

In this chapter focus has been put on theoretical and experimental aspects closely
related to frequency-domain analysis of randomly modulated pulse trains. In this
connection, the key topic of power spectral density, which may be regarded as a gener-
alization of Fourier series expansion of periodic signals, was briefly explained in order
to fix concepts of fundamental importance in this thesis. Textbooks cited in section 3.2
should be consulted for an exhaustive treatment of these mathematical topics.

To evaluate the validity of the spectral analyses of various random PWM techniques
set forth in the following chapters, comparisons with laboratory measurements play
a vital role. It turns out, however, that due to the mixed spectral characteristics
(the spectrum may have both a density and a discrete part) of randomly modulated
pulse trains, such comparisons require careful attention due to limitations of DSA’s.
The problems were highlighted by sample laboratory measurements by estimating the
spectrum for the same signal using different settings of the DSA. It was shown that
misinterpretation may easily result, if the operating principles of the DSA are not taken
into account. Also, the impossibility of simultaneously measuring the density part and
the harmonic part of such a mixed spectrum was demonstrated.

The reasons for those pitfalls and limitations were explained using a minimum of
mathematics. Instead, an analogy between analog filters and the DFT (discrete Fourier
transformation) was used, because the DFT forms the core of many DSA functions,
including the numerical methods used in such instruments for PSD estimation.

To compare spectra calculated by analytical expressions with spectra estimated by
a DSA, a simple methodology was then devised that ensures a fair comparison. The
idea is to imitate the “errors” that the DSA is known to perform, i.e. the calculated
spectrum is filtered (or, more precisely, convoluted) with the characteristics of the DSA
before the actual comparison to measurements is made.

The second topic treated in this chapter was a general spectral analysis of pulse
trains existing in random PWM converters. In this connection, a review was first
given of earlier research results. As elaborated in section 3.4.2 valuable theoretical
contributions do exist in the literature, although the results available do not encompass
all random PWM techniques of current interest.

Therefore, by extending work of Middelton [31], which has successfully been used
by Stanković [6] for closely related problems, a set of general formulas was derived for
the power spectral density of randomly modulated pulse trains. Using these results
as a starting point, it is possible to derive expressions for the spectral characteristics
of a variety of random PWM schemes, where variables like the carrier frequency, the
pulse width, and the pulse position within each carrier period are subjected to random
variations. Furthermore, the duty ratio may vary periodically in order to track a
sinusoidal reference, etc.

The work reported in this chapter is clearly based on existing stochastic and digital
signal processing theory, which from an engineering point of view unfortunately may
be difficult to comprehend due to the amount of the mathematics involved in those
disciplines. Therefore — from a strictly mathematical point of view — the originality
of the contributions is probably limited. On the other hand, it is still believed that
valuable contributions have been made with respect to proper analysis of random PWM
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in power electronic applications, including:

• A treatment focusing on engineering aspects rather than on mathematical details
of how to use (or misuse) dynamic signal analyzers for spectral analysis.

• Presentation of a simple methodology that ensures a fair and physical correct
comparison of calculated and measured spectra that have mixed characteristics.

• Derivation of a general framework for spectral analysis that encompasses a large
class of nondeterministic signals of interest in random PWM applications.

As documented in later chapters, these results have proved very useful for spectral
analysis of random PWM techniques, and for experimental verification of the derived
analytical expressions.
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Chapter 4

Analysis of random PWM schemes for
full-bridge dc/dc converters

4.1 Introduction

Random PWM schemes suited for voltage control of full-bridge dc/dc converters are
studied in this chapter. Focus is put on spectral analysis of the output voltage during
operation with two of the random PWM modulators discussed in Chapter 2. In par-
ticular, the random carrier frequency (RCF) technique and a simple variant of random
pulse-position (RPP) modulation are investigated.

The main objectives of this chapter are to derive analytic expressions for the voltage
spectrum and to verify the correctness of the derivations by comparing calculated and
measured spectra. Also, a somewhat more implicit objective is a partial verification of
the generalized spectral analysis presented in Chapter 3. Finally, the usefulness of the
methodology sketched in section 3.3.4 to ensure a fair comparison of calculated and
estimated spectra is demonstrated by a series of examples.

The work in this chapter is by no means attempted to be self-contained — much of
it strongly relates to ideas and results presented in the previous chapter. Also, results
enclosed in the following chapters dealing with random PWM in three-phase dc/ac
applications may be adapted to full-bridge dc/dc converters. For example, a discussion
of current-quality issues is omitted in this chapter, because the main conclusions drawn
on this topic in Chapter 6 apply equally well to randomly pulse-width modulated
full-bridge dc/dc converters. Another important topic, which is treated in a more
exhaustive manner in Chapter 5, but still of importance here, relates to spectral analysis
of the voltage between two output terminals in a multi-legged converter.

Chapter outline

The principal content is divided into three sections. The first section presents prelim-
inary information relating to the spectral analysis of randomly modulated full-bridge
dc/dc converters besides derivations of formulas for the spectra caused by either ran-
dom carrier frequency modulation or random pulse-position modulation. The next two
sections provide detailed examples of spectral analysis of both the RCF and the RPP
techniques, including detailed comparisons to laboratory measurements.

73
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Figure 4.1 Full-bridge dc/dc converter controlled by two switching functions qa and qb. (a)
Circuit diagram; typical switching functions for (b) random pulse-position and (c) random
carrier frequency modulation.

4.2 Preliminaries

Besides information regarding the used notation, this section does also include a more
detailed outline of the scope of the chapter. A brief review of past investigations
treating similar topics is also provided.

4.2.1 Scope of current work

The power spectral density of the output voltage from a full-bridge dc/dc converter
controlled by various random PWM schemes is the main topic for the study in this
chapter. Fig. 4.1 defines the used nomenclature for the full-bridge converter topology,
and it follows immediately that the output voltage is uab = Udc(qa − qb) at any time
instant. Apart from an essentially constant factor (Udc), the stochastic quantity of
interest (uab) is the difference of two other random variables: the switching functions
qa and qb used to control each of the two legs in the converter.

This situation is very similar to the line-to-line voltage generated by a three-phase
voltage source converter: the quantities of interest are not the switching functions
themselves, but rather the difference of two switching functions. The consequences of
this detail have not yet been fully investigated. For example, the investigations in [1, 2]
and also in [3] relating to three-phase converters assume that the switching functions
for the legs are mutually displaced in time by one third of the fundamental period T1,
i.e. it is assumed that qb(t) = qa(t − 1

3
T1), etc. In practice, this assumption is always

violated, because in a specified carrier period, all switching functions are dithered by
the outcome of the same random experiment1; the fundamental components of the
switching functions are displaced in time, but generalizing this property to include the
random part as well can never be justified. The consequences of ignoring this fact are
demonstrated in section 5.5 starting on page 137.

Irrespective of whether a dc/dc converter or a three-phase dc/ac converter is studied,
the proper procedure is to take the mutual dependence of the control of the legs into
account. For the full-bridge dc/dc converter, this interdependence is manifested by the
fact that the same random carrier frequency would be used to control both legs for

1Refer to section 2.4 starting on page 30 for a classification of random PWM schemes.
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the RCF technique, see Fig. 4.1(c). Likewise for the random pulse-position PWM, the
same random variable governs the delay as illustrated in Fig. 4.1(b). Now, starting from
uab = Udc(qa − qb), it may straightforwardly be shown by using fundamental properties
of jointly dependent stochastic signals (see [4, 5], for example) that for a converter with
two legs controlled by two switching functions qa and qb, the power spectral density
(PSD) denoted by Sab(f) of the difference (qa − qb) is

Sab(f) = Sa(f) + Sb(f)− Cab(f)− Cba(f), (4.1)

where Sa(f) and Sb(f) are the spectra of qa and qb, respectively. Also, Cab(f) and
Cba(f) are the cross power spectral densities defined as the Fourier transformation of
the matching cross correlation functions. For example, Cab(f) may be determined from
its cross correlation function Rab(τ) defined by

Rab(τ) = lim
T0→∞

1

2T0

∫ +T0

−T0

E{qa(t)qb(t− τ)} dt, (4.2)

which closely resembles the auto correlation function previously defined by (3.14) on
page 49. For the random PWM techniques studied here, Sa(f) and Sb(f) in (4.1) can
be found relatively easily, but expressions for the cross terms Cab(f) (= C�

ba(f)) for two
correlated random variables are harder to find.

At this point it should be emphasized that the quantity of primary interest in
dc/dc converter applications is the terminal voltage uab shown in Fig. 4.1(a), and not
the voltages ua and ub, simply because the load is fed by the uab voltage. Stated in
other words, it is impossible to cut corners and study qa and qb only, if the terminal
characteristics are of primary concern. On the other hand, the spectrum of the internal
voltages ua and ub could also be the main objective for the study, for example in
relation to predictions of leakage currents caused by fast charging (discharging) of
stray capacitances between e.g. a power transistor and its grounded heat sink.

Keeping these points in mind, the first objective of this chapter is to give exam-
ples of how the spectra Sa(f) and Sb(f) in (4.1) for the switching functions qa and qb,
respectively, can be found analytically for two random PWM schemes for full-bridge
dc/dc converters. Also, according to (4.1), knowledge of Sa(f) and Sb(f) is insufficient
information to determine the spectrum of the output voltage as the cross spectra are
also needed. Hence, a second objective is to find Sab(f) for both RPP and RCF modu-
lation, but instead of attempting to find the cross terms in (4.1), an alternative method
has been developed rendering explicit knowledge of the cross spectra superfluous.

As a final comment, the case where qa and qb are controlled in a statistically in-
dependent manner may be considered. Under this condition, the two cross terms in
(4.1) vanish, which simplifies the analysis considerably. Random PWM schemes that
may allow such independence were classified in section 2.4.2 as “multiple random vari-
able methods,” but it was also pointed out in Chapter 2 that a practical use of such
asynchronous techniques is hard to imagine. Although it cannot justify the practical
use, an (academic) advantage of such schemes is the mathematically simpler spectral
analysis thanks to the vanishing cross spectral densities.
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4.2.2 Related previous work

No publications dealing directly with random modulation in conjunction with full-
bridge dc/dc converters have been traced in the literature listed in Appendix B. In-
vestigations of transformer-less single-switch dc/dc converters may be found [6–10], but
the major source of information on spectral analysis of random PWM for such con-
verters offspring from the thesis [3] by Stanković, which is summarized in [11]. Other
papers like [12–16] do also provide informative analyses.

Ref. [3] examines different modulators and presents several theoretical results, but
only a few supporting measurements accompany the analyses. Still, in some aspects
the work presented below resembles earlier work of Stanković, although the analyses in
this chapter focus to a much higher degree on details of great practical importance. For
example, [3] does not include analysis of schemes with center-aligned pulses, but rather
very academic schemes, like random choice of random modulation (refer to section 2.4
in Chapter 2), are studied to some extent in [3].

In summary, some overlap between the subsequent theoretical analyses and earlier
reports is inevitable, but still many details and verification issues included below have
not been reported elsewhere to the knowledge of the author.

4.3 Spectral analysis of random PWM schemes

Compared to modulators for dc/ac conversion, modulators for dc/dc converters are
less complicated to analyze due to the mere fact that the reference duty ratios remain
constant, at least in the schemes studied here2. As shown below, this also simplifies
the spectral analysis of random PWM schemes for dc/dc converters compared to the
general case treated in Chapter 3. Also, expressions for the PSD caused by the random
carrier frequency and the random pulse-position schemes are derived in this section.
Specific examples of how to use these equations are given in subsequent sections.

4.3.1 General power spectral density formula

The starting point for all spectral analysis in this chapter is the main result of Chapter 3,
where general expressions for the spectrum of randomly modulated pulse trains were
derived. The key equations (3.40) and (3.41) on page 67, which are valid for modulators
that include deterministic variations in the duty ratios, may be simplified in the current
case, because it is adequate to use a block-length M equal to one in (3.41) for dc/dc
random PWM schemes. Hence, the expression

S(f) =
1

T
E

{ ∞∑
� = −∞

U(f ; δ0)U
�(f ; δ�)e

jω(t�−t0)ejω(∆�−∆0)

}
(4.3)

follows immediately. Here, U�(f ; δ�) is the complex-conjugated of the Fourier trans-
formation of the sampling pulse u�(t) shown in Fig. 4.2 parameterized by the pulse

2As argued in section 2.4, the modulators that assure proper volt-seconds balance are preferable
to randomization schemes that rely on dithering of several consecutive carrier periods. Only schemes
that guarantee constant duty ratio operation are considered here.
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Figure 4.2 Parametric representation of pulse trains for dc/dc random PWM schemes op-
erating at constant duty ratio. � > 0 is assumed in this diagram.

width δ�; t� marks the starting point of the 1’th carrier period, and finally ∆� is the
delay of the pulse within the 1’th carrier period with respect to t�. In (4.3), the pulse-
position ∆� and the pulse width δ� may be random variables, and they may be either
dependent or independent of the random carrier period T� � t�+1 − t�. An expression
very similar to (4.3) may be found in [11] also.

To facilitate the subsequent derivations, the RPP and RCF modulators may be
characterized using the terminology of (4.3). Hence,

Random pulse position
Successive pulse positions are randomized within the limits of the constant carrier
period T � T�, i.e. the delay in the 1’th interval must fulfill 0 ≤ ∆� ≤ (1− d)T,
where d is the duty ratio. Also, the pulse width δ� = dT is constant.

Random carrier frequency
The duration of the instantaneous carrier period T� (or, equivalently: the carrier
frequency) is selected at random. The pulses are center-aligned within each in-
terval, which implies that the delay ∆� =

1
2
(1−d)T� and the pulse width δ� = dT�

both are random variables heavily correlated with T�.

A detailed analysis of these two schemes, which retain volt-second balance on the
macroscopic time scale by completely different principles, follows below.

4.3.2 Random pulse-position modulation

For random PWM techniques like RPP operating at a constant carrier frequency, the
t� − t0 term in (4.3) is simply t� − t0 = 1T, because all instances of T� are identical.
Under this constraint, (4.3) reduces to

S(f) =
1

T

∞∑
� = −∞

E
{
U(f ; δ0)U

�(f ; δ�)e
jω(∆�−∆0)

}
ejωT�. (4.4)

The expectation of products may be rewritten as a product of expectations, because it
is assumed that all delays ∆� are randomized in a statistically independent manner. It
should be noted, however, that the 1 = 0 case requires special attention, i.e. (4.4) may
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be re-factored as

S(f) =
1

T

∞∑
� = −∞

E
{
U(f ; δ0)e

−jω∆0
}
E
{
U�(f ; δ�)e

jω∆�
}
ejωT�

+
1

T

(
E
{
U(f ; δ0)U

�(f ; δ0)
}︸ ︷︷ ︸

Correct �=0 term

−E
{
U(f ; δ0)e

−jω∆0
}
E
{
U�(f ; δ0)e

jω∆0
}︸ ︷︷ ︸

Wrong �=0 term in summation

)
, (4.5)

where the expressions on the last line correct the errors caused by the 1 = 0 term
in the summation on the first line of (4.5). Once more, advantage of the stationary
modulation used in dc/dc conversion is taken: since the Fourier transformation U(f ; δ�)
of the sampling pulse is independent of 1, these factors can be moved outside the
expectation operators. Also, the indices on the δ� and ∆� terms become unnecessary.
In total, by combining complex-conjugated terms, the spectrum becomes

S(f) =
1

T

∣∣U(f ; δ)
∣∣2 ∣∣E{e−jω∆

}∣∣2 ∞∑
� = −∞

ejωT�

+
1

T

∣∣U(f ; δ)
∣∣2(1− ∣∣E{e−jω∆

}∣∣2 ).
(4.6)

The next step is now to evaluate the sum of exponentials. Here, the following identity is
needed, which relates a sum of complex exponentials to a sum of impulse functions [17]

∞∑
� = −∞

ejωT� =
1

T

∞∑
n = −∞

δ
(
f − n

T

)
, ω = 2πf. (4.7)

Using this relationship, (4.6) may be put into its final form

S(f) =
1

T

∣∣U(f ; δ)
∣∣2[ 1− ∣∣E{e−jω∆

}∣∣2 + 1

T

∣∣E{e−jω∆
}∣∣2 ∞∑

n = −∞
δ
(
f − n

T

)]
, (4.8)

which shows that the spectrum produced by a random PWM technique operating at a
constant switching carrier 1/T has both a density part and a harmonic part. Equation
(4.8) requires that all sampling pulses are identical and also, the randomization of the
delay ∆ must be determined by independent trials in such a way that no overlap is
generated between consecutive intervals in order to assure that the system is causal.

4.3.3 Random carrier frequency modulation

To evaluate (4.3), the expectation of the infinite sum across 1 must be found. In RCF,
the width of the carrier period T� = t�+1−t� is selected at random according to a known
probability density function and the delay ∆� within each interval must be set so that
a center-alignment occurs. This implies that ∆� =

1
2
(1−d)T�, where d is the duty ratio.

In order to shorten the notation, another parameter α � 1
2
(1− d) is introduced, which

allows us to write ∆� = αT�.
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To proceed the analysis, the differences (t� − t0) and (∆� − ∆0) in (4.3) must be
found as well. Based on Fig. 4.2 besides the auxiliary parameters introduced above,
these differences become

∆� −∆0 = α(T� − T0), for all 1, (4.9)

and

t� − t0 =




−
−1∑
n= �

Tn, for 1 ≤ −1,

0, for 1 = 0,
�−1∑
n=0

Tn, for 1 ≥ 1.

(4.10)

Inserting these differences into the general formula for the spectrum (4.3) by expanding
the summation over 1 yields

TS(f) = E
{

· · · + U(f ; δ0)U
�(f ; δ−3) e

−jω(T−1+T−2+T−3)ejωα(T−3−T0)

+ U(f ; δ0)U
�(f ; δ−2) e

−jω(T−1+T−2)ejωα(T−2−T0)

+ U(f ; δ0)U
�(f ; δ−1) e

−jωT−1ejωα(T−1−T0)

+ U(f ; δ0)U
�(f ; δ0)

+ U(f ; δ0)U
�(f ; δ1) e

jωT0ejωα(T1−T0)

+ U(f ; δ0)U
�(f ; δ2) e

jω(T0+T1)ejωα(T2−T0)

+ U(f ; δ0)U
�(f ; δ3) e

jω(T0+T1+T2)ejωα(T3−T0) + · · ·
}
,

(4.11)

where the expressions have been typed out for −3 ≤ 1 ≤ 3 only.
Now the fact that there is no correlation between sequential carrier frequencies is

used, i.e. all values of T� are independent (see Chapter 5 also). The expectation of
products in (4.11) may then be rewritten as a product of expectations leading to

TS(f) =

E
{
U(f ; δ0) e

−jωαT0
}[ · · ·+ E

{
U�(f ; δ−3) e

−jω(1−α)T−3
}
E
{
e−jωT−1

}
E
{
e−jωT−2

}
+ E
{
U�(f ; δ−2) e

−jω(1−α)T−2
}
E
{
e−jωT−1

}
+ E
{
U�(f ; δ−1) e

−jω(1−α)T−1
} ]

+E
{
U(f ; δ0)U

�(f ; δ0)
}

+E
{
U(f ; δ0) e

jω(1−α)T0
}[

E
{
U�(f ; δ1) e

jωαT1
}

+ E
{
U�(f ; δ2) e

jωαT2
}
E
{
ejωT1

}
+ E
{
U�(f ; δ3) e

jωαT3
}
E
{
ejωT2

}
E
{
ejωT1

}
+ · · ·

]
.

(4.12)
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To simplify this expression further, note that all individual values for T� have the same
statistical properties even though they are independent random variables. Hence, we
have

E
{
ejωT

}
� E

{
ejωT�

}
for all 1. (4.13)

For similar reasons, the following terms in (4.12) are identical in a statistical sense:

E
{
U�(f ; δ) e−jω(1−α)T

}
� E

{
U�(f ; δ−1) e

−jω(1−α)T−1
}

= E
{
U�(f ; δ−2) e

−jω(1−α)T−2
}

= · · · .
(4.14)

and

E
{
U�(f ; δ) ejωαT

}
� E

{
U�(f ; δ1) e

jωαT1
}

= E
{
U�(f ; δ2) e

jωαT2
}

= · · · .
(4.15)

Note that the indices on all δ� and T� terms have been omitted on the left hand side of
(4.14) and (4.15). Inserting these results into (4.12) leaves the following expression for
the sum of expectations

TS(f) = E
{
U(f ; δ) e−jωαT

}
E
{
U�(f ; δ) e−jω(1−α)T

} ∞∑
�=0

E
{
e−jωT

}�
+E
{ |U(f ; δ)|2 }

+E
{
U(f ; δ) ejω(1−α)T

}
E
{
U�(f ; δ) ejωαT

} ∞∑
�=0

E
{
ejωT

}�
(4.16)

The infinite power series is convergent if
∣∣E{ejωT}∣∣ < 1, and in this case

∞∑
�=0

E
{
ejωT

}�
=

1

1− E
{
ejωT

} . (4.17)

Also, it should be noted that the expressions on the first and the third line in (4.16)
are the complex conjugates of each other. Hence, the formula for the power spectrum
generated by the RCF method becomes

S(f) =
1

T

[
E
{ |U(f ; δ)|2 }

+ 2R
(
E
{
U(f ; δ) ejω(1−α)T

}
E
{
U�(f ; δ) ejωαT

}
1− E

{
ejωT

} )]
, (4.18)

where R(·) is the real part of the complex-valued argument. This is a key equation for
spectral analysis of dc/dc converters operating with fixed duty ratios, center-aligned
pulses, and a random carrier frequency.
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4.4 Spectral analysis of switching functions

Examples are given in this section of how the key expressions (4.8) and (4.18) derived
so far can be applied to predict the spectral properties of switching functions generated
by the random pulse-position and the random carrier frequency methods. Based on
assignment of probability density functions for the random variables (pulse positions or
duration of carrier frequencies), it is shown how closed-form expressions for the spectra
may be obtained.

To support the theoretical investigations, all calculations are compared to labora-
tory measurements obtained under similar conditions.

4.4.1 Random pulse-position modulation

To emphasize that the analysis in this section relates to the individual switching func-
tions (and not their difference) controlling the legs of a full-bridge converter, index a or
b may be added for clarity reasons to the variables in the previously derived expression
(4.8) for the spectrum. Then, the spectrum Sa(f) for the switching function qa becomes

Sa(f) =
1

T

∣∣Ua(f ; δa)
∣∣2[ 1− ∣∣E{e−jω∆a

}∣∣2 + 1

T

∣∣E{e−jω∆a
}∣∣2 ∞∑

n = −∞
δ
(
f − n

T

)]
.

(4.19)

A similar result holds for Sb(f) by substitution of indices. All terms needed to evaluate
the (4.19) are derived below.

The sampling pulse

The sampling pulse ua(t) is a rectangular pulse defined in the time-domain by

ua(t) =

{
1, for 0 ≤ t ≤ δa,

0, otherwise,
(4.20)

where δa = daT is the constant pulse width given by the product of the duty ratio da

and the reciprocal of the carrier frequency, i.e. T . Using this definition, the Fourier
transformation Ua(f ; δa) of the sampling pulse becomes

Ua(f ; δa) =

∫ ∞

−∞
ua(t)e

−jωt dt =

∫ δa

0

1e−jωt dt =
j

ω

(
e−jωδa − 1

)
, (4.21)

where ω = 2πf . Hence, the magnitude squared of Ua(f ; δa) evaluates to

|Ua(f ; δa)|2 = sin2(πfδa)

(πf)2
. (4.22)

The pulse position (delay)

As already mentioned on page 77, the delay must fall within the 0 ≤ ∆a ≤ ∆a,max

interval, where ∆a,max = (1− da)T , but otherwise the selection of ∆a is unconstrained.
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A simple case where only two discrete pulse positions are allowed has been very popular
in the literature, and in this case the delay is

∆a =

{
0, for leading pulses,

∆a,max, for lagging pulses.
(4.23)

This approach is normally designated as lead-lag modulation [1]. To calculate the
expectation terms in (4.19), a probability density function p(∆a) must be assigned to
∆a and the standard choice is to require that leading and lagging pulses occur with the
same probabilities. Hence,

p(∆a) =
1

2

(
δ(∆a − 0) + δ(∆a −∆a,max)

)
. (4.24)

It should be noted that p(∆a) obeys the fundamental laws of probability density func-
tions [4]: first of all, p(∆a) ≥ 0 for all values of ∆a and also,

∫ +∞
−∞ p(∆a) d∆a = 1. The

expectation may now be found as

E{e−jω∆a} =

∫ ∞

−∞
p(∆a)e

−jω∆a d∆a =
1

2

∫ ∞

−∞

(
δ(∆a − 0) + δ(∆a −∆a,max)

)
e−jω∆a d∆a

=
1

2

(
1 + e−jω∆a,max

)
(4.25)

and the magnitude squared becomes

∣∣E{e−jω∆a}∣∣2 = ∣∣∣∣12
(
1 + e−jω∆a,max

)∣∣∣∣2 = 1

2

(
1 + cos(ω∆a,max)

)
. (4.26)

By inserting (4.22) and (4.26) into the main expression (4.19), the spectrum Sa(f)
of the randomly lead-lag modulated switching function qa may finally be determined.
An algorithm is given in Fig. 4.3 using Matlab syntax. In section 4.4.3 numerical
examples are provided.

As a final comment, it may be observed that other distributions of the delay than
the lead-lag type used here are analyzed using similar procedures.

4.4.2 Random carrier frequency modulation

Like for the random pulse-position example presented above, the derived expression
(4.18) is rewritten by adding an index a at the appropriate places. The spectrum
Sa(f) then becomes

Sa(f) =
1

T

[
E
{ |U(f ; δa)|2

}
+ 2R

(
E
{
U(f ; δa) e

jω(1−αa)T
}
E
{
U�(f ; δa) e

jωαaT
}

1− E
{
ejωT

} )]
. (4.27)
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% Calculation of the spectrum for a switching function using
% random lead-lag modulation

D = 0.8; % Duty ratio
T = 1/5000; % 1/(carrier frequency)

Del_max = abs(1-D)*T;
f_carr = 1/T;
f_d = [1:8]*f_carr; % Frequencies for the discrete spectrum
f_c = [0:40000]; % Frequencies for the density spectrum

U_sq_c = ((sin(pi*f_c*D*T))./(pi*f_c)).^2; % (4.22) at f_c
U_sq_d = ((sin(pi*f_d*D*T))./(pi*f_d)).^2; % (4.22) at f_d
E_sq_c = 0.5*(1+cos(2*pi*f_c*Del_max)); % (4.26) at f_c
E_sq_d = 0.5*(1+cos(2*pi*f_d*Del_max)); % (4.26) at f_d

S_density = 1/T * U_sq_c .* (1 - E_sq_c); % Density spectrum by (4.19)
S_discrete = 1/T^2 * U_sq_d .* E_sq_d; % Discrete spectrum by (4.19)

Figure 4.3 Matlab source file for calculation of the spectra for switching function qa using
RLL modulation. Equations (4.19), (4.22), and (4.26) are used.

Probability density function for the carrier period

All expectations in (4.27) must be taken over the range of T and to facilitate the calcula-
tions, it is assumed that the carrier period is uniformly distributed (other distributions
are proposed in Chapter 5). Normally, constraints on performance and switching losses
determine the upper T2 and the lower T1 values for the carrier periods. Hence,

p(T ) =

{
(T2 − T1)

−1 � ∆T−1 T1 ≤ T ≤ T2,

0, otherwise,
(4.28)

is a feasible probability density function for T, which meets the requirements for such
functions stated below (4.24). The average of T immediately follows as

T = E{T} =

∫ T2

T1

p(T )T dT =
1

2
(T2 + T1). (4.29)

The denominator in (4.27) contains the E
{
ejωT

}
term, which evaluates to

E
{
ejωT

}
=

∫ ∞

−∞
p(T )ejωT dT

=
1

∆T

∫ T2

T1

ejωT dT =
j

ω∆T

(
ejωT1 − ejωT2

)
.

(4.30)
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The sampling pulse

Again, the sampling pulse ua(t) is defined in the time-domain by the pulse width
δa = daT as

ua(t) =

{
1, for 0 ≤ t ≤ δa,

0, otherwise,
(4.31)

which maps into the frequency domain according to

Ua(f ; δa) =

∫ ∞

−∞
ua(t)e

−jωt dt =

∫ δa

0

1e−jωt dt =
j

ω

(
e−jωδa − 1

)
, (4.32)

and

|Ua(f ; δa)|2 = sin2(πfδa)

(πf)2
. (4.33)

Now, because δa is a function of the random variable T , the E
{ |U(f ; δa)|2

}
term in

(4.27) requires averaging across T, i.e.

E
{ |Ua(f ; δa)|2

}
=

∫ ∞

−∞
p(T ) |U(f ; δa)|2 dT

=
1

∆T

∫ T2

T1

sin2(πfdaT )

(πf)2
dT.

(4.34)

Solving this definite integral involving the sine function squared yields

E
{ |Ua(f ; δa)|2

}
=

1

(πf)2

[
1

2
− sin

(
πfda(T2 + T1)

)
cos
(
πfda(T2 − T1)

)
2πf∆T

]
. (4.35)

The remaining two expectations in (4.27) are found in a similar manner, and for the
sake of brevity, the results are given directly:

E
{
Ua(f ; δa) e

jω(1−αa)T
}

=
1

ω2∆T

[
ejω(1−αa−da)T2 − ejω(1−αa−da)T1

1− αa − da

− ejω(1−αa)T2 − ejω(1−αa)T1

1− αa

]
(4.36)

E
{
U�

a (f ; δa) e
jωαaT

}
=

1

ω2∆T

[
ejω(da+αa)T1 − ejω(da+αa)T2

da + αa

− ejωαaT1 − ejωαaT2

αa

]
.

(4.37)

Using these expressions for the individual terms in (4.27), the density spectrum for
RCF scheme is obtained. Fig. 4.4 shows a Matlab source file, which implements the
necessary algebra.
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% Calculation of the spectrum for a switching function using
% random carrier frequency modulation

D = 0.8; % Duty ratio
T_2 = 1/4000; % 1/(minimum carrier frequency)
T_1 = 1/6000; % 1/(maximum carrier frequency)

f_c = [1:40000]; % Frequencies for the density spectrum
w_c = 2*pi*f_c;

T_avg = (T_2+T_1)/2; % Average T for uniform p(T)
del_T = T_2 - T_1;
alpha = (1-D)/2; % Centered pulse position

% (4.34):
E_exp = j*( exp(j*w_c*T_1) - exp(j*w_c*T_2) ) ./ (w_c*del_T);

% (4.35):
E_sq = (0.5-1./(w_c*D*del_T) .* cos(pi*f_c*D*(T_2+T_1)) .* ...

sin(pi*f_c*D*del_T)) .* (pi*f_c).^(-2);
% (4.36):
E_U1 = 1./(w_c.^2*del_T).* ( ...

(exp(j*w_c*(1-alpha-D)*T_2) - exp(j*w_c*(1-alpha-D)*T_1))/(1-alpha-D) ...
-(exp(j*w_c*(1-alpha)* T_2) - exp(j*w_c*(1-alpha) *T_1))/(1-alpha) );

% (4.37):
E_U2 = 1./(w_c.^2*del_T).* ( ...

(exp(j*w_c*(D+alpha)*T_1) - exp(j*w_c*(D+alpha)*T_2))/(D+alpha) ...
-(exp(j*w_c* alpha *T_1) - exp(j*w_c* alpha *T_2))/alpha );

S_density = 1/T_avg * (E_sq + 2*real(E_U1.*E_U2./(1-E_exp))); % (4.27)

Figure 4.4 Matlab source file for calculation of the spectra for switching function qa using
RCF modulation. Eq. (4.27) is used together with (4.34)–(4.37).

4.4.3 Comparison of calculated and measured spectra

The spectral theories presented so far for the RPP and the RCF techniques are now
compared to laboratory measurements on the set-up shown in Fig. 4.5. Details on the
power converter, the control unit, the load, and the measuring system can be found in
Appendix A.

Settings of the modulators and the dynamic signal analyzer (DSA)

The settings of modulators used in the tests are listed in Table 4.1(a) on the following
page. All results are reported for the two different operating points labeled case A and
case B in this table.
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Figure 4.5 Set-up used to test random PWM schemes for dc/dc converters. See Appendix A
for more information.

Case A Case B

da db T (µs) da db T (µs)

RPP(1) 0.8 0.3 200 0.9 0.05 400

RCF (2) 0.8 0.3 167–250(3) 0.9 0.05 333–500(3)

(a)

Resolution Sampling freq. Window type Record length

32 Hz 131.072 kHz Hanning 4096

(b)

Table 4.1 (a) Settings of the examined random modulators: (1) lead-lag modulation is used,
(2) all pulses are centered, and (3) uniformly distributed within this range. (b) Settings of the
dynamic signal analyzer used in all tests.

To visualize the operation of the modulators, sample time-domain waveforms for the
switching functions qa, qb, and their difference qa−qb are shown in Fig. 4.6 measured at
5 V logic level for the case A settings of the modulator. Furthermore, all measurement
results reported below are obtained by feeding the switching functions qa and qb to
the signal analyzer. In this way, all secondary effects, including blanking time, voltage
drops, and finite switching times, do not influence the measurements, i.e. the major
source of error is the resolution of the PWM timers (50 ns). Refer to section 4.5 for
measurements obtained at the output terminals of the converter.

Notation

As explained in Chapter 3, measurement of spectra having both a density and a har-
monic part is problematic in the sense that it is impossible to measure these spectra
separately. Hence, instead of comparing analytically obtained results for the RPP
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Figure 4.6 Typical time-domain waveforms for the generated switching functions for case A
in Table 4.1. qa, qb and their difference qa−qb are shown. (a) The RPP (the lead-lag variant)
technique and (b) the RCF technique.

scheme to both a density and a power scaled estimate, the procedure outlined in sec-
tion 3.3.4 to convert a mixed spectrum into an equivalent density spectrum is used
below. To separate different spectra, the notation for signals related to leg a is as
follows (substitute a → b for leg b):

Sa(f) The theoretically expected spectrum for switching function qa. In the RPP
case Sa(f) has both a density part and a harmonic part, whereas RCF only has
a density part (except for the power (in volt2) carried by the dc component).

S̃a(f) The equivalent density spectrum obtained by mimicking the operating prin-
ciples of the DSA, i.e. the power carried by all harmonic components is lumped
into the density part of the spectrum.

Ŝa(f) The measured density spectrum of the switching function. The spectra are
scaled in power density units (volt2/Hz), i.e. the PSD unit introduced in sec-
tion 3.3.2 is used.

According to the instructions on page 58ff, the mapping from Sa(f) into S̃a(f) requires
information of the settings of the DSA. All measurements are based on the parameters
shown in Table 4.1(b). Furthermore, Ŝa(f) is estimated by averaging 500 periodograms
having a 25 % overlap.

All results are given in (dB), where 0 dB ∼ 1 volt2/Hz for all density parts and
0 dB ∼ 1 volt2 for the harmonics in Sa(f) and Sb(f).

Results

The plots in Figs. 4.7–4.10 on pages 88–91 show the calculated results and the spectra
obtained in the laboratory under similar conditions.
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Figure 4.7 Spectra of switching functions qa and qb for RPP (lead-lag) modulation using case
A settings in Table 4.1(a). (a, b) Calculated density and harmonic spectra, (c, d) calculated
density spectra including power due to harmonics, and (e, f) measured estimates of density
spectra.
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Figure 4.8 Spectra of switching functions qa and qb for RPP (lead-lag) modulation using case
B settings in Table 4.1(a). (a, b) Calculated density and harmonic spectra, (c, d) calculated
density spectra including power due to harmonics, and (e, f) measured estimates of density
spectra.
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Figure 4.9 Spectra of switching functions qa and qb for RCF modulation using case A settings
in Table 4.1(a). (a, b) Calculated densities, (c, d) measured estimates of the density spectra,
and (e, f) details of calculated and measured density spectra in the [0; 10] kHz range.
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Figure 4.10 Spectra of switching functions qa and qb for RCF modulation using case B
settings in Table 4.1(a). (a, b) Calculated densities, (c, d) measured estimates of the density
spectra, and (e, f) details of calculated and measured density spectra in the [0; 10] kHz range.
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Note the mixed spectra Sa(f) and Sb(f) for the RPP scheme shown in Figs. 4.7(a, b)
and 4.8(a, b), the density and the harmonic parts are converted to (dB) using different
normalizations, because they have different physical units.

By comparing Figs. 4.7(b) and 4.7(f), it may be seen that the calculated density part
of the spectrum exactly matches the measured density. Also, it is meaningless to expect
the strength of the harmonics in Fig. 4.7(b) to match the peaks in Fig. 4.7(f) because
of the different spectral units involved. However, when the characteristic of the DSA
is included in the calculations, the theoretically expected result shown in Fig. 4.7(d)
is hardly discernible from the estimate based on measurements in Fig. 4.7(f). Similar
comments can be given for all other plots in Fig. 4.7 and Fig. 4.8.

Regarding RCF modulation, the comparison is more straightforward because no
harmonics exist except for the dc component. Hence, it makes sense to compare the
theory directly to the PSD-scaled measurements, because the noise bandwidth fnbw of
the analyzer is sufficiently small: fnbw = 1.5∆f = 48 Hz for the used Hanning window
and resolution ∆f = 32 Hz. Figs. 4.9 and 4.10 show the obtained results. It may be
seen that in all cases, Sa(f) is almost identical to the estimate Ŝa(f) for all frequencies
due to the absence of harmonics. Even in the zoomed views shown in Figs. 4.9(e, f)
and 4.10(e, f), it is difficult to separate the analytically calculated spectra from the
measurements.

In total, a very good agreement between the theory and the laboratory measure-
ments can be observed. This fully verifies the correctness of the spectral analysis
developed for the switching functions. Furthermore, the power of the procedure out-
lined in section 3.3.4 for comparisons of calculated and estimated spectra having mixed
characteristics is clearly demonstrated by the examples for the RPP scheme.

4.5 Spectral analysis of the output voltage

Having completed the spectral analysis of the individual switching functions, attention
is now turned to the characteristics of the output voltage produced by full-bridge dc/dc
converters. As elaborated further below, the starting point for the analysis is the
discussion of cross spectra densities given in section 4.2.1. It is demonstrated how the
spectrum for the output voltage may be calculated without knowing the cross spectral
densities. This procedure is applied to the RPP and the RCF schemes. Finally, the
obtained theoretical results are verified by laboratory measurements.

4.5.1 Preliminaries

Referring to (4.1) on page 75, it is evident that a proper analysis of the spectrum
Sab(f) for uab = Udc(qa−qb) requires knowledge of the cross spectral densities Cab(f) =
C�

ba(f). These spectra can be analyzed in a manner similar to the auto spectrum
investigated in details in Chapter 3. A general analysis encompassing dc/ac modulators
becomes complicated, but for random modulators for dc/dc converters, the derivations
are manageable. Taking the RPP scheme as an example, it can be shown, using the
same methods as in Chapter 3 and in section 4.3.2 in the current chapter, that the
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Figure 4.11 Definition of parameters that describe the time-domain waveforms qa, qb, and
qa − qb. (a) Lead-lag RPP modulation and (b) RCF modulation.

formula for Cab(f) becomes

Cab(f) =
1

T
Ua(f ; δa)U

�
b (f ; δb)

[
E
{
e−jω(∆a−∆b)

}− E
{
e−jω∆a

}
E�
{
e−jω∆b

}
+

1

T
E
{
e−jω∆a

}
E�
{
e−jω∆b

} ∞∑
n = −∞

δ
(
f − n

T

)]
, (4.38)

where Ua(f ; δa) and Ub(f ; δb) are the Fourier transformations of the sampling pulses
of widths δa = daT and δb = dbT, respectively. Also, ∆a and ∆b are the delays with
respect to the start of the carrier period as illustrated in Fig. 4.11(a).

The expectations in (4.38) involving only one of the delays ∆a or ∆b are straight-
forwardly found, but the E

{
e−jω(∆a−∆b)

}
term is more tricky. Formally, we have

E
{
e−jω(∆a−∆b)

}
=

∫ +∞

−∞
p(∆a −∆b)e

−jω(∆a−∆b) d(∆a −∆b) (4.39)

and for the sake of simplicity, the lead-lag type of modulation may be assumed. When
the same pulse position is used for both legs, (∆a−∆b) can attain only two values, i.e.

∆a −∆b =

{
0, for leading pulses,

(db − da)T, for lagging pulses,
(4.40)

which may be verified from Fig. 4.11(a). Then, if leading and lagging positions occur
with equal probability, the expectation (4.39) may be determined as

E
{
e−jω(∆a−∆b)

}
=

1

2

(
1 + e−jω(db−da)T

)
. (4.41)

All terms in (4.38) are known now, and an evaluation of the total cross spectrum
becomes possible, i.e. the spectrum Sab(f) for uab(t) can also be calculated.

Although this direct approach is feasible for the random lead-lag modulation, the
following general disadvantages are evident from this case study:

1. Expressions similar to (4.38) for the cross spectra are needed. The derivations
leading to (4.38) spans about three pages, i.e. generalizations to random dc/ac
modulators must be expected to be involved and lengthy.
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2. Even in the case where a formula for the cross spectrum is known, evaluation
still requires knowledge of terms not needed for the auto spectrum. The term
E
{
e−jω(∆a−∆b)

}
in (4.38) is such an example.

Hence, instead of pursuing the route of cross spectra for other kinds of random modu-
lation, another method has been developed to obtain the spectrum of differences like
qa− qb, which governs the characteristics of the terminal voltage uab. The merits of this
novel method are much more pronounced for the dc/ac random modulators examined
in Chapter 5 and Chapter 6, but the examples for dc/dc schemes still demonstrate the
power of this direct approach.

4.5.2 Random lead-lag pulse-position modulation

If Fig. 4.11(a) is considered, it is seen that for the lead-lag case, all output pulses qa−qb
have the same shape, i.e. the same width and height. Actually, this rectangular pulse
shape is similar to the shape of the pulses that constitute the switching functions,
although their positions and widths are different. Therefore, the fundamental idea
behind all subsequent derivations is to study the qab � qa − qb waveform directly
instead of regarding qab as a difference of the two underlying functions qa and qb, which
are correlated.

It is perfectly legitimate to use the pulse labeled uab in Fig. 4.11(a) as the sampling
pulse, and in this case (4.8) on page 78 may be formulated as

Sab(f) =
1

T

∣∣Uab(f ; δab)
∣∣2[ 1− ∣∣E{e−jω∆ab

}∣∣2 + 1

T

∣∣E{e−jω∆ab
}∣∣2 ∞∑

n = −∞
δ
(
f − n

T

)]
.

(4.42)

in order to stress that the spectrum of a pulse train consisting of sampling pulses uab

is sought.

Evaluation of terms

The sampling pulse uab, which is a part of the qa − qb waveform in Fig. 4.11(a), is
defined by3

uab(t) =

{
1, for ∆ab ≤ t ≤ ∆ab + dabT,

0, otherwise.
(4.43)

The width dabT is constant, but the delay ∆ab is a random variable. Since only two
positions with respect to the start of the current carrier period are possible, ∆ab becomes

∆ab =

{
dbT, for leading pulses,

(1− da)T, for lagging pulses.
(4.44)

To simplify the analysis, the time origin is shifted by dbT . Hence, for leading and
lagging edge modulation ∆ab = 0 or ∆ab = |1− da − db|T , respectively (the absolute

3In the following derivations it is assumed that da > db — this does not limit the validity of the
derivations in any way.
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value is required if da + db > 1). Assigning equal probabilities to lead and lag, the
probability density function for the delay then becomes

p(∆ab) =
1

2

(
δ(∆ab − 0) + δ(∆ab −∆ab,max)

)
, (4.45)

where ∆ab,max = |1− da − db|T. The expectation of ∆ab then follows as

E{e−jω∆ab} =

∫ ∞

−∞
p(∆ab)e

−jω∆ab d∆ab =
1

2

(
1 + e−jω∆ab,max

)
, (4.46)

due to the sampling property of the density function. The needed magnitude squared
of the expectation becomes

∣∣E{e−jω∆ab}∣∣2 = ∣∣∣∣12
(
1 + e−jω∆ab,max

)∣∣∣∣2 = 1

2

(
1 + cos(ω∆ab,max)

)
. (4.47)

Also, the sampling pulse (4.43) should be translated by dbT seconds, i.e. uab(t) = 1 for
0 ≤ t ≤ (da − db)T , and 0 otherwise (assuming da > db). The Fourier transformation
of the sampling pulse is then

Uab(f ; δab) =

∫ ∞

−∞
uab(t)e

−jωt dt =

∫ dabT

0

1e−jωt dt =
j

ω

(
e−jωdabT − 1

)
, (4.48)

where dab � da − db as indicated in Fig. 4.11(a). Hence,

|Uab(f ; δab)|2 = sin2(πfdabT )

(πf)2
. (4.49)

These derivations show that only minor modifications of the derivations for the switch-
ing functions are needed in order to calculate the spectrum for qa − qb. Also, with a
few changes only, the procedure sketched in Fig. 4.3 (page 83) may be reused to get
numerical values for the spectrum.

4.5.3 Random carrier frequency modulation

Next, formulas for the RCF technique with centered pulse position and constant duty
ratio are presented. As for the RPP method, the idea is to study the waveform for the
output directly and formally, the spectrum for uab becomes

Sab(f) =
1

T

[
E
{ |Uab(f ; δab)|2

}
+ 2R

(
E
{
Uab(f ; δab) e

jω(1−αab)T
}
E
{
U�

ab(f ; δab) e
jωαabT

}
1− E

{
ejωT

} )]
, (4.50)

in analogy with (4.27) for the switching function qa.
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Evaluation of terms

To find the spectrum Sab(f), the sampling pulse uab(t) must be known. For this type
of control, where the pulses are centered in each leg, two pulses uab1 and uab2 occur in
each carrier period as shown in Fig. 4.11(b). Using this notation, the effective sampling
pulse uab for the output may be expressed as

uab(t) = uab1(t) + uab2(t) = uab1(t) + uab1(t− α∆abT ), (4.51)

where α∆ab � 1
2
(da + db) is the normalized time by which uab2 lags uab1. Also

4,

uab1(t) =

{
1, 0 ≤ t ≤ αδabT,

0, otherwise.
(4.52)

Here, αδab � 1
2
(da − db) is the width of uab1 divided by T.

The remaining task is to calculate analytically the statistical expectations of various
Fourier transformations in (4.50) in order to find the spectrum of the output voltage.
All expectations must be taken over the range of T and for convenience the same
uniform distribution as in section 4.4.2 is used. Hence, according to (4.29) and (4.30),
T = 1

2
(T1 + T2) and E

{
ejωT

}
= j
(
ejωT1 − ejωT2

)
/(∆Tω), where ∆T = T2 − T1 is the

difference between the maximum T2 and minimum T1 carrier periods.

By using (4.52), the Fourier transformation of the sampling pulse (4.51) becomes

Uab(f ; δab) =

∫ ∞

−∞
uab(t)e

−jωt dt =

∫ ∞

−∞

(
uab1(t) + uab1(t− α∆abT )

)
e−jωt dt

=
(
1 + e−jωα∆abT

) ∫ αδabT

0

1e−jωt dt =
j

ω

(
1 + e−jωα∆abT

) (
e−jωαδabT − 1

)
.

(4.53)

Taking the absolute value squared of (4.53) and averaging with respect to the proba-
bility density p(T ), it may be shown that

E
{ |Uab(f ; δab)|2

}
=

2

∆Tω2

(
2∆T + 2

sin(ωα∆abT2)− sin(ωα∆abT1)

ωα∆ab

− 2
sin(ωαδabT2)− sin(ωαδabT1)

ωαδab

− sin(ω(α∆ab − αδab)T2)− sin(ω(α∆ab − αδab)T1)

ω(α∆ab − αδab)

− sin(ω(α∆ab + αδab)T2)− sin(ω(α∆ab + αδab)T1)

ω(α∆ab + αδab)

)
.

(4.54)

4Again da > db may safely be assumed.
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Likewise, straightforward derivations lead to

E
{
Uab(f ; δab)e

jω(1−αab)T
}
=

1

∆Tω2

(
e−jω(αab+αδab−1)T1 − e−jω(αab+αδab−1)T2

αab + αδab − 1

− e−jω(αab−1)T1 − e−jω(αab−1)T2

αab − 1

+
e−jω(α∆ab+αab+αδab−1)T1 − e−jω(α∆ab+αab+αδab−1)T2

α∆ab + αab + αδab − 1

− e−jω(α∆ab+αab−1)T1 − e−jω(α∆ab+αab−1)T2
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(4.55)

and

E
{
U�

ab(f ; δab)e
jωαabT

}
=

1

∆Tω2

(
ejωαabT2 − ejωαabT1

αab

+
ejω(α∆ab+αab)T2 − ejω(α∆ab+αab)T1

α∆ab + αab

− ejω(αδab+αab)T2 − ejω(αδab+αab)T1

αδab + αab

− ejω(α∆ab+αδab+αab)T2 − ejω(α∆ab+αδab+αab)T1

α∆ab + αδab + αab

)
.

(4.56)

The spectrum for uab may now be calculated by inserting the partial results (4.54)–
(4.56) into the key expression (4.50). The Matlab code shown previously in Fig. 4.4 on
page 85 may be modified to output the spectrum for uab by inserting those expressions.

At this point it may be noted that even for a uniform distribution of T , the needed
expectations become lengthy expressions. This indicates that other distributions, like
the Gaussian (normal) distribution, are likely to produce substantially more compli-
cated expressions due to the definite integrals like (4.34).

Another problem of practical concern relates to that many continuous distributions
(including, but not limited to, the Gaussian distribution) do not directly comply with
real-world constraints for the upper and the lower values for the carrier frequency. This
indicates that a discrete distribution of the carrier frequency is more attractive from
a practical point of view, and as elaborated in Chapter 5, discrete distributions have
many other nice advantages in conjunctions with random PWM. One advantage relates
to the problem of evaluating expectations similar to those in (4.34).

4.5.4 Comparison of calculated and measured spectra

In order to validate the correctness of the developed theory for the spectrum of the
terminal voltage, measurements are compared to the analytically expected spectra for
both the RPP and the RCF schemes. The effect of blanking time is also examined.
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Experimental set-up

The experimental set-up shown in Fig. 4.5 on page 86 is used again. Also, the settings
of the modulator and the signal analyzer are the same as previously used (see Table 4.1
on page 86).

Unlike the comparison in section 4.4.3, measurements are also provided for the real
terminal voltage when the converter is loaded by a dc motor, which in turn is loaded
by a dc generator. The power supplied to the load is approximately 250 W using
case A settings and 500 W in case B. The active power drawn from the converter
causes a dc-link voltage ripple ∆Udc, which amounts to ∆Udc/Udc ≈ 5/200 (V/V)
and ∆Udc/Udc ≈ 10/200 (V/V) in cases A and B, respectively. A blanking time on
td = 2.2 µs is used.

Notation

To separate spectra of slightly different origin, the used notation is as follows:

Sab(f) The theoretically expected spectrum, which in the RPP case has both a density
part and a harmonic part.

S̃ab(f) The equivalent density spectrum, where the calculated power components (har-
monics) are merged into the calculated continuous density part according to
the guidelines given earlier.

Ŝab(f) The measured density spectrum (PSD scaling) based on a logic-level difference
qa − qb of the switching functions generated by the modulator. qa − qb was
generated from the TTL-referred digital voltages qa and qb by means of a simple
operational amplifier circuit.

Ŝp
ab(f) The measured density spectrum (PSD scaling) on power level, i.e. the terminal

voltage is fed to the measuring unit. The high-voltage differential probe P5205
(see Appendix A) was used.

Under ideal conditions, the spectra Ŝab(f) and Ŝp
ab(f) are equal, but as demonstrated

below, the non-ideal behaviour of the power converter causes slight disagreements.
Also, for the RCF scheme, which does not generate any harmonics, Sab(f) and S̃ab(f)
are equal, because the noise bandwidth of the DSA is sufficiently small to capture all
variations in the density spectra.

All results are given in (dB), where 0 dB ∼ 1 volt2/Hz for all density parts and
0 dB ∼ 1 volt2 for the harmonics in Sab(f).

Results

The obtained results are shown in Fig. 4.12 and Fig. 4.13. The measurements Ŝab(f)
based on logic-level signals (Fig. 4.12(c, d) and Fig. 4.13(c, d)) show a very good
agreement between theory S̃ab(f) and the measured spectra Ŝab(f). The two curves
shown in each of these plots are hardly discernible.

The last row in Fig. 4.12 and Fig. 4.13, respectively, compares the theory to meas-
urements obtained directly from the output power terminals of the converter. As
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Figure 4.12 Spectra for the output voltage uab for RPP (lead-lag) modulation. (a, b)
Calculated density and harmonic spectra, (c, d) calculated density spectra including power
due to harmonics and measured spectrum (logic level), and (e, f) calculated density spectra
including power due to harmonics and measured spectrum (power level).
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Figure 4.13 Spectra for the output voltage uab for RCF (lead-lag) modulation. (a, b)
Calculated density spectra, (c, d) calculated density spectra and measured spectrum (logic
level), and (e, f) calculated density spectra and measured spectrum (power level).
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Figure 4.14 Spectra for the output voltage uab showing the effects of blanking time. Results
for RPP and RCF (case A only). (a, b) Calculated density (for reference duty ratios), (c, d)
calculated density (for modified duty ratios), and (e, f) measured density (at output terminals
of converter).
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opposed to the logic-level measurements, the spectra obtained here are not exempted
from the effects of dc-link voltage ripple, blanking time, and voltage drop across the
power devices. Although the agreement is still acceptable, better results may be ob-
tained as elaborated below by including the effects of the blanking time in the analysis.
No attempts are made to take the voltage drops and finite switching times into account.

The insertion of a blanking time between the turn-off of one transistor and the turn-
on of its complementary device causes the effective duty ratio to be slightly different
from the reference duty ratio. Sometimes, compensation for this error is included in
the modulator [18], but for simplicity, this was not done here. Instead, the effects of a
blanking time td is incorporated into the calculations.

For the RCF technique, the duty ratios used to calculate the spectrum are modified
according to d′a = da−td/T and d′b = db+td/T , where the different signs of the correcting
terms reflect that the load current flows in opposite directions in leg a and b. Also, T
is the average value of the carrier period. Numerically, td/T = 2.2/200 = 0.0110 for
the case A settings, which may be compared in magnitude to the duty ratios da = 0.8
and db = 0.3.

The treatment of the RPP scheme is essentially the same, but here the possibility
of two pulses merging back to back has to be included, because in this case the number
of commutations is reduced. Hence, when leading and lagging pulses occur with the
same probabilities, the effective duty ratios are d′a = da − 3

4
td/T and d′b = db +

3
4
td/T,

where T is the (constant) carrier period duration. For T = 200 µs and td = 2.2 µs, this
yields a deviation of 0.0083 from the reference duty ratio.

Introducing these modified duty ratios, the theoretically expected spectra were
recalculated; the results are shown in Fig. 4.14 on page 101 for the case A settings.
For the RCF technique, the modifications significantly narrow the gap between S̃ab(f)
and Ŝp

ab(f) around 20 kHz; this may be seen from Fig. 4.14(b, d, and f). For the
RPP scheme, similar improvements regarding the density part may be observed in
Fig. 4.14(a, c, and e). The overall improvement is, however, not quite as good as in
the RCF case, mainly because mismatches at the minor harmonics located at 10, 20,
30, and 40 kHz persist.

4.6 Summary

Detailed information on how to perform spectral analysis of random PWM schemes
suitable for full-bridge dc/dc converters has been presented in this chapter. Based on
the general analysis in the previous chapter, closed-form expressions for the spectra
of pulse trains generated by both random carrier frequency modulation and random
pulse-position modulation were derived. An important characteristic for both these
schemes is that the proper volt-second balance is maintained on a per carrier period
basis.

Examples have been included of how these formulas may be used to calculate the
spectra analytically, provided probability density functions are known for the duration
of carrier period and the pulse position. It was also shown how these expressions may
be evaluated numerically by means of Matlab algorithms.

The analysis also includes a method to calculate the spectrum of the output voltage
in a full-bridge converter. This voltage is proportional to the difference of the switching
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functions used to control the two legs. As elaborated in the text, the suggested method
does not require knowledge of the cross spectra; this simplifies significantly the analysis
of composite signals such as the output voltage.

Comparing the work in this chapter to past work reported in the literature, the
main new contributions are believed to include:

• All theoretical results, which relate to spectral analysis of the RCF scheme tak-
ing the important detail of center-alignment of the pulses in each carrier period
into account, are believed to be completely novel. Expressions similar to those
reported in this chapter for the RLL technique may be found in e.g. [3], but only
for the switching functions themselves.

• The procedure used for spectral analysis of the difference of (statistically depen-
dent) switching functions are considered novel. The results obtainable with this
procedure are exact in a mathematical sense without requiring knowledge of any
cross spectra, which generally are considered more difficult to calculate than auto
spectra.

• All closed-form analytic expressions for the spectra of the difference qab � qa−qb,
which determines the output voltage in a full-bridge converter, are considered
new, except for an earlier publication by the author [19], reappearing with only
minor modifications in [20].

Also, it must be stressed that all theoretical results have been verified by laboratory
measurements using the methodology described in section 3.3.4. Such a thorough
validation of spectral analyses has hardly ever been reported in the literature despite
the large number of publications dealing with random PWM.

In conclusion, it may be stated that the presented framework for spectral analysis
of signals relating to random PWM has been proved to be very powerful; an excellent
agreement between theory and measurements has been observed for both RPP and
RCF modulation. The validity of the used principles is, however, not limited to those
two strategies; extensions to other variants of random PWM are certainly possible as
well.
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Chapter 5

Spectral analysis of random carrier
frequency dc/ac PWM schemes

5.1 Introduction

Modulators operating with a randomly changing carrier frequency are investigated in
this chapter in conjunction with three-phase voltage-source converters (VSC). Initially,
it may be noted that power electronic engineers often think in terms of the carrier fre-
quency during analysis of modulators, which leads to the acronym RCF-PWM (random
carrier frequency pulse-width modulation), but to facilitate much of the math involved
in the subsequent spectral analysis, the inverse quantity — the carrier period — is used
extensively also. In the literature many other formulations may be found1.

The main objective of this chapter is to show how the framework developed in
Chapter 3 can be used to perform spectral analysis of an RCF modulated three-phase
VSC for arbitrary modulation principles including e.g. space-vector modulation or
discontinuous PWM (see further in Chapter 2). As mentioned in Chapter 4 dealing
with full-bridge dc/dc converters, attention must be paid to precisely which voltage,
the analysis is tailored towards. Unlike for deterministic modulators, it is, in general,
impossible to extract the spectral characteristics of the line-to-line voltage from the
spectra of the switching functions when RCF or other random PWM schemes are used.
Therefore, a second objective is to discuss in greater details the procedure used already
in Chapter 4 for spectral analysis of composite waveforms, such as the line-to-line
voltage in a three-phase converter.

Finally, it may be noted that the current chapter almost focuses exclusively on
spectral analysis of RCF. However, more information relating to the RCF family of
techniques may also be found in Chapter 6 where current-quality issues of importance
to RCF-PWM are addressed. Also, an analysis of the possibilities of using RCF in
closed-loop applications may be found in Part III.

1A multitude of notations exists for the principle of dithering the instantaneous carrier frequency:
Ref. [1] introduced “random-switching control,” [2] talks of “spread-spectrum switching,” [3] uses a
“randomly modulated carrier PWM,” [4, 5] analyze a “randomized aperiodic modulator,” [6] suggests a
“variable pulse rate” modulator, [7] designs a “random slope PWM inverter” while others including [8]
classify the principle at hand as “random switching frequency PWM.”
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Chapter outline

Before the spectral analysis is commenced, efforts have been made to assure that the
studied variants of the RCF scheme comply with a number of issues of practical im-
portance. Such issues are discussed in the first section below. In the next section, a
general formula for the spectrum of the RCF scheme is derived and afterwards, exam-
ples of how to perform the spectral analysis are provided. The examples are grouped
into three sections dealing with the switching function, the line-to-line voltage, and the
phase-to-neutral voltage, respectively. Due to the theoretical nature of the analyses,
comparative laboratory measurements are included adhering to the guidelines put forth
in Chapter 3. A summary concludes the chapter.

5.2 Aspects of probability density functions

For the RCF technique, the parameter of paramount importance for the frequency
contents of the modulated signal is, of course, the variations of the carrier frequency.
Equivalently, the variations of the carrier period T may be studied and in this section,
overall strategies for the selection of T are discussed, because it turns out that the way
in which T is determined is very important for the further spectral analysis and for
the implementation of RCF-based modulators. Specifically, the concept of probability
density function is used as a basis for the discussion.

5.2.1 Assignment of a probability density function for T

In principle, the choice of T is completely arbitrary, but in practice constraints are
imposed, which limits the permissible values to some range T1 ≤ T ≤ T2. In general, the
bounds T1 and T2 depend on the allowable switching losses, the blanking time, the driver
circuitry, the acceptable current ripple, the desired closed-loop control bandwidth, etc.

Memory-less versus Markov-chain based approaches

The technical constraints limit the range of usable carrier frequencies, but they do not
dictate how the next T is selected provided it belongs to the allowable range. The
selection of the next carrier period T may be made in two conceptually different ways:

The next value of T depends on past values of T
The next T depends on the state of an underlying Markov chain. In [4, 9, 10] it
is stated that this approach yields less local current ripple (in an accumulating
sense). The reason is that it is possible to design a Markov chain in such a
way that the probability of applying many “long” carrier periods in a row is
significantly diminished.

The next values of T is independent of all past values of T
T is determined by the outcome of a memory-less random experiment. This
approach is by far the most common principle used in the literature. The im-
plementation of methods based on statistically independent trials is simpler than
those using Markov chains, which requires more sophisticated programming with
bookkeeping of past and present values for T .
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Figure 5.1 Examples of (a) continuous and (b) discrete probability density functions p(T )
for the carrier period T .

In this thesis, only the class of memory-less methods is studied for several reasons:
they are simple to implement and judging from the work in [10], the spectral analysis
of random PWM schemes based on Markov chains are very complicated, even for the
relatively simple examples studied in [10], which, unfortunately, are of no immediate
practical relevance. Also, even though the memory-less methods do not give the same
controllability of the time-domain ripple waveforms as do Markov-based techniques,
this fact is not considered decisive.

Continuous versus discrete probability density function (pdf)

Another concept that needs attention regarding the random selection of carrier fre-
quencies/periods is the pdf that determines the statistical properties. In order to make
a particular pdf for T , denoted as p(T ), physically meaningful, constraints must be
imposed, viz.

p(T ) ≥ 0 for all T,∫ +∞

−∞
p(T ) dT = 1.

(5.1)

Clearly, these requirements can be met in an infinity of different ways, but in order to
facilitate the discussion, two main classes of density functions are commented further
below:

Continuous probability density function
For a continuous density function, all values of T in some range T1 ≤ T ≤ T2

typically appear with a non-zero probability. For example the uniform distribu-
tion and the Gaussian2 (normal) distributions depicted in Fig. 5.1(a) have been
used in experimental investigations of the RCF technique in [11–13], among many
others.

2Theoretically, all values of T, including those outside the T ∈ [T1;T2] range, occur with non-zero
probability, but for practical purposes all out-of-range values must be removed. Strictly speaking then,
the effective pdf is only approximately Gaussian.
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Discrete (impulsive) probability density function
A discrete pdf implies that only a finite number of values for T occurs as il-
lustrated in Fig. 5.1(b). Using the nomenclature, p(T ) may conveniently be
represented by a sum of delta impulses, i.e.

p(T ) =
J∑

j=1

pj δ(T − Tj), (5.2)

where J is the number of different carrier periods in the pool and pj is the weight
assigned to the j’th carrier period Tj. The weights pj must all be non-negative
and also

∑
pj = 1 in order to comply with (5.1).

It should be mentioned that it is possible to construct a pdf for T which has both a
continuous and a discrete part. However, such mixed density functions are not pursued.

5.2.2 Evaluation of continuous and discrete density functions

The implications of the continuous and the discrete type of pdf for random PWM are
commented in some details below. To facilitate the presentation, the discussion has
been divided into the following four overall areas:

• Implementation of a random carrier period generator

• Smoothness of the output voltage spectrum

• Complexity of spectral analysis

• Compliance with the spectral shaping problem

For reference, the discussion is concluded with a table of comparison, see Table 5.1 on
page 115.

Implementation of a random carrier period generator

Irrespective of the chosen pdf for T , some kind of random number generator (RNG)
that outputs random numbers is required. Only software-based RNG’s are considered
although hardware-based RNG’s have occasionally occurred in the literature on random
PWM [7, 14–17].

For a continuous pdf, the starting point is an RNG that generates uniform deviates
x in the x ∈ [0; 1] range. In the ideal case, the number of different values that x
may attain in this range is infinite, but due to the finite period of practical RNG’s
the number of different x values is finite. Typically, as shown in [18], the period
length is greater than 108 for RNG’s of just modest complexity (a few lines of C code),
which corresponds to a repetition period of more than five hours, if the average carrier
frequency is 5 kHz. Hence, the periodicity is not an issue of importance, provided that
just a modest computational power is available3. References to the particular routine
used for all results reported in this thesis may be found in Appendix A.

3Some of the early implementations in micro controllers of random PWM used an off-line generated
look-up table having in the order of a few thousands entries only [2, 3, 19, 20]. Such a short sequence
deteriorates the performance — [21] gives more detailed information.
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If the pdf for T is uniform (constant over some range [T1;T2]), the next random
T may be found straightforwardly by T = T1 + (T2 − T1)x, once a new value for x
is known. If the desired pdf is non-uniform, transform methods are normally used
to generate e.g. a Gaussian distribution from a uniform distribution. Details may
be found in [18], but in general non-uniform distributions require extra computations
compared to the uniform case.

Regarding the discrete pdf, only a few different values for T ’s are needed and there-
fore, an RNG that outputs only J different integers with prescribed probabilities pj
is sufficient. Direct methods that generate random bits are discussed in [22], but for
the sake of simplicity these schemes are disregarded in the current discussion. Hence,
it is assumed that a uniformly distributed random number x is available, and then
the random choice of T from the finite set {Tj} may be found by means of a series of
comparisons, i.e.

T =




T1, if 0 ≤ x < p1,

T2, if p1 ≤ x < p1 + p2,
...

TJ , if p1 + p2 + · · ·+ pJ−1 ≤ x < 1.

(5.3)

This simple procedure requires at most J − 1 comparisons when the value of x is
known. For small values of J this is an acceptable solution. For larger pool sizes, an
elegant method based on a single table look-up operation described in [22] should be
considered, because this approach is very fast to execute in real-time. Here, the main
task is to initialize the look-up table.

Smoothness of the output voltage spectrum

Without anticipating the forthcoming spectral analysis, it may be stated that for a
continuous p(T ) experiments have shown that the produced output voltage spectrum
is a purely continuous function of frequency, except for the discrete component at the
fundamental frequency. No other harmonics exist, i.e. all the power normally carried
by the harmonics clustered around multiples of the carrier frequency is transferred to
the continuous density spectrum. This characteristic may be observed for the uniform
distribution of T used for the dc/dc converter studied in Chapter 4. Also, results in [23]
besides many other references support this statement.

For the discrete distributions, however, the smoothness of the voltage spectrum
is not guaranteed, i.e. harmonics may peak up at discrete frequencies despite of the
randomization. Therefore, care must be exercised when the pool of carrier frequencies
(periods) is selected, because non-fundamental harmonics may be generated, if the
frequencies in the pool fulfill requirements stated by [24] and published in [25]. A more
elaborative discussion is given in section 5.4.3. Fortunately, when the pool of frequencies
is properly selected, the generated voltage spectrum has a continuous density part only
as observed by [21] apart from the harmonic at the fundamental frequency. Note that a
discrete p(T ) does not in general unconditionally imply that the spectrum has discrete
components, too.
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Complexity of spectral analysis

Whether a continuous or a discrete pdf is used, explicit knowledge of the particular
p(T ) is crucial in order to perform the spectral analysis. This has been demonstrated
in Chapter 4 by the examples relating to dc/dc converters. These examples also show
that even in the most simple case where p(T ) is constant in some range (uniform pdf),
the calculations become somewhat involved due to the many definite integrals needed
to evaluate various expectations over T. The mathematics becomes much worse for the
dc/ac schemes studied in the current chapter, even for a uniform4 p(T ).

If a calculation of the spectrum for other continuous distributions of the carrier
period is wanted, new and tedious algebraic manipulations are necessary for each pdf
of interest. In fact, there is no guarantee that a solution can be found; at best, the
derivations are involved — at worst, no closed-form solution exists.

The analysis of dc/dc schemes in Chapter 4 has shown that for the random lead-
lag modulation, the derivations leading to expressions for the spectrum are relatively
simple due to the discrete pdf for the delay. This is equivalent to the discrete pdf for the
carrier period of interest here. Therefore, evaluation of expectations across T simplifies
significantly compared to the cases with a continuous pdf, due to the sampling property
of the underlying delta-functions in (5.2). Special care must, however, be taken to
determine the existence of harmonics and their strength, if they exist [24, 25].

Compliance with the spectral shaping problem

Apart from gaining a better understanding of the behavior of random PWM techniques,
another reason for calculating the spectra given the pdf for the randomized variables
is that this knowledge opens the opportunity to “custom design” the output spectrum
— at least to some extent. As mentioned in Chapter 1, a procedure to select the
(optimal) modulator parameters would be of high interest in practical applications of
random PWM, because otherwise it is hard to prove whether or not the full potentials
of non-deterministic modulation have been explored.

Initial research in this area has been reported in [4, 5] targeted towards meeting
predefined frequency-domain specifications in the best possible way without violating
physical constraints like disallowing negative duty ratios, etc. One of the examples in
these references relates to minimizing the weighted sum of the power carried by a certain
set of harmonics generated by a random pulse-position scheme. In another example, the
total power in some specified frequency range is minimized for the same dc/dc random
scheme. In both cases, numerical optimization methods are used to determine the
parameters for the modulator, i.e. the numerical values of the parameters describing
the probability density function.

Using the same terminology as in optimization theory5, formulas for the spectrum
given the pdf are essential in order to evaluate the objective function, which, for ex-

4The spectral analysis of RCF-PWM for dc/ac converters reported in later sections of this chapter
does not include any examples of a uniform pdf for T . Such analyses, which agree perfectly with
measurements, have, nevertheless, been completed, but for sake of brevity, the derivations and the
results for uniform pdf are omitted in the thesis.

5Among many others, the excellent book [26] by Gill et al. may be consulted for a well-written
introduction to the theory (and practice) of mathematical optimization by numerical methods.
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Figure 5.2 Illustration of possible (envelope) curves for (a) a continuous and (b) a discrete
pdf for two different sets of parameters.

ample, could be the total power in some frequency band. Also, the design variables
are the parameters in the pdf, e.g. the T1 and T2 values for the uniform distribution
of carrier periods. Constraints like upper and lower bounds for T1 and T2 must also
be taken into account during the search for the optimal values of the design variables,
which minimize the objective function within the region spanned by the constraints.

Although the work reported in this thesis allows the evaluation of objective functions
for a large class of random PWM schemes applicable for widely-used converters, such
as the three-phase VSC, the synthesis part of the shaping problem is not addressed in
details. However, in order to facilitate the extension of the current work to investigate
the spectral shaping problem, care must be exercised already at this stage regarding
the selection of the type of pdf (continuous or discrete) to focus on in later sections of
the chapter.

To elaborate, it may be recalled from Fig. 5.1(a) that a continuous pdf is typically
described by a few parameters. For example, the uniform pdf needs only two param-
eters: lower T1 and upper T2 bounds, respectively; for the Gaussian distribution the
average Tµ and standard deviation Tσ must be specified. From an optimization point
of view, this low number of design variables is attractive, because low-order problems
are relatively easy to handle compared to high-order problems.

Unfortunately, a serious defect outweighs this advantage: a new set of parameters
does not change the “shape” of the distribution, but it merely changes e.g. the up-
per and lower limit for T ; the underlying (uniform) distribution remains. Fig. 5.2(a)
illustrates this fact using the Gaussian pdf as an example. It is therefore impossible
to find the true optimal pdf that minimizes some objective function due to the fact
that only one class of distributions can be searched at the time (and each class of pdf
requires its own tedious spectral analysis as pointed out earlier). To put it differently,
only the optimal distribution within this particular family can be found, but there is
no guarantee that the minimum found is the global minimum, if all possible continuous
distributions are considered as candidates for the solution of a particular optimization
problem. Clearly, this is a serious flaw of continuous probability density functions.

For the discrete type of pdf given by (5.2) on page 110, compliance with the spectral
shaping problem is obtained immediately as explained below. First, in this case a pool
of carrier periods {T1, T2, · · · , TJ} is selected beforehand. Then, the corresponding
pj-weights in (5.2) may be interpreted as the parameters (or design variables) to be
determined by the optimization algorithm in such a way that the objective function is
minimized. The key point is now that even for modest values of J , good approximations
to arbitrary continuous pdf’s may be obtained by simply changing the pj weights. For
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example, if all pj = 1/J, an approximation to a continuous uniform pdf arises; the
Gaussian distribution may be emulated by choosing {pj} in a bell-shaped fashion.
Fig. 5.2(b) shows how the discrete pdf may be used to approximate totally different
continuous distributions by simply changing the set of weights.

It is seen that this approach to spectral shaping is much more appealing than the
continuous pdf case described on the page before, because the optimizer may search
the entire space of candidate pdf at once without any need for hand derivations of
complicated expressions for different continuous distributions.

Comparison of continuous and discrete pdf for T

To summarize the key points, Table 5.1 gives an overview of how well the continuous
pdf and the discrete pdf perform in the different categories of interest.

The smooth voltage spectrum produced by the RCF technique with a continuous
p(T ) is undoubtedly a very desirable property from an acoustic point of view, since
the frequency contents of the acoustic noise emitted from a load strongly depends6 on
the spectrum for the voltage supplied to the load. Regarding the smoothness of the
spectrum, the discrete family of pdf’s can be made sufficiently good by adhering to
design rules given later. Therefore, the (÷) score in Table 5.1 is only included in order
to indicate that precaution must be exercised during the selection of the pool of carrier
frequencies.

In the other disciplines the discrete pdf seems preferable to the continuous pdf: it
is easier to implement, although this is not a major concern when modern processors
are used, but rather the major advantages relate to the spectral analysis and to the
compliance with the prospective spectral shaping problem. The last row in Table 5.1
relating to how well the two kinds of density functions comply with closed-loop applica-
tions has not been discussed yet, but, nevertheless, the discrete pdf scores better than
the continuous pdf. This topic is treated in details in Part III starting on page 223,
where it is demonstrated how commonly used feed-back digital control techniques may
be unified with random carrier frequency PWM.

Based on this discussion, only the discrete type of pdf for T is selected for further
analysis in this chapter. Also, the method based on Markov chains is not considered any
further in this thesis despite the appealing characteristics reported earlier by Stanković
in [4, 9, 10].

To partly remedy the fact that no evidence has been provided so far for the claimed
similarity in performance between a discrete and a continuous p(T ), experimental re-
sults reported by [21] may be considered. In this reference, it is shown that a voltage
spectrum almost identical to the spectrum produced by a continuous pdf may be ob-
tained using only a very small pool size J of selectable carrier frequencies, typically
in the order of J = 5. According to [21] there is only a little noticeable difference in
the emitted acoustic noise from an induction motor using the reduced set of five car-
rier frequencies compared to a continuous pool of frequencies. However, the difference
becomes noticeable if less than five frequencies are used.

6The relationship from input voltage to emitted noise from e.g. an ac motor forms a complicated
transfer function involving interconnected electro-magnetic and mechanical subsystems. This implies
that the emitted acoustic noise is a highly nonlinear function of the supplied voltage.
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Continuous pdf Discrete pdf

Implementation 0 +

Smoothness of spectrum + + (÷)

Amenable to
theoretical analysis ÷ 0

Spectral shaping ÷ +

Closed-loop compliance ÷ 0

Table 5.1 Evaluation of continuous and discrete probability density functions for the carrier
period. The used ratings are: (÷): poor/difficult, (0): fair/manageable, and (+): good.

For completeness, it should also be noted that a small pool of different carrier
frequencies was used in experimental investigations already in 1993 by [27], but solely
in order to reduce storage and microprocessor requirements; compliance with the issues
summarized in Table 5.1 was not considered. Also, initial theoretical results dealing
with the shaping problem based on a discrete pdf for T may be found in [28–30], and
recently in [31] also.

Final comments on the choice of pdf

Although the discussion of the merit and demerits of the two kinds of pdf offspring from
the RCF technique, many of the conclusions apply equally well to the random PWM
techniques studied in the next chapter which all operate with a fixed carrier frequency,
but random pulse positions (or widths). For such schemes, the spectral analysis is
simpler for a discrete distribution than for a continuous distribution; the same holds
for the spectral shaping problem.

5.3 Spectral analysis of dc/ac random carrier

frequency PWM

The spectral analysis of the RCF technique is based on the main results obtained in
Chapter 3. In this chapter, a review of related previous work may also be found in
section 3.4.2 making a repetition superfluously here. Therefore, the objective of this
section is solely to apply the results of Chapter 3 to derive a set of formulas for the
spectrum generated by RCF-PWM schemes suitable for dc/ac converters. In particular,
no constraints are imposed on the kind of modulation method, i.e. the analysis is valid
for purely sinusoidal modulation, but also for space-vector PWM, discontinuous PWM,
etc., which all have been briefly described in Chapter 2.

This section is organized into three parts. First, the basis for the derivations is
specified and next, details of the mathematical derivations are provided. The section
is concluded with a summary of the main results which are extensively used in the
remaining part of this chapter.
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Figure 5.3 Switching function for the RCF technique employing variable duty ratios. The
illustration assumes that the on-state pulse is center-aligned in each carrier period. (However,
the theory is also valid for non-centered and non-rectangular pulses.)

5.3.1 Parametric representation of switching functions

The randomization technique to be studied has the following properties:

1. The on-state pulses are center-aligned within each carrier period. This is the stan-
dard choice in all regular-sampled symmetric PWM, which samples the reference
once per carrier period T.

2. The instantaneous value of T is determined by the outcome of independent ran-
dom experiments, i.e. there is no correlation between adjacent carrier periods.

Formally, the switching function may be represented by the train of pulses shown in
Fig. 5.3. It may be noted that both the delay ∆�,m̃ and the pulse width δ�,m̃ are
random variables because of the relations stated in (3.22) and (3.23), repeated here for
reference:

δ�,m = d�,mT�,m (5.4)

∆�,m = α�,mT�,m. (5.5)

These variables depend on the sampling instant t�,m, which is a function of all past
values of the carrier period T�,m. This makes the analysis complicated when it comes
to evaluation of the statistical expectation E{·} needed to calculate the total power
spectrum S(f) by the formulas summarized in section 3.4.7 on page 67:

S(f) =
M∑

m = 1

M∑
m̃ = 1

Sm,m̃(f), (5.6)

where Sm,m̃(f) is given by

Sm,m̃(f) =
1

MT
E

{ ∞∑
� = −∞

U(f ; δ0,m)U
�(f ; δ�,m̃)e

jω(t�,m̃−t0,m)ejω(∆�,m̃−∆0,m)

}
(5.7)

The evaluation of the partial contributions Sm,m̃(f) to the total spectrum is based on
expansion of (5.7).
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5.3.2 Evaluation of partial contribution to the total spectrum

To evaluate (5.7), the expectation of the infinite sum across 1 must be found. Below,
details of the derivations are given for the three sub-cases (a) m = m̃, (b) m < m̃, and
(c) m > m̃.

The diagonal terms: m = m̃

In practical applications, the duration of the carrier period T�,m is selected at random,
but (5.7) is expressed in terms of epochs like t�,m̃ and t0,m. Referring to Fig. 5.3 on the
facing page, the time difference term (t�,m̃ − t0,m) may be found as

t�,m̃ − t0,m

=




...

−(T−2,m + · · ·+ T−2,M + T−1,1 + · · ·+ T−1,M

+T0,1 + · · ·+ T0,m−1), 1 = −2, 2M terms,

−(T−1,m + · · ·+ T−1,M + T0,1 + · · ·+ T0,m−1), 1 = −1, M terms,

0, 1 = 0, 0 terms,

T0,m + · · ·+ T0,M + T1,1 + · · ·+ T1,m−1, 1 = 1, M terms,

T0,m + · · ·+ T0,M + T1,1 + · · ·+ T1,M + T2,1 + · · ·+ T2,m−1, 1 = 2, 2M terms.

...

(5.8)

Using (5.5), the difference (∆�,m̃ −∆0,m) between the pulse positions becomes

∆�,m̃ −∆0,m = α�,m̃T�,m̃ − α0,mT0,m. (5.9)

The sum of expectations in (5.7) may now be expanded by inserting (5.8) and (5.9):

E{·} = · · ·

+ E
{
U(f ; δ0,m)U

�(f ; δ−2,m̃)e
−jω

2Mterms︷ ︸︸ ︷
(T−2,m + · · ·+ T0,m−1)ejω(α−2,m̃T−2,m̃−α0,mT0,m)

}

+ E
{
U(f ; δ0,m)U

�(f ; δ−1,m̃)e
−jω

Mterms︷ ︸︸ ︷
(T−1,m + · · ·+ T0,m−1)ejω(α−1,m̃T−1,m̃−α0,mT0,m)

}

+ E
{
U(f ; δ0,m)U

�(f ; δ0,m̃)
}

+ E
{
U(f ; δ0,m)U

�(f ; δ1,m̃)e
jω

Mterms︷ ︸︸ ︷
(T0,m + · · ·+ T1,m−1)ejω(α1,m̃T1,m̃−α0,mT0,m)

}

+ E
{
U(f ; δ0,m)U

�(f ; δ2,m̃)e
jω

2Mterms︷ ︸︸ ︷
(T0,m + · · ·+ T2,m−1)ejω(α2,m̃T2,m̃−α2,mT0,m)

}
+ · · · .

(5.10)
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The expectation of the products may now be rewritten as a product of expectations,
because there is no correlation between successive values of the carrier period. Hence,

E{·} =

E
{
U(f ; δ0,m)e

−jωα0,mT0,m

}
[
· · ·+ E

{
U�(f ; δ−2,m̃)e

−jω(1−α−2,m̃)T−2,m

} 2M−1 terms (�=−2)︷ ︸︸ ︷
E
{
e−jωT−2,m+1

} · · ·E{e−jωT0,m−1
}

+ E
{
U�(f ; δ−1,m̃)e

−jω(1−α−1,m̃)T−1,m

} M−1 terms (�=−1)︷ ︸︸ ︷
E
{
e−jωT−1,m+1

} · · ·E{e−jωT0,m−1
} ]

+ E
{
U(f ; δ0,m)U

�(f ; δ0,m̃)
}

+ E
{
U(f ; δ0,m)e

jω(1−α0,m)T0,m

}
[

E
{
U�(f ; δ1,m̃)e

jωα1,m̃T1,m

} M−1 terms (�=1)︷ ︸︸ ︷
E
{
ejωT0,m+1

} · · ·E{ejωT1,m−1
}

+ E
{
U�(f ; δ2,m̃)e

jωα2,m̃T2,m

} 2M−1 terms (�=2)︷ ︸︸ ︷
E
{
ejωT0,m+1

} · · ·E{ejωT2,m−1
}

+ · · ·
]
.

(5.11)

The pulse widths (the δ’s) and the pulse-position parameters (the α’s) are independent
of the block number, i.e. these parameters depend only on the position m (or m̃)
within the block. Also, it is known that all carrier periods are identically, independently
distributed, although the particular probability density function is unknown. Under
these circumstances, (5.11) may be simplified to

E{·} = E
{|U(f ; δm)|2

}
+ E
{
U(f ; δm)e

−jωαmT
}
E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
} ∞∑

�=1

E
{
e−jωT

}M�−1

+ E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
} ∞∑

�=1

E
{
ejωT

}M�−1

(5.12)

where the fact that m = m̃ has been used to simplify the term corresponding to 1 = 0.
The second summation in the preceding equation forms a convergent power series if
|E{ejωT}| < 1, and in this case it may be shown that

∞∑
�=1

E
{
ejωT

}M�−1
=

E
{
ejωT

}M−1

1− E
{
ejωT

}M . (5.13)

Also, it may be noted that the expressions on the second and on the third line of (5.12)
are each other’s complex conjugates. Using this fact and the series (5.13), the final
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result for the contribution to total spectrum for the m = m̃ case becomes

Sm,m̃(f) =
1

MT

[
E
{|U(f ; δm)|2

}

+ 2R
(
E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
} E

{
ejωT

}M−1

1− E
{
ejωT

}M
)]

. (5.14)

The off-diagonal terms: m < m̃

The expansion of (5.7) is basically the same as for the m = m̃ case, but the time
difference term (t�,m̃ − t0,m) requires special attention. Referring again to Fig. 5.3 on
page 116, this term expands into

t�,m̃ − t0,m

=




...

−(T−2,m̃ + · · ·+ T−2,M

+T−1,1 + · · ·+ T−1,M + T0,1 + · · ·+ T0,m−1), 1 = −2, 2M − (m̃−m) terms,

−(T−1,m̃ + · · ·+ T−1,M + T0,1 + · · ·+ T0,m−1), 1 = −1, M − (m̃−m) terms,

T0,m + · · ·+ T0,m̃−1, 1 = 0, (m̃−m) terms,

T0,m + · · ·+ T0,M + T1,1 + · · ·+ T1,m̃−1, 1 = 1, M + (m̃−m) terms,

T0,m + · · ·+ T0,M + T1,1 + · · ·+ T1,M

+T2,1 + · · ·+ T2,m̃−1, 1 = 2, 2M + (m̃−m) terms.

...

(5.15)

As before, the difference (∆�,m̃ −∆0,m) is given by (5.9), which may be used together
with (5.15) to get the following expression for the sum of expectations in (5.7):

E{·} = · · ·

+ E
{
U(f ; δ0,m)U

�(f ; δ−2,m̃)e
−jω

2M−(m̃−m) terms︷ ︸︸ ︷
(T−2,m̃ + · · ·+ T0,m−1)ejω(α−2,m̃T−2,m̃−α0,mT0,m)

}

+ E
{
U(f ; δ0,m)U

�(f ; δ−1,m̃)e
−jω

M−(m̃−m) terms︷ ︸︸ ︷
(T−1,m̃ + · · ·+ T0,m−1)ejω(α−1,m̃T−1,m̃−α0,mT0,m)

}

+ E
{
U(f ; δ0,m)U

�(f ; δ0,m̃)e
jω

(m̃−m) terms︷ ︸︸ ︷
(T0,m + · · ·+ T0,m̃−1)ejω(α0,m̃T0,m̃−α0,mT0,m)

}

+ E
{
U(f ; δ0,m)U

�(f ; δ1,m̃)e
jω

M+(m̃−m) terms︷ ︸︸ ︷
(T0,m + · · ·+ T1,m̃−1)ejω(α1,m̃T1,m̃−α0,mT0,m)

}

+ E
{
U(f ; δ0,m)U

�(f ; δ2,m̃)e
jω

2M+(m̃−m) terms︷ ︸︸ ︷
(T0,m + · · ·+ T2,m̃−1)ejω(α2,m̃T2,m̃−α0,mT0,m)

}
+ · · · .

(5.16)
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The expectation of the products may now be rewritten as a product of expectations,
because the T ’s are independent:

E{·} = E
{
U(f ; δ0,m)e

−jωα0,mT0,m

}
[
· · ·+ E

{
U�(f ; δ−2,m̃)e

−jω(1−α−2,m̃)T−2,m

} 2M−(m̃−m)−1 terms (�=−2)︷ ︸︸ ︷
E
{
e−jωT−2,m̃+1

} · · ·E{e−jωT0,m−1
}

+ E
{
U�(f ; δ−1,m̃)e

−jω(1−α−1,m̃)T−1,m

} M−(m̃−m)−1 terms (�=−1)︷ ︸︸ ︷
E
{
e−jωT−1,m̃+1

} · · ·E{e−jωT0,m−1
} ]

+ E
{
U(f ; δ0,m)e

jω(1−α0,m)T0,m

}
[

E
{
U�(f ; δ0,m̃)e

jωα0,m̃T0,m̃

} (m̃−m)−1 terms (�=0)︷ ︸︸ ︷
E
{
ejωT0,m+1

} · · ·E{ejωT0,m̃−1
}

+ E
{
U�(f ; δ1,m̃)e

jωα1,m̃T1,m̃

} M+(m̃−m)−1 terms (�=1)︷ ︸︸ ︷
E
{
ejωT0,m+1

} · · ·E{ejωT1,m̃−1
}

+ E
{
U�(f ; δ2,m̃)e

jωα2,m̃T2,m

} 2M+(m̃−m)−1 terms (�=2)︷ ︸︸ ︷
E
{
ejωT0,m+1

} · · ·E{ejωT2,m̃−1
}

+ · · ·
]
.

(5.17)

Further simplification leads to

E{·} = E
{
U(f ; δm)e

−jωαmT
}
E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
} ∞∑

�=1

E
{
e−jωT

}M�−(m̃−m)−1

+ E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
} ∞∑

�=0

E
{
ejωT

}M�+(m̃−m)−1

(5.18)

where the subscript indicating the block number has been dropped.
As for the m = m̃ case, the sums are converging if |E{·}| < 1, and in these cases it

may be shown that the two sums in (5.18) equal

∞∑
�=1

E
{
e−jωT

}M�−(m̃−m)−1
=

E
{
e−jωT

}M−(m̃−m)−1

1− E
{
e−jωT

}M (5.19)

and

∞∑
�=0

E
{
ejωT

}M�+(m̃−m)−1
=

E
{
ejωT

}(m̃−m)−1

1− E
{
ejωT

}M . (5.20)

Using the power series (5.19) and (5.20), the final result for the contribution to total
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spectrum for the m < m̃ case becomes

Sm,m̃(f) =
1

MT

[
E
{
U(f ; δm)e

−jωαmT
}
E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
}E
{
e−jωT

}M−(m̃−m)−1

1− E
{
e−jωT

}M

+ E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
}E
{
ejωT

}(m̃−m)−1

1− E
{
ejωT

}M
]
.

(5.21)

The off-diagonal terms: m > m̃

The only difference from the m < m̃ case is the expansion of the (t�,m̃ − t0,m) term
for 1 = 0. Now t0,m̃ − t0,m = −(T0,m̃ + · · ·T0,m−1), which includes −(m̃ − m) number
of terms. The consequence for the derivation of the sum of expectations is that the
summation limits for the two occurrences of the 1 variable in (5.18) are interchanged,
i.e. the first sum is

∑∞
�=0 E{·} and the second sum is

∑∞
�=1 E{·}. Hence, the result

becomes

Sm,m̃(f) =
1

MT

[
E
{
U(f ; δm)e

−jωαmT
}
E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
}E
{
e−jωT

}(m̃−m)−1

1− E
{
e−jωT

}M

+ E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
}E
{
ejωT

}(M−m̃−m)−1

1− E
{
ejωT

}M
]
.

(5.22)

5.3.3 Summary of formula for the spectrum using RCF-PWM

To recapitulate the results obtained so far, the derived equations for the spectrum S(f)
for the random carrier frequency (period) technique is summarized. Hence,

S(f) =
M∑

m=1

M∑
m̃=1

Sm,m̃(f) =
∑



S1,1(f) S1,2(f) · · · · · · S1,M(f)

S2,1(f) S2,2(f) · · · · · · S2,M(f)
...

...
. . .

...
...

. . .

SM,1(f) SM,2(f) SM,M(f)



, (5.23)

where the individual entries are calculated by one of the following three equations
depending on the values of m and m̃.
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The diagonal terms (m = m̃)

Sm,m̃(f) =
1

MT

[
E
{|U(f ; δm)|2

}

+ 2R
(
E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
} E

{
ejωT

}M−1

1− E
{
ejωT

}M
)]

. (5.24)

The off-diagonal terms (m < m̃)

Sm,m̃(f) =
1

MT

[
E
{
U(f ; δm)e

−jωαmT
}
E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
}E
{
e−jωT

}M−(m̃−m)−1

1− E
{
e−jωT

}M

+ E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
}E
{
ejωT

}(m̃−m)−1

1− E
{
ejωT

}M
]
.

(5.25)

The off-diagonal terms (m > m̃)

Sm,m̃(f) =
1

MT

[
E
{
U(f ; δm)e

−jωαmT
}
E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
}E
{
e−jωT

}(m̃−m)−1

1− E
{
e−jωT

}M

+ E
{
U(f ; δm)e

jω(1−αm)T
}
E
{
U�(f ; δm̃)e

jωαm̃T
}E
{
ejωT

}(M−m̃−m)−1

1− E
{
ejωT

}M
]
.

(5.26)

Hence, for a certain frequency f, evaluation of M2 partial contributions is needed in
order to get the total density spectrum S(f) at this particular frequency.

5.4 Spectral analysis of switching functions

In the present and in the next two sections, examples are given of how the developed
set of formulas may be used to get numerical values for the spectra of different voltages
when RCF-PWM is to control modulate a three-phase converter. Formulas are derived
for the following three voltages of interest in a voltage-source converter as shown in
Fig. 5.4:

1. the output-to-negative-rail voltage (switching function for one leg),

2. the line-to-line output voltage (section 5.5 starting on page 137), and

3. the phase-to-neutral voltage for symmetric loads (section 5.6 starting on page 147).
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Figure 5.4 Three-phase voltage-source converter and examples of switching functions for
random carrier frequency (period) modulation using center-aligned pulses in each carrier
period.

To support the validity of the theoretical calculations, all spectra analyses are compared
to measurements on the experimental set-up described in greater details in Appendix A.
In accordance with the conclusions of section 5.2.2, a discrete type of probability density
function (pdf) is used for the randomization of the carrier periods. Also, to illustrate
the generality of the spectral theory, different zero-sequence injection methods are used
for the verifications.

5.4.1 Spectrum for the switching function

The procedure to calculate the power spectral density (PSD) is a stepwise evaluation
of (5.23) by finding all the expectations in the supporting equations (5.24)–(5.26). All
expectations must be taken with respect to the carrier period T , i.e.

E{g(T )} =

∫ +∞

−∞
p(T )g(T ) dT, (5.27)

where g(T ) is an arbitrary function of T.

For the particular case studied here, the probability density function p(T ) for the
carrier period shown in Fig. 5.1(b) on page 109 is formulated as

p(T ) =
J∑

j=1

pj δ(T − Tj), (5.28)

where J is the pool size and pj is the weight assigned to the j’th interval Tj. The
δ-functions in (5.28) simplify the integration in (5.27) to

E{g(T )} =
J∑

j=1

pjg(Tj), (5.29)

which implies that integration is replaced with a much simpler operation, namely sum-
mation. This property was already used in Chapter 4 for the evaluation of the lead-lag
random pulse-position modulation.
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Figure 5.5 Examples of (a) actual random carrier period sampling and (b) equidistant sam-
pling to get M values for the average duty ratio within one period of the fundamental output
voltage.

Assignment of average duty ratios

At this point, the concept of average duty ratios introduced in Chapter 3 must be
kept in mind, because the derivations in section 5.3 rely on this also: in order to
make the analysis feasible, it is assumed that the modulation function governing the
deterministic operation of the (randomized) modulator is sampled on an equidistant
time grid as illustrated in Fig. 5.5.

The average time distance T between the samples is determined as

T = E{T} =
J∑

j=1

pjTj, (5.30)

and, furthermore, the number of carrier periods is set as M = �1/(f1T )�, where f1 is
the fundamental frequency of the modulated voltage. (The rounding �·� operation is
needed since there is no guarantee that 1/(f1T ) is an integer.)

The average duty ratio dm in the m’th period is found by equidistant sampling of
the reference waveforms produced by the modulator. Several commonly used modula-
tors have been discussed in Chapter 2, and a major advantage of the developed spectral
theory is that no constraints are imposed on how the duty ratios are produced; the
theory is applicable to arbitrary modulators, and not to only purely sinusoidal modu-
lation like the theory in [32]. In this way, an array of duty ratios dm is obtained, and by
setting αm = 1

2
(1− dm), the pulses become center-aligned within each carrier period.

5.4.2 Equations for partial spectra

In this case the sampling pulse u(t; δm) is defined as

u(t; δm) =

{
1, 0 ≤ t ≤ dmT,

0, otherwise.
(5.31)

and the Fourier transformation U(f ; δm) becomes

U(f ; δm) = F(u(t; δm)) =

∫ dmT

0

e−jωt dt =
1

jω

(
1− e−jωdmT

)
, ω = 2πf. (5.32)
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The diagonal terms (m = m̃)

Below follows a list of the expectations needed to find the diagonal terms in (5.24):
Using (5.32) together with (5.29), it may be shown by straightforward algebra that

E
{|U(f ; δm)|2

}
=

J∑
j=1

pj
sin2 (πfdmTj)

(πf)2
, (5.33)

E
{
U(f ; δm)e

jω(1−αm)T
}
=

J∑
j=1

pj
1

jω

(
1− e−jωdmTj

)
ejω(1−αm)Tj , (5.34)

E
{
U�(f ; δm̃)e

jωαm̃T
}
=

J∑
j=1

pj
1

jω

(
ejωdm̃Tj − 1

)
ejωαm̃Tj , (5.35)

E
{
ejωT

}
=

J∑
j=1

pj e
jωTj . (5.36)

The off-diagonal terms (m �= m̃)

The partial spectra for the m �= m̃ case is found by using (5.34)–(5.36) besides the two
equations below:

E
{
U(f ; δm)e

−jωαmT
}
=

J∑
j=1

pj
1

jω

(
1− e−jωdmTj

)
e−jωαmTj (5.37)

E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
}
=

J∑
j=1

pj
1

jω

(
ejωdm̃Tj − 1

)
e−jω(1−αm̃)Tj . (5.38)

These equations are then inserted into (5.25) and (5.26) for m < m̃ and m > m̃,
respectively, which allows numerical results to be obtained by assigning values to the
parameters in the derived expressions.

5.4.3 Modulator settings and laboratory set-up

All results are compared to laboratory measurements by using the set-up shown in
Fig. 5.6 to acquire measurements of spectra. The set-up is described in more details in
Appendix A, but in brief, a standard frequency converter rated at 4 kVA is used as a
power amplifier. The converter consists of a diode-bridge front-end feeding power into
a dc-link capacitor through a smoothing inductor; the inversion stage is a standard
three-phase VSC of the kind shown in Fig. 5.4 using six-pack IGBT power module.
The converter is loaded by a 1.5 kW 2-pole induction motor running at light load.

Modulator settings

The evaluation of the spectral analysis theory is based on the settings listed in Ta-
ble 5.2. It may be noted that three well-known deterministic modulation techniques
are subjected to randomization. In all cases, a simple V/Hz controller that ensures
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Figure 5.6 Set-up used to test RCF-PWM schemes for three-phase converters. Appendix A
contains more information on the set-up and on the used instrumentation.

rated magnetizing current in steady state is used. The voltage controller is not oper-
ating entirely in open-loop: the dc-link voltage is fed back and also, a simple blanking
time compensation based on [33] is implemented using phase current feedback.

Using the pool of discrete frequencies fj listed in Table 5.2, the probability density

function for T is set as p(T ) =
∑J

j=1 pj δ(T − 1/fj), where pj = 1/J for all j. This is
as crude approximations to a uniform distribution in the [2; 4] kHz range.

Example of current waveforms

To demonstrate the time-domain characteristics of the system, sample waveforms of
the phase currents are provided in Fig. 5.7 (page 128. All plots are valid for a 5 Hz
fundamental frequency, and for reasons of comparison, the results obtained for J = 5
are compared to results obtained for fixed carrier frequency of 3 kHz. Regarding the
operation on the macroscopic time scale, the randomized modulator produces results
very similar to the deterministic modulator, because no discernible difference exists
between the fundamental component of the current.

Notation

The spectrum for the switching function qa is measured on both 5 V logic level and at
power level (output terminal to negative dc-link rail) as indicated in Fig. 5.6. Like in
Chapter 4, the following notation is used to separate different spectra:

Sa(f) The theoretically expected spectrum for the switching function qa. Sa(f) has
only a density part, i.e. no harmonic component can be predicted by the theory.

Ŝa(f) The measured density spectrum of the switching function. The spectra are
scaled in PSD units, see further in section 3.3.2.

Ŝp
a(f) The density spectrum (PSD scaling) measured by feeding the differential volt-

age between phase a and the negative dc-rail to the DSA.

Note that no equivalent density spectrum is used in this chapter, because of (a) the the-
ory does not predict the existence of any harmonic components and (b) the resolution
bandwidth of the DSA is sufficiently small. 0 dB corresponds to 1 volt2/Hz.
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Type of modulator Fundamental frequency Carrier frequencies (kHz)

SIN: sinusoidal Low: f1 = 5 Hz J = 5: fj = {2, 2.5, 3, 3.5, 4.0}
SVM: space-vector High: f1 = 40 Hz J = 3: fj = {2, 3, 4}
DPWM: discontinuous(1)

Table 5.2 Used settings of modulators for examining the spectral theory for random carrier
frequency modulation. (1)The Depenbrock clamping scheme, see further in Chapter 2.

5.4.4 Comparison of calculated and measured spectra

Examples using pool size of five carrier frequencies

The results are shown in Figs. 5.8–5.10 (pages 129–131) for the different modulators
and fundamental frequencies. A somewhat surprising observation is that the difference
between Ŝa(f) and Ŝp

a(f) is very small — at least for the density part of the spectrum.
In other words, the net effect of converter non-linearities on the spectrum is less pro-
nounced than for the dc/dc converter studied in Chapter 4. The main reason is that the
voltage error caused by blanking time etc. is divided among all phases, which prevents
accumulation of errors on one leg only as for the dc/dc converter. Also, the figures
show that SIN and SVM cause similar looking continuous spectra whereas the DPWM
modulator deviates from the others, especially for the low fundamental frequency.

Regarding the comparison of calculated and measured continuous power spectral
densities, the plots reveal excellent agreements for all examined modulators and oper-
ating points — in particular for frequencies greater than some threshold (0.2–1.0 kHz
depending on the modulator and fundamental frequency). In the low-frequency range,
harmonic (volt2) components related to the modulation waveform appear at multi-
ples of the fundamental frequency, but in its current form, the theory is incapable of
calculating these components. A further discussion of this topic follows in section 5.4.5.

Examples using pool size of three carrier frequencies

On pages 132–134, Figs. 5.11–5.13 show calculated and measured spectra for the case
that only uses three different carrier frequencies. It is evident that the spectra are
considerably less smooth than for J = 5; several local minima and maxima exist.

Again, the overall agreement is very good, which supports the developed theory.
However, it must be noted that the measured spectra are no longer purely continu-
ous. The plots show harmonics around 12 kHz and 24 kHz (this is best seen for the
f1 = 40 Hz examples). To provide more information, Fig. 5.14(a, b, c) on page 135
shows details around 12 kHz for the SVM modulator (SIN and DPWM have similar
characteristics). Here, a resolution of ∆f = 2 Hz is used for both measured and calcu-
lated spectra. It appears from Fig. 5.14(a) that the calculated spectrum Sa(f) includes
the harmonics, but this interpretation is unfortunately wrong. What appears to be
harmonics around 12 kHz is in fact part of the continuous spectrum, i.e. the peaks in
Fig. 5.14(a) are just local peaks of density rather than harmonics. The analysis fails
to predict the harmonics and also the calculated peaks of density are incorrect.
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Figure 5.7 Phase current measurements for 5 Hz fundamental frequency using sinusoidal,
space-vector, and discontinuous modulation. Blanking time compensation was enabled. (left
column): Fixed 3 kHz and (right column): RCF modulation using the settings for J = 5.
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Figure 5.8 Spectra for the switching function using sinusoidal modulation, pool size J = 5,
and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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Figure 5.9 Spectra for the switching function using space-vector modulation, pool size J = 5,
and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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Figure 5.10 Spectra for the switching function using discontinuous modulation, pool size J =
5, and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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Ŝp
a(f) (dB)

(f)

Figure 5.11 Spectra for the switching function using sinusoidal modulation, pool size J = 3,
and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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Ŝa(f) (dB)

(d)

0 5 10 15 20 25
−80

−60

−40

−20

0
5 Hz (SVM)

Frequency (kHz)

Ŝp
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Figure 5.12 Spectra for the switching function using space-vector modulation, pool size J =
3, and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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Figure 5.13 Spectra for the switching function using discontinuous modulation, pool size J =
3, and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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a(f) (dB)Sa(f), Ŝp
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a(f) (dB)Sa(f), Ŝp
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Figure 5.14 Details for the switching function using pool size J = 3 and a 40 Hz funda-
mental. (Left column) zoom around 12 kHz: (a) calculated, (b) estimated at logic level, and
(c) estimated at power level. (Right column) below 2 kHz showing the effect of over-sampling
rates for (d) sinusoidal, (e) space-vector, and (f) discontinuous PWM.
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5.4.5 Discussion of results

From the examples shown in Figs. 5.8–5.14 the following conclusions regarding the
developed spectral theory for dc/ac RCF-PWM may be drawn:

• The analysis accurately predicts the continuous density part of the real spectrum
irrespective of the modulation method (sinusoidal, space-vector, discontinuous
PWM, etc.) and operating conditions (fundamental frequency and modulation
index). (The accuracy in the low-frequency range is elaborated below.)

• Measurements show that harmonics may appear in the actual spectrum, but not
necessarily always (disregarding the fundamental component and related low-
order harmonics caused by added zero-sequence components).

• If the true spectrum contains discrete frequency components, the predicted results
for the continuous part of the spectrum around those frequencies become less
accurate. This may also be stated as if the true harmonics are leaked into the
predicted continuous part of the spectrum, though.

Additional comments are given below.

The low-frequency range

Regarding the low-frequency range, Fig. 5.14(d, e, and f) shows details for the J =
3 case using f1 = 40 Hz. The harmonics caused by the zero-sequence components
added in the SVM and DPWM modulators may be identified. The amplitude of these
harmonics cannot be calculated using the developed theory, but of more concern is
that the calculated density spectrum starts to deviate considerably from Ŝp

a(f) for low
frequencies. The error becomes large for f < 0.5 kHz (SIN), f < 0.6 kHz (SVM), and
f < 1.0 kHz (DPWM).

The cause of the error is that the spectral analysis is based on an assumption which
is actually violated heavily by the RCF scheme: The reference waveform for the duty
ratios are sampled at equidistant time instants in order to get the needed precalculated
duty ratio. Hence, the duty ratios are considered to be known, constant parameters,
but in reality they are random variables in the dc/ac RCF family of randomization
schemes. An in-depth discussion of the mathematical details pertinent to this problem
may be found in [25, 34].

A partial fix to this discrepancy may be obtained by a somewhat heuristic approach.
Instead of setting the number of carrier periods M per fundamental cycle as M =
�1/(f1T )� as initially done on page 124, an over-sampling factor is introduced, i.e.
M ′ = εM. Hereby, the number of samples of the duty ratio reference waveform is
increased by a factor of ε. Setting ε = {1, 2, 4} gives the results reported in Fig. 5.14(d,
e, and f). It may be seen that ε > 1 extends the frequency range downwards in
which the predicted density equals the actual density. However, the problems due
to harmonics do still exist making this over-sampling approach less effective for the
DPWM method (which is rich on low-order harmonics) than for the SVM and SIN
modulators.
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High-frequency harmonics

In its current form, the theory is incapable of predicting whether harmonic components
exist or not. It may be noted, however, that the J = 5 case does not produce harmonics
whereas the J = 3 case does, but the correlation between the pool size J , the set of
carriers {fj}, and the harmonics is unknown. Fortunately, this difficult problem has
been analyzed in [24] (summarized in [25, 34]) with the following conclusion:

Harmonics may occur at all frequencies satisfying f = LfLCM ± nf1, where
L = 0, 1, 2, · · · , and n = 0, 1, 2, · · · , . f1 is the frequency of the fundamental
voltage component and fLCM is the least common multiple for the carrier
frequencies {fj} in the pool.

To illustrate, consider the result in Fig. 5.14 obtained for J = 3, fj = {2, 3, 4} kHz,
and f1 = 40 Hz. For these values, fLCM = 12 kHz, which perfectly agrees with the
side bands around 12 kHz spaced 40 Hz apart. Also, the harmonics around 24 kHz
seen in Figs. 5.11–5.13 comply with the theory of [24]. For the case with J = 5 and
fj = {2, 2.5, 3, 3.5, 4} kHz, the least common multiple is fLCM = 420 kHz. This explains
why no harmonics appear in Figs. 5.8–5.10.

The power carried by the harmonics at f = LfLCM ± nf1 is analyzed in [34]. It
turns out that the power can be analytically calculated for all harmonics, including the
low frequencies (L = 0) and the harmonics around multiples of fLCM. This analysis is
quite involved, but a series of measurements reported in [34] fully verifies this theory.

At this point it may be recalled that the main objective of replacing normal PWM
with random PWM is to attenuate the power carried by harmonics as much as pos-
sible. Hence, it may be argued that the analysis of harmonics in [34] is superfluous
once the mechanism governing the existence of harmonics is known. Although this
statement carries some truth, a unified spectral theory of the RCF dc/ac scheme must,
nevertheless, pay attention to harmonics also.

Main conclusions

The main conclusion of the spectral analysis of the RCF scheme is that the developed
expressions predict the continuous power spectral density spectrum very well. The
disagreements associated with the harmonics are considered to be tolerable, because
practical applications of the RCF-PWM should always seek to avoid generation of
harmonics, since this was the purpose of using random PWM in the first place.

Also, since the criteria for the existence of harmonics are quite simple, it is straight-
forward to select the pool of carrier frequencies so that no harmonics are generated at
all, except for the low-order components related to the modulation method.

5.5 Spectral analysis of the line-to-line voltage

Having proved that the developed mathematical model is capable of predicting the
spectrum for the switching function that controls one leg of a three-phase VSC, the
task of calculating the spectrum for the line-to-line voltage uab is examined in this
section. uab is the voltage fed to the load, i.e. for analysis of phenomena related to the
load, the driving voltages equal the set of line-to-line voltages.
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A preliminary discussion of a closely related topic has been given in Chapter 4 in
connection with the output voltage generated by a full-bridge dc/dc converter, and in
the current section, it is shown how to extend the analysis to three-phase converters.

It turns out that the analysis of the spectrum for uab may be attacked in at least
three different ways — this is elaborated in the first two subsections below, which
include a review of previous work besides an outline of a new procedure to find the
density spectrum in question. The remaining part of this section presents the necessary
algebraic expressions and in the end, measurement results are compared to the spectra
obtained by the developed theory for a series of examples.

5.5.1 Preliminaries and review of previous work

First of all, a precise definition of the waveform to be analyzed is needed. The signal
of interest is the line-to-line voltage and by referring to Fig. 5.4 (page 123), it is seen
that the voltage uab between output terminals a and b is

uab = (qa − qb)Udc � qabUdc (5.39)

at any time instant for an ideal converter. To avoid many Udc factors in the following
equations, the normalized voltage defined by qab in (5.39) is preferred to uab. This may
be done without any loss of generality.

Comments on previous work

In the literature, the problem of finding the spectrum for qab using dc/ac random
PWM schemes has been attacked by two groups of authors: Kirlin et al. [35, 36] and
Stanković et al. [4, 5], respectively. In all these references, it is assumed that the
switching functions for the three legs are mutually displaced in time by one third of the
fundamental period, i.e. qb(t) = qa(t− 1

3
T1), where T1 is the period of the fundamental

voltage. Using that idea, the spectrum Sab(f) for qab may be found using a fundamental
theorem of linear time-invariant systems, which relates the output Sab(f) to the input
Sa(f) by the system transfer function H(f) [37, 38]

Sab(f) = Sa(f)|H(f)|2, (5.40)

where |H(f)|2 is the power transfer function of the system. Specifically, by Fourier
transformation of qab(t) = qa(t) − qb(t) = qa(t) − qa(t − 1

3
T1), the frequency-domain

transfer function from qa to qab becomes

H(f) = 1− e−j
2
3
πfT1 . (5.41)

Inserting this result into (5.40) yields

Sab(f) = Sa(f)

∣∣∣∣1− e−j
2
3
πfT1

∣∣∣∣2 = 2Sa(f)
(
1− cos

(
2
3
πfT1

) )
. (5.42)

Hence, the spectrum Sab(f) for qab may be calculated quite easily, once Sa(f) has been
obtained. This is the method used in the cited references.

To gain further insight into the consequences of the qb(t) = qa(t− 1
3
T1) assumption,

the following comments apply, where the fundamental frequency defined by f1 = 1/T1

has been introduced:
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1. The spectrum does not contain 3nf1 components (n: any integer)
This follows directly from (5.42), because for f = 3nf1 the (1 − cos(2

3
πfT1))

term equals zero. This behavior is well known for dc/ac PWM techniques using
a constant carrier frequency, where zero-sequence components in the switching
function cancel each other in the line-to-line voltage.

2. Constraints on the carrier frequency
The requirement qb(t) = qa(t − 1

3
T1) imposes constraints on the allowable ran-

domization of the carrier frequency among the three legs. Two sub-cases exist:

A. Synchronized control of the converter legs
If it is required that all legs of the converter must be synchronized, the
duration of all carrier periods must be identical in order to fulfill qb(t) =
qa(t − 1

3
T1). Hence, the randomness of the modulator is ruined, because of

the constant carrier frequency operation.

B. Asynchronous control of the converter legs
If qb must be a time-delayed copy of qa and the carrier frequency for leg a
is randomized, then the instantaneous carrier frequencies for leg a and leg
b must be different. Currently, such asynchronous operation does not have
any practical relevance.

A discussion of related topics may be found in section 2.4.2 starting on page 32.

It is apparent from the above comments that the assumption qb(t) = qa(t − 1
3
T1) is

hardly ever met in practical applications of the RCF technique, because it is required
that the instantaneous carrier frequency must be different from one leg to another leg.
Stated in other words, the generalization from classic PWM to random PWM may be
in order for the periodic (and hence, deterministic) part of the switching functions, but
it is impossible to include the random part of the modulator within the assumption of
the mutual phase displacement.

At this point, it may be asked what happens if (5.42) is used to approximate
Sab(f) for the RCF scheme used in practice (synchronized, but randomly varying carrier
frequencies). Obviously, if the error is small, the assumption on which (5.42) is derived,
becomes insignificant. To clarify this question, the plots shown in Fig. 5.15 may be
considered. Here, the measured spectrum for Ŝp

ab(f) is compared to the approximation
(5.42) using RCF-PWM, space-vector modulation, and a fundamental frequency f1 =
40 Hz. It is evident from the plots in Fig. 5.15(a, c) that the envelope curve for the
predicted spectrum does not match the real spectrum at all. The more detailed view
in Fig. 5.15(b) clearly shows the oscillatory course for the predicted spectrum caused
by the cosinusoidal term in (5.42), which forces the spectrum to −∞ dB for f = 3nf1.

Similar oscillations may be observed in [35], which analyzes a random pulse-position
scheme for dc/ac converters. In fact, this paper is the only reference among those cited
earlier that actually shows numerical results. Later, the drawbacks of the analysis
in [35] were realized by the same authors, and in the follow-up paper [39], a spectral
analysis of the line-to-line voltage was reported that did not cause the same errors.

In total, the spectrum predicted by (5.42) does not resemble the actual spectrum
for uab at all. This makes the approximation in (5.42) useless.
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Figure 5.15 Spectra for the line-to-line voltage using space-vector modulation, pool size
J = 5, and a fundamental frequency equal to 40 Hz. (a, b) Calculated density using the
approximation (5.42) and (c, d) real (measured) spectrum.

An exact method based on cross power spectral densities

For the practical cases studied here, the carrier periods of all three legs are synchronized
and dithered by the outcome of the same random experiment as earlier shown in Fig. 5.4
on page 123 and in Fig. 5.16(a) on the next page. This interdependence between the
legs is unavoidable and it must be taken properly into account. Now, qab is the difference
of two random variables: the switching functions qa and qb, which control leg a and
b, respectively. It was pointed in section 4.2.1 that the proper formulation for the
spectrum Sab(f) of the normalized output uab/Udc voltage then is

Sab(f) = Sa(f) + Sb(f)− Cab(f)− Cba(f), (5.43)

where Sa(f) and Sb(f) are the spectrum for qa and qb, respectively. Cab(f) and Cba(f)
are the cross power spectral densities as introduced on page 75 in connection with the
full-bridge dc/dc converter.
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Figure 5.16 (a) Sample waveforms for the switching functions and the normalized line-to-line
voltage. (b) Auxiliary variables used for the representation of a double sampling pulse.

Equation (5.43) is valid for all kinds of randomized modulators. For example, the
result in (5.42) is a special case of (5.43). The major problem associated with applying
(5.43) directly is to get the required expressions for the cross spectra. Judging from the
extent of the analyses needed to get closed-form expressions for the auto spectra Sa(f)
or Sb(f), derivation of analytical expressions for the cross terms Cab(f) and Cba(f) is
at best very complicated or at worst impossible. Hence, a method that preserves the
accuracy of the exact analysis (5.43), but that does not require explicit knowledge of
cross densities, will be of practical importance.

A supplementary discussion may be found in section 4.5.1.

5.5.2 Outline of the developed method

To overcome the problems outlined above, a novel method based on modifications of
the theory for the spectrum of qa has been developed. This new approach, which was
successfully used already in Chapter 4, is mathematically speaking equally correct as
the method involving cross spectral densities, but only slightly more complicated than
the error-prone method given by (5.42).

The new idea is explained by the example in Fig. 5.16(a), which shows time-domain
waveforms for qa, qb, and qab. As already explained in Chapter 4, the idea is to generalize
the concept of pulse trains. Until now the interpretation of a “pulse train” has been a
stream of rectangular pulses with certain deterministic as well as stochastic properties.
Also, there has been only one occurrence of a rectangular pulse in each carrier period.
The sampling pulse u is now redefined as the composite waveform formed by two
identical rectangular pulses u1 and u2 as shown in Fig. 5.16(a). Hence,

u(t) � u1(t) + u2(t) = u1(t) + u1(t− α∆T ), (5.44)

where

u1(t) =

{
s, 0 ≤ t ≤ αδT,

0, otherwise.
(5.45)
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The new sampling pulse is described by the parameters indicated in Fig. 5.16(a): s is
the signed magnitude of the double pulse, α determines the pulse position in the carrier
period, αδ is the width of both u1 and u2, and finally α∆ is the amount by which u2

lags u1.
In summary, the suggested procedure for analytical calculation of the spectrum for

qab consists of the following steps:

1. Redefinition of the sampling pulse
Formally, the sampling pulse is redefined from being a single pulse to being a
double pulse7 within each carrier period.

2. Assignment of values to auxiliary parameters
From the precalculated duty ratios da and db, the parameters α, αδ, α∆, and s are
found as tabulated in Fig. 5.16(b). Note that the values depend on the mutual
scale of the duty ratios da and db.

3. Evaluation of the expressions for the partial spectra
Based on the chosen probability density function for T , the algebra needed to
evaluate the expressions for the partial spectra listed in section 5.3.3 is performed.

4. Summation of all partial spectra
The total spectrum is found by summing the contributions from all the partial
spectra.

Compared to the method based on knowledge of the cross spectral densities, the direct
approach is considerably less complicated. Also, comparing the work load needed to
analyze the line-to-line voltage spectrum to the extent of the work needed to calculate
the spectrum for the switching function, the overhead is moderate.

Finally, it should be mentioned that the idea of redefining the sampling pulse into
something “non-rectangular” has been used in [4, 5]. In these references, a sampling
pulse shaped like a trapezoid is used to calculate the input current spectrum in a buck
converter with random pulse-position modulation.

5.5.3 Equations for partial spectra

Since qab has been parameterized, the formulas on page 121 is evaluated by finding
expressions for the various expectations in (5.24)–(5.26).

The Fourier transformation of the dual sampling pulse defined by (5.44) and (5.45)
may be expanded into:

U(f ; δm) = F(u(t; δm)) = F(u1(t))
(
1 + e−jωα∆,mT

)
=

sm
jω

(
1− e−jωαδ,mT

)(
1 + e−jωα∆,mT

)
.

(5.46)

Note, index m has been appended to the subscripts to show that the parameters are
functions of the carrier period counter, m.

7The replacement of the normally used rectangular pulse with a double pulse is, of course, not the
only possible replacement. See further in section 5.6 and in Chapter 6.
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The diagonal terms (m = m̃)

The expectations needed to evaluate the diagonal terms in (5.24) are listed below.
Using (5.46) to find |U(·)|2 and inserting this results into (5.29), it may be shown that

E
{
|U(f ; δm)|2

}
=

J∑
j=1

pj
2

ω2

(
2 + 2 cos(ωα∆,mTj)− 2 cos(ωαδ,mTj)

− cos
(
ω(α∆,m − αδ,m)Tj

)− cos
(
ω(α∆,m + αδ,m)Tj

))
, (5.47)

Likewise, it may be shown that

E
{
U(f ; δm)e

jω(1−αm)T
}
=

J∑
j=1

pj
sm
jω

(
1− e−jωαδ,mTj

) (
1 + e−jωα∆,mTj

)
ejω(1−αm)Tj ,

(5.48)

E
{
U�(f ; δm̃)e

jωαm̃T
}
=

J∑
j=1

pj
sm̃
jω

(
ejωαδ,m̃Tj − 1

) (
1 + ejωα∆,m̃Tj

)
ejωαm̃Tj , (5.49)

E
{
ejωT

}
=

J∑
j=1

pj e
jωTj . (5.50)

The off-diagonal terms (m �= m̃)

The off-diagonal partial spectra are found by using (5.48)–(5.50) together with:

E

{
U(f ; δm)e

−jωαmT

}
=

J∑
j=1

pj
sm
jω

(
1− e−jωαδ,mTj

) (
1 + e−jωα∆,mTj

)
e−jωαmTj

(5.51)

E

{
U�(f ; δm̃)e

−jω(1−αm̃)T

}
=

J∑
j=1

pj
sm̃
jω

(
ejωαδ,m̃Tj − 1

) (
1 + ejωα∆,m̃Tj

)
e−jω(1−αm̃)Tj .

(5.52)

Equations (5.51) and (5.52) may then be inserted into (5.25) and (5.26) for m < m̃
and m > m̃, respectively.

5.5.4 Comparison of calculated and measured spectra

The used laboratory set-up and the settings of the modulator are the same as those
used in section 5.4.3 for the examples related to the switching function. However, to
limit the number of plots, only results for the J = 5 case are included, i.e. the carrier
frequency is selected randomly in the set fj = {2.0, 2.5, 3.0, 3.5, 4.0} kHz.

Also, the notation used to separate different spectra is same as used in section 5.4.3
except for the replacement of indices, i.e. the measured spectrum for the voltage
difference between two output terminals of the converter becomes Ŝp

ab(f), etc.
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Figure 5.17 Spectra for the line-to-line voltage using sinusoidal modulation, pool size J = 5,
and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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Figure 5.18 Spectra for the line-to-line voltage using space-vector modulation, pool size J =
5, and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Calculated
density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum (power
level).
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Ŝab(f) (dB)

(d)

0 5 10 15 20 25
−80

−60

−40

−20

0
5 Hz (DPWM)

Frequency (kHz)

Ŝp
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Figure 5.19 Spectra for the line-to-line voltage using discontinuous modulation, pool size
J = 5, and fundamental frequency 5 Hz (left column) and 40 Hz (right column). (a, b) Cal-
culated density spectra, (c, d) measured spectrum (logic level), and (e, f) measured spectrum
(power level).
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Examples using pool size of five carrier frequencies

Starting on page 144, Figs. 5.17–5.19 show the obtained results for the three different
modulators and operating points listed in Table 5.2 (page 127).

These plots show that the agreement between the theoretically predicted and the
measured power spectrum density is very good irrespective of the type of modulator;
the spectral theory is capable of tracking the measured density accurately despite the
quite peculiar shape of Ŝp

ab(f) with many local maxima and minima. It may safely be
concluded that the theory developed for the spectrum of the line-to-line voltage is fully
correct.

The comments given earlier in section 5.4.5 do also apply for the line-to-line case,
although one distinct difference exists: the low-order harmonic components caused by
the non-sinusoidal reference waveforms have disappeared.

5.6 Spectral analysis of the phase-to-neutral

voltage

The discussion in section 5.5 of the problem of calculating the spectrum for the line-
to-line voltage is equally valid for the topic of this section: how can the spectrum for
the phase-to-neutral voltage of a three-phase load be analytically calculated? Again,
the principle of the generalized sampling pulse may be used to find the spectrum at
hand instead of resorting to a tedious analysis involving cross power spectral densities.

In the first subsection below, it is shown how the sampling pulse may be redefined
to calculate the spectrum for the phase-to-neutral voltage. This is followed by a list of
equations necessary to calculate the partial spectra, and finally the analysis is verified
by comparisons to laboratory measurements.

5.6.1 Parametric representation of the sampling pulse

The waveform to be analyzed is the phase-to-neutral voltage of a symmetrical three-
phase load like commonly used ac motors. If such a load is supplied from a VSC, it
may be shown that the phase-to-neutral voltage uan is [40]

uan = 1
3
(2qa − (qb + qc))Udc � qanUdc (5.53)

under balanced operating conditions. The normalized voltage qan is used exclusively
below in order to avoid the Udc multiplier. Equation (5.53) shows that qan depends
on all three switching functions qa, qb, and qc. The corresponding duty ratios da, db,
and dc can be precalculated and since the pulses are center-aligned within each carrier
period, the waveform for qan can be found as well. Depending on the magnitudes of
the duty ratios, one of the waveforms shown in Fig. 5.20(a) results.

Following the same route as in the previous section, the sampling pulse may now
be regarded as a concatenation of four rectangular pulses as shown in 5.20(b); the
used parameters are listed in the accompanying table in Fig. 5.20(c). Note that the
auxiliary duty ratios dmin < dmid < dmax are the same as the leg duty ratios, but sorted
in ascending order. For example, if db < da < dc in some carrier period, then dmin = db,
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Figure 5.20 Representation of the sampling pulse qan = 1
3 (2qa − (qb + qc)) for the phase-

to-neutral voltage. (a) Possible waveforms for all combinations of the order of the leg duty
ratios, (b) definition of auxiliary parameters, and (c) their values using the sorted duty ratios
dmin < dmid < dmax.
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dmid = da, and dmax = dc. The sampling pulse may be represented in the time domain
as

u(t) = u1(t) + u2(t− αδ1T ) + u2(t− α∆T ) + u1(t− α∆T − αδ2T ), (5.54)

where α∆ � αδ1 + αδ2 + αδ0 is introduced. Also, it follows from Fig. 5.20(b) that

u1(t) =

{
s1, 0 ≤ t ≤ αδ1T,

0, otherwise,
u2(t) =

{
s2, 0 ≤ t ≤ αδ2T,

0, otherwise.
(5.55)

5.6.2 Evaluation of partial contribution to the total spectrum

The Fourier transformation of the sampling pulse defined by (5.54) and (5.55) becomes

U(f ; δm) = U1(f)
(
1 + e−jω(α∆+αδ2)T

)
+ U2(f)

(
e−jωαδ1T + e−jωα∆T

)
, (5.56)

where the Fourier transformations U1(f) and U2(f) are

U1(f) =
s1
jω

(
1− e−jωαδ1T

)
, (5.57)

U2(f) =
s2
jω

(
1− e−jωαδ2T

)
. (5.58)

The diagonal terms (m = m̃)

Using (5.56), it is possible to find |U(·)|2 and inserting into (5.29), some trigonometric
re-arrangements lead to

E
{|U(f ; δm)|2

}
=

J∑
j=1

pj
16

ω2

[
s21,m sin2

(
1
2
ωTjαδ1,m

)
cos2

(
1
2
ωTj(αδ0,m + αδ1,m + 2αδ2,m)

)
+s22,m sin2

(
1
2
ωTjαδ2,m

)
cos2

(
1
2
ωTj(αδ0,m + αδ2,m)

)
+s1,ms2,m sin

(
1
2
ωTjαδ1,mTj

)
sin
(
1
2
ωTjαδ2,m

)
cos
(
1
2
ωTj(αδ0,m + αδ2,m)

)
cos
(
1
2
ωTj(αδ0,m + αδ1,m + 2αδ2,m)

) ]
,

(5.59)

where, as before, m has been appended to the subscripts. The remaining expectations
needed to get the diagonal terms in (5.24) are found by (5.56). To save space let

U(f ; δm;Tj) � U1(f)
(
1 + e−jω(α∆,m+αδ2,m)Tj

)
+ U2(f)

(
e−jωαδ1,mTj + e−jωα∆,mTj

)
,

(5.60)

i.e. U(f ; δm;Tj) is the Fourier transformation of the composite sampling pulse evaluated
for the m’th carrier period with T = Tj.
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Using this notation, the expectations may be written in a compact form as

E
{
U(f ; δm)e

jω(1−αm)T
}
=

J∑
j=1

pj U(f ; δm;Tj)e
jω(1−αm)Tj , (5.61)

E
{
U�(f ; δm̃)e

jωαm̃T
}
=

J∑
j=1

pj U
�(f ; δm̃;Tj)e

jωαm̃Tj , (5.62)

E
{
ejωT

}
=

J∑
j=1

pj e
jωTj . (5.63)

The off-diagonal terms (m �= m̃)

In a similar manner, the partial off-diagonal spectra are found by using (5.61)–(5.63)
together with:

E
{
U(f ; δm)e

−jωαmT
}
=

J∑
j=1

pj U(f ; δm;Tj)e
−jωαmTj (5.64)

E
{
U�(f ; δm̃)e

−jω(1−αm̃)T
}
=

J∑
j=1

pj U
�(f ; δm̃;Tj)e

−jω(1−αm̃)Tj , (5.65)

To get the spectrum Ŝan(f), (5.59)–(5.65) may then be inserted into the list of general
equations (page 121).

5.6.3 Comparison of calculated and measured spectra

Examples using pool size of five carrier frequencies

The examples have been calculated and measured for the same modulator settings as
used in section 5.4.3 for the switching function and in section 5.5.4 for the line-to-line
voltage. The spectrum Ŝp

an(f) is measured by sensing the voltage between terminal a
and the star point of the wye-connected induction motor supplied from the converter.

It is apparent from the selected results shown in Fig. 5.21 on the facing page for
the J = 5 case that the agreement is very good between the measured Ŝp

an(f) and the
calculated Ŝan(f) spectrum. However, it may be noted by comparing e.g. the results
in Fig. 5.21(a, b) with Fig. 5.17(a, e) for the line-to-line voltage that these spectra are
identical, except for an offset on approximately 5 dB. In essence, there is no difference
in the frequency-domain distribution of the power for the line-to-line voltage and the
phase-to-neutral voltage for a symmetrical load.

This observation may be proved more rigorously by using the formal definition of the
power spectrum given in (3.13) and (3.14) in Chapter 3 on the qan = 1

3
(2qa − (qb + qc))

expression. Hence, it may be shown that

9San(f) = 4Sa(f) + Sb(f) + Sc(f)

− 2
(
Cab(f) + Cba(f)

)− 2
(
Cac(f) + Cca(f)

)
+
(
Cbc(f) + Ccb(f)

)
, (5.66)



5.6. Spectral analysis of the phase-to-neutral voltage 151

0 5 10 15 20 25
−80

−60

−40

−20

0
5 Hz (SIN)

Frequency (kHz)

San(f) (dB)

(a)

0 5 10 15 20 25
−80

−60

−40

−20

0
5 Hz (SIN)

Frequency (kHz)

Ŝp
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Figure 5.21 Spectra for the phase-to-neutral voltage for different modulators using pool size
J = 5 and fundamental frequency 5 Hz. (left column) Calculated density spectra and (right
column) measured spectrum (power level).
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where Sa(f), Sb(f), and Sc(f) are the auto spectra for qa, qb, and qb, respectively. Also,
Cab(f) denotes the cross spectra between qa and qb, etc.

Now, since all legs are controlled in similar manners, it must be expected that they
all have identical spectral characteristics. Hence, for the auto spectra, we have the
physically intuitive fact that Sa(f) = Sb(f) = Sc(f). For the cross spectra, it must
also hold that Cab(f)+Cba(f) = Cac(f)+Cca(f) = Cbc(f)+Ccb(f). Using these facts,
(5.66) simplifies to

9San(f) = 6Sa(f)− 3
(
Cab(f) + Cba(f)

)
, (5.67)

which should be compared to (5.43), when Sb(f) = Sa(f) is used once more:

Sab(f) = 2Sa(f)−
(
Cab(f) + Cba(f)

)
. (5.68)

From these two equations, it follows that Sab(f) = 3San(f), which corresponds to a
4.77 dB difference between Sab(f) and San(f). This agrees perfectly with the obtained
results. It should be noted that this result holds for arbitrary random PWM methods,
i.e. also for the methods studied in Chapter 6.

In retrospect, the detailed spectral analysis in the previous subsection becomes
superfluous, because of Sab(f) = 3San(f) relationship, but at least the versatility of
the generalized sampling pulse has been demonstrated once more.

5.7 Summary

Spectral analysis of the RCF-PWM technique for three-phase converters has been the
main theme for this chapter. Before the actual spectral analysis was commenced, a dis-
cussion of the overall implications of using either a continuous or a discrete probability
density functions (pdf) for the randomized carrier frequency was given. As elaborated
in section 5.2.2, the main conclusion is that the discrete type of pdf is preferable to the
continuous pdf for three distinct reasons:

1. It complies very well with the spectral shaping problem,

2. The spectral analysis is significantly less complicated, and

3. The implementation in micro processors is more simple.

Although the discussion offspring from RCF-PWM, these statements are also valid for
other random PWM techniques like those studied in the next chapter which randomizes
the positions or the widths of the on-state part of the switching functions.

Based on the main result of Chapter 3, a set of general equations for the power
spectrum for the RCF scheme was then derived. The spectral analysis is not exact
in the sense that an approximation was used to render the required mathematical
manipulations possible at all. As a consequence, the spectral theory is incapable of
predicting the existence of pure harmonic components, nor can their strength (volt2)
be calculated. However, it has been demonstrated that by proper selection of the pool
of carrier frequencies, the generation of high-frequency harmonics can be completely
suppressed, which makes this weakness of little practical concern8.

8A spectral analysis of the dc/ac RCF-PWM scheme which is capable of predicting the existence
of discrete components and their strengths may be found in [25, 34]. Those references do also include
formulas for the density spectrum based on the work reported in this thesis.
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For RCF-PWM the spectrum is dominated by the density part (volt2/Hz), which
is distributed over the whole frequency axis. The presented analysis includes formulas
that allow this density spectrum to be calculated. Despite that the analysis is not exact
in a strict mathematical sense, a series of comparisons with measurements has shown
that the spectral analysis is very accurate — provided that pure power components
(harmonics) do not exist. Since harmonics are usually absent, the used approximations
are unimportant from an accuracy point of view.

Apart from the spectrum of the switching functions controlling each leg of a three-
phase VSC, the spectra for composite waveforms, such as the line-to-line voltage and
the phase-to-neutral voltage, were also analyzed. It was demonstrated that certain
time-domain and frequency-domain properties of deterministic PWMwaveforms cannot
be generalized to include random PWM waveforms, although such claims have been
promoted in the literature. Instead, a simple, but still fully correct, procedure was
suggested that allows the density spectra of the mentioned voltages to be accurately
calculated.

In total, the following contributions are believed to be of major significance com-
pared to results available in the scientific literature:

• The set of formulas summarized in section 5.3.3 for the density spectrum for PWM
waveforms arising in dc/ac converters operating with a randomly changing carrier
frequency is considered novel. In particular, the approximation used to include
the deterministic variations in the phase duty ratios is considered unique.

• In contrary to similar analyses found in the literature, the developed theory does
not attach any strings to how the duty ratios vary as a function of time; arbitrary
modulation principles may be used, including, but not limited to, the common
space-vector pulse patterns and the class of discontinuous PWM techniques.

• None of the formulas for the spectra of the switching function, the line-to-line
voltage, and the phase-to-neutral voltage may be found elsewhere. Also, the
detail, which is of great practical concern, of using center-aligned pulses within
each carrier period is taken properly into account.

To support all theoretical analyses, it must be emphasized that extensive comparisons
with laboratory measurements on an operating VSC have been reported also. The
measured spectra fully verify the correctness of the presented spectral analysis of the
RCF-PWM scheme for three-phase applications.

In conclusion, it may be stated that a powerful tool has been derived for spectral
analysis of the RCF technique — a problem which, to the knowledge of the author, has
not been solved elsewhere, despite the fact that RCF probably is the most efficient way
to convert power carrier by discrete frequency components into the continuous density
spectrum without jeopardizing the macroscopic behavior of the converter-load cascade.

Bibliography

[1] T. Tanaka, T. Ninomiya, and K. Harada, “Random-Switching Control in DC-to-
DC Converters,” Proc. of the 20th IEEE Power Electronics Specialists Conference,
vol. 1, pp. 500–507, 1989.



154 Chapter 5. Spectral analysis of random carrier frequency dc/ac PWM schemes

[2] J. T. Boys and P. G. Handley, “Spread Spectrum Switching: Low Noise Modula-
tion Technique for PWM Inverter Drives,” IEE Proc. Part B, vol. 139, no. 3, pp.
252–260, May 1992.

[3] T. G. Habetler and D. M. Divan, “Acoustic Noise Reduction in Sinusoidal PWM
Drives Using a Randomly Modulated Carrier,” IEEE Trans. on Power Electronics,
vol. 6, no. 3, pp. 356–363, July 1991.
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Chapter 6

Analysis of fixed carrier frequency random
dc/ac PWM schemes

6.1 Introduction

The random PWM methods examined in this chapter are all applicable to multi-phase
converters, although the main emphasis is put on the three-phase voltage-source con-
verter (VSC) operating as a dc/ac inverter. In contrast to the scheme investigated in
Chapter 5, the schemes treated in the present chapter all operate at a fixed carrier
frequency; the randomization relies on dithering of pulse positions or pulse widths,
but the carrier frequency is kept constant. Methods having these characteristics are
categorized as fixed carrier frequency random PWM (FCF-RPWM) schemes. Several
of such schemes are analyzed in details in this chapter.

The constant carrier frequency operation is advantageous in pulse-width modulated
converter systems that incorporate digital controllers. In such systems, the sampling
frequency of the controller is often synchronized to the carrier frequency of the power
stage. This implies that all the random PWM schemes studied in this chapter open
the opportunity to randomize the output voltage by simple modifications to the pulse-
width modulator in such a way that the operation of any existing closed-loop controllers
is not disrupted. This is a significant advantage of the FCF-RPWM schemes compared
to random carrier frequency method studied in Chapter 51.

The overall objective of this chapter is to analyze various FCF-RPWM schemes
of practical relevance. Like in Chapter 5, a detailed spectral analysis of the output
voltage is presented for a number of selected FCF-RPWM schemes and, furthermore,
the theories are compared to measurements. A second objective of equal importance is
to demonstrate that some FCF-RPWM schemes affect the current supplied to the con-
nected load in a subtle manner, which — nevertheless — has important consequences
for the practical usefulness of these FCF-RPWM schemes. Among others things, it
turns out that some of the FCF-RPWM schemes distort the per carrier period av-
erage load current, even if a proper volt-second balance is maintained. Apart from
affecting the current quality negatively, this unfavorable characteristic deteriorates the
performance in applications that rely on accurate current feedback.

1Part III starting on page 223 contains much more information on the problems of unifying ran-
dom carrier frequency PWM with digital controllers. Also, methods to overcome these problems are
suggested and verified by laboratory experiments in Part III.
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Chapter outline

The chapter is organized in the following way: First, fundamental constraints for FCF-
RPWM techniques are formulated and a review of FCF-RPWM methods available in
the literature is given. Then, it is shown how the known techniques may be generalized
in order to invent new FCF-RPWM schemes. Guidelines, which useful FCF-RPWM
methods should adhere to, are then presented, and it is shown that the current wave-
forms produced by some FCF-RPWM methods complicate the use of standard tech-
niques for current detection. Following this analysis, a novel current sampling strategy
is presented, which solves the problems regarding correct detection of average currents.

In the remaining part of this chapter, focus is put on spectral analysis. A general
set of formula for the voltage power spectrum generated by FCF-RPWM methods is
derived. These formulas are used to derive theoretical expressions for the power spec-
trum for three selected FCF-RPWM methods. Finally, the correctness of the spectral
analyses is verified by comparing analytical results to laboratory measurements.

6.2 Preliminaries

To support the subsequent analysis, the basic characteristics of the studied FCF-
RPWM techniques are presented. Also, a brief review of FCF-RPWM techniques
available in the past literature is provided and a discussion of alternatives to those
known techniques is given.

A fact, which has been largely overlooked in the literature, is that not all FCF-
RPWM methods are well-suited for practical applications and, therefore, at set of
requirements is presented in order to ease the evaluation of a particular FCF-RPWM
scheme. These guidelines are used in section 6.3 starting on page 167.

6.2.1 Constraints for fixed carrier frequency random PWM

The fundamental requirements for random PWM schemes belonging to the FCF-
RPWM class studied in this chapter are that the randomization is made such that

1. the frequency used to update the modulator is constant and

2. the average voltage for each leg equals the reference voltage for that leg in all
PWM carrier periods.

Note that the first requirement does not necessarily imply that the actual commutation
frequency for the power devices in the converter is constant. The second requirement
implies that the volt-second balance is maintained.

To facilitate the presentation, Fig. 6.1 shows two different realizations of an arbitrary
FCF-RPWM scheme. The version shown in Fig. 6.1(a) assumes that three duty ratio
have been calculated in some way (for example by the generalized PWM introduced in
section 2.3.2) in order to impress a certain voltage on the load. The task of the FCF-
RPWM unit is then to convert the values of da, db, and dc, which arrive at constant
rate, to the time-continuous switching functions qa, qb, and qc needed to drive the power
stage. The details of this mapping from duty ratios to switching functions depend on
the FCF-RPWM technique in question.
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Figure 6.1 Two different kinds of input signals to a fixed carrier frequency random PWM
unit, which outputs switching functions qa, qb, and qc. The inputs are (a) duty ratios da,
db, and dc (the per-phase approach) or (b) duty ratios d1 and d2 for the two active vectors
besides the sector to which the reference voltage vector belongs (the space-vector approach).

In Fig. 6.1(b), an alternative implementation is shown which is well suited for
applications where the information for the wanted voltage is the output of a space-
vector-based voltage calculator. Hence, in this case, it is assumed that the (normalized)
duration d1 and d2 of the active vectors are known apart from the sector to which the
reference voltage belongs. Both representations in Fig. 6.1 are used below.

6.2.2 Review of fixed carrier frequency random PWMmethods

As elaborated in section 6.2.3, the requirements set forth above may be met in many
different ways, but the literature dealing with FCF-RPWM has focused on the three
variants introduced below. An detailed analysis may be found in section 6.3.

Random lead-lag modulation

The random lead-lag (RLL) pulse-position modulation technique is the oldest FCF-
RPWM; it appeared for the first time in 1992 in a paper by Legowski et al. [1]. Later
investigations of this scheme followed in [2–6]. The RLL method was used in Chapter 4
for dc/dc converters and Fig. 6.2(a) sketches how the principle applies equally well to
three-phase converters. RLL modulation is normally used in conjunction with the
per-phase approach shown in Fig. 6.1(a).

The RLL meets both requirements in section 6.2.1, because the average voltage
produced by each leg depends only on the net duty ratio, and not on the pulse position.

Random zero-vector distribution

In the papers [7, 8], which originate from the patent [9] filed in 1996, Blasko suggested
a hybrid pulse-width modulator (HPWM) based on space-vector modulation (SVM).
The work reported in these references does not focus directly on random PWM, but
rather the main objective is to show how the ripple in the load current depends on the
zero-sequence voltage u0 common to all three legs. In each half of the carrier, the value
of u0 is determined by the division of the total available time for zero vectors among
vectors v000 and v111. In HPWM, these ratios x1 and x2 may attain any value in the
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Figure 6.2 Overview of fixed carrier frequency random PWM schemes known from the liter-
ature. (a) Random lead-lag (RLL) modulation, (b) random zero-vector distribution (RZV),
where x′1 = (1 − x1), x′2 = (1 − x2), d0 = 1 − (d1 + d2), and (c) random sequence selection
(RSS).
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[0; 1] range in contrast to the original SVM where vectors v000 and v111 are applied for
the same amount of time, i.e. x1 = x2 = 0.5 for SVM.

Now, by random selections of x1 and x2 in each half cycle of the full PWM period,
randomization of the switching functions results as illustrated in Fig. 6.2(b). As an
alternative to selecting x1 and x2 independently of each other, x1 = x2 may be used,
i.e. the same division among vectors v000 and v111 is used in both halves of the PWM
period. Sample switching functions are shown in the right-hand side of Fig. 6.2(b).

This scheme, which integrates very well with space-vector modulators, is designated
random zero-vector distribution (RZV) in this thesis. Ideas very similar to those of
Blasko may also be found in the independent patent [10] filed in 1995.

Random sequence selection

The last FCF-RPWM method found in the literature is due to Lai [11] in 1997. Almost
identical ideas are used subsequently in [12–15] also. Again, modifications to the well-
known SVM technique are made, and in this case a randomization of the sequence
of switching states is used, hence the acronym RSS — random sequence selection.
Denoting the two active vectors spanning the sector to which the reference voltage
belongs by S1 and S2, the usual switching sequence is S0 → S1 → S2 → S7 → S2 →
S1 → S0, where S0 and S7 are the zero-state vectors. Now, [15] proposes a method
that gives either 6, 10, or 11 commutations in each carrier period depending on the
outcome of a random experiment. This unusual large number of commutations is
achieved by swapping the order of applications of states; for example, the sequence
S7 → S1 → S2 → S0 → S2 → S1 → S7 (ten commutations) is one of the sequences
suggested in [15]. Fig. 6.2(c) illustrates this particular choice.

Compared to the other FCF-RPWM schemes, a salient feature of the method ad-
vocated in [11–15] is that the number of commutations within each carrier period may
exceed six.

6.2.3 Alternative fixed carrier frequency PWM schemes

Besides the three methods presented above, no other FCF-RPWM schemes for three-
phase applications have been found in the literature. This is somewhat surprising given
the large number of publications listed in Appendix B focusing on random PWM.
Hence, in this subsection some alternative FCF-RPWM schemes are briefly described
in order to show that the three known methods by no means constitute an exhaustive
list of FCF-RPWM techniques.

Fundamental principles of existing FCF-RPWM schemes

Before continuing, it may be recalled that the average voltage produced by a converter
leg depends on the duty ratio, i.e. the ratio of the on-time to the total duration of
the PWM period, but not on the pulse position. Both the RLL and the RSS schemes
are directly based on this property. Note that the switching functions produced by
the RSS scheme may generate more than one on-state pulse in each PWM period, see
Fig. 6.2(c), but still the volt-second balance is maintained, because the net duty ratio
is kept at its reference value.
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In contrary to RLL and RSS, the RZV technique (indirectly) randomizes the duty
ratios of each leg by the addition of a random zero-sequence voltage, u0. This is perfectly
legitimate in three-wire, three-phase systems where the zero-sequence impedance is
infinite. It may be noted that the work of [7–9] is very similar to the generalized
pulse-width modulator discussed in Chapter 2.

Degrees of freedom in FCF-RPWM

At this point, it is clear that different routes may be followed to randomize a fixed
carrier frequency pulse-width modulator for three-phase systems. From a theoretical
point of view, the volt-second constraint may be met in different ways, including:

1. Random pulse position
The pulse is shifted back and forth inasmuch as the average voltage remains
unaffected. The only constraint is that a pulse must not extend beyond the
boundaries of the carrier period in question.

2. Addition of a random zero-sequence component
In systems without a neutral connection, the fundamental current is independent
of the zero-sequence voltage u0. Certainly, u0 may be nondeterministic.

3. Random sequence selection
This class stems from the RSS method, but further generalizations are possible:
any reference duty ratio may be generated by one on-state pulse (the normal
case), but the same net duty ratio may also be generated by the combined effect
of two (or even more) on-state pulses (which may be randomly positioned) in a
carrier period.

Also, these principles may be cascaded. For example, a random zero-sequence volt-
age may be added while, simultaneously, the pulse position of the resulting pulse is
randomly selected.

On top on those principles relating to the actual method of randomization, attention
must also be paid to how a particular scheme is implemented, i.e. how the probability
density functions (pdf) are assigned. As elaborated in Chapter 5 many possibilities
exist: some kind of memory can be built into the pdf (e.g. a Markov chain) or it may
be a completely memory-less modulator, i.e. the present randomization is independent
of the past. Also, the pdf can be either a discrete, continuous, or a mixed function
of the independent variable (the outcome of the source of random numbers). Finally,
some variants of FCF-RPWM may allow the randomization to be done individually on
each leg as stated in Chapter 2.

Example of alternative FCF-RPWM schemes

The three methods (RLL, RZV, and RSS) presented in section 6.2.2 are all special cases
of the general classification of FCF-RPWM given above. Inventing new FCF-RPWM
schemes is not very difficult, but as elaborated below, simplicity and compatibility
with existing hardware and software must be considered. Therefore, only two new
FCF-RPWM methods are suggested here:
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Figure 6.3 Two new fixed carrier frequency random PWM schemes. (a) Random pulse-
position modulator for discontinuous PWM (RPP-DPWM) and (b) random center displace-
ment (RCD) modulation.

Random pulse-position modulator for discontinuous PWM (RPP-DPWM)
This method is tailored towards discontinuous PWM where one leg always is
clamped during the whole PWM period. As illustrated in Fig. 6.3(a), the pulse
positions on the remaining two legs are randomized independently. Note that no
zero-sequence voltage can be added. The only viable way to randomize a DPWM
without introducing extra commutations is to modify the pulse positions in the
two non-clamped legs.

Random center displacement (RCD)
Here, the three switching functions are kept mutually center-aligned, but the
common pulse center is displaced by the amount ∆t from the middle 1

2
T of the

period, see Fig. 6.3(b). To prevent overlap between consecutive PWM periods,
it is required that |∆t| ≤ 1

2
(1 − dmax)T, where dmax = max{da, db, dc}. RCD is

compatible with the per-phase modulator shown in Fig. 6.1(a).

The reasons for proposing an FCF-RPWM method for discontinuous PWM (DPWM)
are twofold: First of all, DPWM has gained significant attention lately because, as
stated already in Chapter 2, DPWM methods are attractive in the high modulation
index range (m > 0.6 roughly), where the same current distortion can be achieved with
reduced switching losses compared to standard PWM. Second, none of the existing
FCF-RPWM methods are effective with respect to acoustic noise reduction in the high
modulation index range, because here the duration of zero vectors is very short leaving
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little room for randomization. An investigation of the potentials for the new RPP-
DPWM sketched in Fig. 6.3(a) is left for future research, i.e. RPP-DPWM is not
explored any further in this thesis.

The switching patterns generated by the RCD scheme resemble those of the RZV
method, but only to some extent — it is not possible by clever selections of x1 and
x2 to make the two schemes identical. Furthermore, RCD operates directly on the
phase duty ratios, whereas RZV is a modified space-vector modulator. Finally, RCD
does also partly resemble random carrier frequency (RCF) PWM, because the distance
between two pulse centers in two neighboring PWM periods varies randomly like in
RCF-PWM.

6.2.4 Constraints related to practical applicability

As demonstrated a great deal of ingenuity may be exercised in search for new FCF-
RPWM schemes that (under ideal conditions) assure a correct volt-second balance on
the macroscopic time scale. However, other issues related to the practical applicability
do also need careful attention before a particular FCF-RPWM is of interest for non-
academic purposes. The following issues are briefly discussed below:

• Acoustic noise

• Switching losses

• Implementation and real-time computations

• Controllability of the fundamental current

• Compliance with standard current detection methods

Acoustic noise

First of all, it must be recalled that if a certain FCF-RPWM scheme should be attractive
for real applications, at least some alleviation of the acoustic noise2 problem should be
provided. This issue closely relates to the voltage spectrum.

Switching losses

In virtually all converters, the tolerable switching loss imposes an upper bound for
the average commutation frequency of the power devices. In SVM, the number of
commutations is N=6 and for discontinuous PWM N equals 4, which makes it possible
to reduce the switching losses by up to 50 percent [16].

Therefore, as a guideline it must be required that the average number of commuta-
tion in each PWM period does not exceed 6. Otherwise, additional switching losses are
generated which cannot be accepted in most applications. Furthermore, the impact of
blanking time on the average voltage gets more pronounced, if the power devices are
turned on and off more than once in each carrier period.

2Alternatively, if random PWM is used to combat electro-magnetic interference, then a good FCF-
RPWM should have a positive impact on e.g. the shielding/filtering needed to make a certain appa-
ratus comply with relevant standards.
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Implementation and real-time computations

The implementation is, of course, very specific to the chosen hardware and the avail-
able software development tools, but often switching functions are generated by special
peripheral units dedicated to PWM generation. As an example, by means of the
Siemens SAB 80C167 microcontroller3, it is relatively easy to generate either sym-
metrical double-edge modulated or single-edge modulated PWM waveforms. Hence,
implementations of SVM, RZV (for x1=x2), and RLL are all straightforward. On the
other hand, both the RCD and the RZV (x1 �=x2) techniques and especially the RSS
scheme all require considerably more computations in software to update the capture-
compare unit in the 80C167 microcontroller, which must be used to generate these
“non-standard” switching functions.

In brief, the more simple switching functions, the better. This suggests that FCF-
RPWM schemes generating symmetrical switching functions are preferable, at least
with respect to generation of PWM waveforms in hardware and to the computational
burden in software. System level benefits like acoustic annoyance reduction may, how-
ever, outweigh the potential disadvantages associated with generating “non-standard”
switching functions.

Controllability of the fundamental current

Complete predictability of the current is sacrificed in random PWM due to the non-
deterministic behavior of the voltage fed to the load. Intuitively, this property is ex-
pected for the ripple component of the current since the ripple current depends heavily
on the modulator, which has random properties on the microscopic time scale. How-
ever, since the average voltage is fully deterministic even in randomized modulators, it
may also be expected that the random component of the pulse-width modulated volt-
age does not disturb the fundamental operation of the converter-load cascade. It turns
out that this is not unconditionally true, i.e. in some cases the fundamental current
component does actually depend on the modulator, even when the rule of volt-second
balance is fulfilled.

A detailed analysis of this interaction between the modulator, the converter, and
the load may be found in section 6.3 below. Without anticipating the conclusions of
section 6.3, it may be stated that especially those FCF-RPWM methods that generate
asymmetrical switching functions are problematic. In total, the risk of deteriorating
the fundamental current component by injecting random properties into a modulator
should not be overlooked.

Compliance with standard current detection methods

In those applications where the currents are fed back to a controller for control pur-
posed, it is essential that an accurate measurement of the average current in each
PWM period is available. This has been demonstrated in e.g. [17, 18], which analyze
the consequences for the performance of a field-oriented ac drive when the current
measurements are subjected to offset and scaling errors. Ref. [18] shows that such

3Refer to Appendix A for more information on this particular microcontroller, which is part of the
unit controlling the power converters used in all experiments reported in this thesis.



166 Chapter 6. Analysis of fixed carrier frequency random dc/ac PWM schemes

(common) measurement errors impose low-order (first and second order) harmonics
of the fundamental frequency in the developed torque. Such harmonics may induce
speed fluctuations (particular during low-speed operation) besides accelerating fatigue
of mechanical parts attached to the shaft [18].

Methods to acquire current feedback signals in ac drives have been treated in many
publications including [19–22] and it must be required that good FCF-RPWM tech-
niques are compatible with commonly used detection methods. To facilitate the dis-
cussion, it may be recalled that three main methods exist for the detection of average
phase currents in standard voltage-source converters:

Asynchronous sampling of the instantaneous dc-link current
The phase currents are reconstructed from samples of the dc-link current, i.e.
only one current sensor is used. Since the original idea of [20] many refinements
have been made. For example, it is shown in [21] how the correct values for the
average phase currents can be calculated from only four samples of the dc-link
current within each PWM period.

Synchronous sampling of the instantaneous phase currents
All phase currents are sampled once simultaneously in each PWM period and
furthermore, by letting this sampling instant coincide with the zero-crossing point
of the ripple current, the per PWM period average current may be measured
directly [19, 22]. Normally, this implies that the currents must be sampled in the
center of the PWM period.

Sampling of locally averaged phase currents
On each phase, the instantaneous current is integrated over the whole carrier
period [19, 22]. In this way, the real average current in the carrier period is
measured. The three integrators may be implemented in either analog hardware
or by digital methods (hard- or software), if fast analog-to-digital converters are
used.

No attempts are made to give a detailed discussion of the advantages and the disadvan-
tages of the outlined methods with respect to measuring accuracy and operating area,
circuit complexity, compliance with fault detection, noise immunity, and costs. How-
ever, as a rough performance indicator, it may be stated that the detection methods
listed above are sorted in ascending order with respect to measuring accuracy, noise
immunity, hardware complexity, and costs.

Rather, focus is put on the compliance of FCF-RPWM methods with the detection
methods. The principle based on local averaging of the phase currents is compatible
with all FCF-RPWM methods, because the averaging built into the detector itself will
output the correct average value irrespective of the actual current waveforms.

The more commonly used method based on sampling the phase currents cannot in
general, however, be guaranteed to work properly for arbitrary FCF-RPWM methods.
The same holds for the method based on sampling the dc-link current. By using those
two methods in their conventional forms, it is impossible to extract the average current
in a PWM period directly from samples, unless the switching patterns preserve the
symmetry known from e.g. the space-vector modulator of [23].
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Concluding comments on applicability of FCF-RPWM

Having presented a lot of criteria that an FCF-RPWM technique must meet before it
can be considered as a useful alternative to established deterministic PWMmethods, an
evaluation of the three existing schemes would be appropriate at this point. However,
in order to facilitate this evaluation more information is needed, especially regarding
the criteria relating to current quality and compliance with current sampling tech-
niques. The analysis leading to this information is presented in the next section; refer
to section 6.3.7 for a summary of the applicability of the RLL, RZV, and RSS schemes
besides the new RCD method.

6.3 Impact of randomization on current waveforms

Current waveforms in converter-fed systems are investigated in this section in order to
clarify which influence various FCF-RPWM techniques have on the controllability of
the average current in a PWM period. A second objective is to analyze whether or not
certain FCF-RPWM techniques comply with the current detection technique based on
sampling the phase currents in the center of the carrier period. Once this information
is available, a factual evaluation can be established of the random PWM schemes
belonging to the FCF-RPWM class with respect to fundamental current quality and
average current detectability.

In the first subsection below, the basis for the analysis is presented. This includes
a method to separate voltages and currents into average and ripple components. Next,
a series of current and voltage waveforms for the RLL, RZV, and RSS schemes is
discussed. Afterwards, the impact of the modulation strategy on the average current
is thoroughly investigated. To summarize the results obtained, an overview of the
practical applicability of the analyzed FCF-RPWM methods is finally given using the
criteria formulated in section 6.2.4.

6.3.1 Analysis of current waveforms

To facilitate the upcoming analysis, a number of concepts are defined in this subsection,
including the current ripple space vector. Similar techniques have been applied in
numerous publications, notably in [16, 23, 24] and many companion papers, although
the main source of inspiration is the work of [7, 8].

The analysis assumes that the following complex-valued differential equation de-
scribes the relationship between the instantaneous converter voltage space vector us

and the resulting current is flowing into the load:

us = e + L
dis
dt

+ ris, (6.1)

where e is the electromotive force (emf) of the load; L and r are the equivalent series
inductance and resistance of the load, respectively. For the purpose of ripple-current
analysis, this simple space-vector equation is sufficient to model e.g. mains-connected
rectifiers and many three-phase ac machines like induction and synchronous motors4.

4For induction machines L equals the transient inductance, r is the stator resistance, and e is the
induced voltage due the rotor flux vector [25].



168 Chapter 6. Analysis of fixed carrier frequency random dc/ac PWM schemes

Provided that the duration T of the carrier is short compared to the time constant
L/r, the impact of r may be ignored in (6.1). Then, the current trajectory may be
obtained by adding the initial load current is(0) existing to t = 0 to the integral of the
net voltage applied to L, i.e.

is =
1

L

∫ t

0

(us − e) dτ + is(0), t ≥ 0. (6.2)

τ is a dummy variable of integration.

Separation into average and ripple components

During the PWM period T the voltages on the right-hand side of (6.2) may be divided
into two parts:

1. average voltage components that remain constant during the whole interval T,

2. ripple voltage components that vary with time when t increases from the initial
value 0 to the final value T.

The former part is responsible for the average behavior of the converter-load system on
the macroscopic time scale. The ripple components relate to the switching operation
on the microscopic (sub-carrier) time scale.

It is usually assumed that the back-emf e does not contain any ripple components,
i.e. e is considered to be unaffected by the pulse-width synthesis of us. The division
of us into average ūs and ripple ũs components is defined by

us � ūs + ũs, (6.3)

where ūs is constant in t ∈ [0;T ] and it is given by

ūs = 〈us〉T =
1

T

∫ T

0

us(τ) dτ. (6.4)

The syntax 〈·〉T is used to denote time averaging across the [0;T ] interval.
The effect of applying the average voltage ūs to the load is a linear change of the

average load current during the cycle of carrier. In order to distinguish the per-carrier
period average current īs defined by

īs � 〈is〉T =
1

T

∫ T

0

is(τ) dτ (6.5)

from the instantaneous current caused by ūs, the notation is is used for the latter:

is =
1

L
(ūs − e) t+ is(0), for 0 ≤ t ≤ T. (6.6)

Note that this current is a fictitious current introduced mainly for analytical purposes;
in general, is cannot be measured directly, although important exceptions utilized in
section 6.3.6 exist.
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To complete the division of (6.2) into average and ripple components, the ripple
current ĩs is defined by

ĩs =
1

L

∫ t

0

ũs(τ) dτ. (6.7)

The instantaneous value of the total current is may now be found by adding is and ĩs
given by (6.6) and (6.7), respectively.

Averages of ripple components

The ripple components of the voltage and current waveforms are given by ũs = us− ūs

and ĩs = is − īs. Here, it is important to emphasize that the per PWM period average
of the ripple voltage ũs always equals zero, no matter what modulator is used:

〈ũs〉T =
1

T

∫ T

0

ũs(τ) dτ = 0. (6.8)

This result is a direct consequence of the definition (6.4) of the average voltage vector.
Now, since 〈ũs〉T = 0, it follows from (6.7) that

ĩs(0) = ĩs(T ) = 0. (6.9)

This shows that the modulation process does not alter the final value of is at t = T, i.e.
if samples of the is(t) waveform are taken at the end of each PWM period, correct values
of the auxiliary current vector is given in (6.6) can be obtained at this particular time
instant. Furthermore, this is true irrespective of the modulation method used (which
may be a randomized version of classic modulator); the only requirement is that the
per-cycle average value of the ripple voltage equals zero, which — by definition — is
fulfilled for all PWM schemes (random or not).

Definitions of average values of the ripple currents within the half-periods [0; 1
2
T ]

and [1
2
T ;T ] become useful later. These averages are denoted by ĩs1 and ĩs2, where

ĩs1 � 〈ĩs〉T/2 =
2

T

∫ 1
2
T

0

ĩs(τ) dτ (6.10)

and

ĩs2 � 2

T

∫ T

1
2
T

ĩs(τ) dτ. (6.11)

Also, the average current ripple ĩs12 defined over the whole carrier period becomes
useful:

ĩs12 � 〈ĩs〉T = 1
2
(ĩs1 + ĩs2). (6.12)

Ideally, these currents should all equal the zero-current vector, 0. Finally, since is =
is + ĩs it may be noted that

īs = 〈is〉T = 〈is + ĩs〉T = 〈is〉T + ĩs12, (6.13)

which is used in later subsections.
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Example: Waveforms for classic space-vector modulation

It is instructive to study the trajectory of ũs and ĩs for a well-known modulation
technique before extending the analysis to FCF-RPWM. Using SVM as an example,
sample waveforms are shown in Fig. 6.4 based on the framework presented above.
Recall that phase a ripple components relate to the space vectors by ĩa = R(ĩs) and
ũa = R(ũs) as defined in (2.5) on page 23. The average voltage vector ūs is determined
by the duty ratios of the active vectors: d1 = 0.2 for v100 and d2 = 0.5 for v110.

As shown in Fig. 6.4(a), the zero vectors are distributed uniformly as dictated by
the SVM technique, i.e. t1 − t0 = t4 − t3 = t5 − t4 = t8 − t7. A number of additional
observations can be made, including:

1. The path of the instantaneous value of ĩs is constrained to move in directions par-
allel to one of the voltage vectors −ūs, (v110− ūs), or (v110− ūs), see Fig. 6.4(b).

2. ĩs follows two rotational-symmetric triangular trajectories having one common
side in the direction of reference voltage ūs. The two other sides are pair-wise
parallel to the (v100 − ūs) and the (v110 − ūs) vectors.

3. The first triangle is spanned by t0 → t1 → · · · → t4. At t4 =
1
2
T, ĩs has completed

the first triangle; also, it may be seen that ĩs(
1
2
T ) = 0. For t4 → t5 → · · · → t8

the second triangle is traversed ending in the origin again for t8 = T. Hence, the
value of is(t) equals is(t) for t = {0, 1

2
T, T}.

4. Fig. 6.4 illustrates that the average value of phase a ripple voltage and current
both evaluate to zero across the carrier period. Furthermore, for the average
ripple currents defined by (6.10) and (6.11), we have ĩs2 = −ĩs1.

An important consequence of the last observation is that there is no contribution to
the average current īs = 〈is〉T from the ripple current component ĩs. In other words,
the results in Fig. 6.4 show that the microscopic current ripple ĩs caused by a non-zero
ripple voltage ũs does not have any influence on the change of the average current
vector īs.

At a first glance, this step-by-step procedure leading to this obvious conclusion
seems superfluous, because, intuitively, one would expect that the net change of the
average current can be determined from the mean voltage ūs, the back emf e, the total
inductance L, and the duration T of application of the mean voltage vector. Also, a
very tempting conclusion to draw from this example is to state that the change of the
average current during [0;T ] is independent of the ripple component ũs caused by the
imperfect synthesis of ūs by the pulse-width modulation process. As demonstrated
shortly, however, this conclusion is not correct in all cases.

6.3.2 Waveforms for fixed carrier frequency random PWM

Based on the methodology outlined in the previous subsection, current ripple trajecto-
ries have been calculated for the RZV, RCD, and RLL fixed-frequency randomization
methods. In all cases, the modulators produce exactly the same average voltage vector
ūs as in the SVM example in Fig. 6.4.
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Figure 6.4 Space-vector modulation (center-aligned pulses and uniform distribution of the
zero-vector times). (a) Converter switching functions qa, qb, and qc (top) besides time-domain
representations of phase a ripple voltage ũa and current ĩa (bottom). (b) αβ representation
of the ripple current trajectory ĩs and voltage vectors during the interval [0;T ]. The active
duty ratios are d1 = 0.2 for v100 and d2 = 0.5 for v110.

Random zero-vector distribution

The results in Fig. 6.5 have been obtained for the random zero-vector distribution
technique. In Fig. 6.5(a) the same division among v000 and v111 is used in both halves
of T by letting x1 = x2 = 0.2; in Fig. 6.5(b), x1 = 0.2 is used in the first half period
and in [1

2
T ;T ], x2 is set to 0.6.

In general, the trajectory of ĩs is still comprised by two triangles, but the path does
not exhibit the same degree of symmetry as in the SVM case. The triangles slide along
the direction of ±ūs; the exact amount of the displacement depends on how the total
time for zero vectors is divided among vectors v000 and v111. It may also be noted that
the triangles in Fig. 6.4(b) and Fig. 6.5(a, b) all have identical shapes, but the offset
from the origin of the αβ-plane varies. Furthermore, the figures show that at the time
instants 0, 1

2
T, and T, the ripple current is ĩs(0) = ĩs(

1
2
T ) = ĩs(T ) = 0 as in the SVM

case, but on the microscopic time scale, the behavior differs considerably.

It is noteworthy that in the case shown in Fig. 6.5(a) the average ripple current
vectors fulfill ĩs2 = −ĩs1, but in Fig. 6.5(b) ĩs2 �= −ĩs1, which by way of (6.12) implies
that ĩs12 �= 0. This fact means that in the latter case, the ripple current (caused by ũs

only) affects the value of the average current īs defined in (6.5); the separation of the
actual voltage us into average ūs and ripple ũs components does not unconditionally
imply that īs can be determined without paying attention to ũs. (However, the converse
is true: ūs does not contribute to ĩs.) Similar analyses and conclusions have been
reported in [7–9], which have spurred the author to subject other FCF-RPWM schemes
to similar analyses.
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Figure 6.5 Waveforms for random zero-vector distribution (RZV) PWM using d1 = 0.2 for
v100 and d2 = 0.5 for v110 as in Fig. 6.4. The division of the total zero-vector time among v000

and v111 is determined by (a) x1 = x2 = 0.2 and (b) x1 = 0.2 and x2 = 0.6. Both sub-figures
show switching functions, time-domain waveforms for phase a ripple voltage ũa and current
ĩa besides the ripple current trajectory ĩs in the αβ reference frame during 0 ≤ t ≤ T .
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Figure 6.6 Waveforms for (a) random center displacement (RCD) using x = 0.6 and (b)
random lead-lag (RLL) PWM. The reference voltage is determined by d1 = 0.2 for v100 and
d2 = 0.5 for v110 as in Fig. 6.4. Both sub-figures show switching functions, time-domain
waveforms for phase a ripple voltage ũa and current ĩa besides the ripple current trajectory
ĩs in the αβ reference frame during 0 ≤ t ≤ T .
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Random center displacement

Concerning the random center displacement method, Fig. 6.6(a) shows that the path
for ĩs is still comprised of two similar triangles as in the previous cases and also, each
triangle has one side parallel to the direction for ūs. The time-domain phase a current
ripple ĩa passes through zero at t = {0, 1

2
T, T}, but still the total average ripple current

vector ĩs12 does not evaluate to zero, because ĩs2 �= −ĩs1 as for the RZV technique
discussed above. Consequently, the value of īs cannot be determined directly from the
mean voltage vector; the ripple voltage must be taken into account also.

Random lead-lag modulation

The lead-lag type of modulation produces the waveforms shown in Fig. 6.6(b). The
characteristics are completely different from the FCF-RPWM methods commented
above. Due to the poor locations of the zero-state vectors, the current ripple vector
describes an area much larger than the other methods. Note also that the average
ripple current ĩs12 does not belong to the path of is. This (disadvantageous) property
is unique to RLL. The highly asymmetrical switching functions cause a large average
current ripple vector compared to the other investigated methods and again, the change
of īs depends on both ūs and ũs.

6.3.3 Discussion of ripple current waveforms

It is somewhat puzzling to notice that despite that all the FCF-RPWM schemes in-
vestigated above produce the same average voltage space vector on a carrier-to-carrier
basis, the change of the average current within each PWM period depends on the
modulation method for those schemes that cause a non-zero value for ĩs12. Hence, the
positioning (and the widths) of the pulses is important.

Using the random zero-vector distribution technique, the average currents supplied
to the load are not distorted by the ripple voltage, provided that the values of x1 and
x2 are the same in both half periods of the whole PWM period. Obviously, this is the
expected behavior for a modulator. The other investigated random PWM techniques
do not have this property — here, the ripple voltage ũs contributes to the average
current, īs.

One of the consequences of having īs dependent on ũs relates to the current qual-
ity in simple voltage-fed systems like motor drives, where open-loop voltage control is
provided by some scalar controller. Here, the operation of the drive relies on the fact
that the fundamental current component can be controlled directly by the commanded
fundamental voltage component. It is well-known that blanking times, finite switching
times, voltage drops across power devices, etc. may significantly deteriorate both the
current quality and the stability limit in such systems. The usual remedy is to intro-
duce some kind of compensation of the duty ratios so that the deviation between the
commanded and actually produced average voltages becomes smaller than in the un-
compensated case [26]. Now, the demonstrated influence of ũs on īs may be regarded
as a problem of equal importance as e.g. blanking-time compensation; without a proper
understanding of this phenomena, a good overall performance cannot be guaranteed.
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Another case of practical concern relates to applications that include closed-loop
control of the load currents. Typical examples include field-oriented control of ac
machines or active three-phase mains rectifiers. The obtainable performance relies to
a great extent on the quality of the feedback signals, i.e. on the current measurements.
Hence, here it must be assured that true per-carrier period averages of the currents
are available to the controller. In parallel to the measurement errors mentioned on
page 165, any unattended deviation between actual average currents and the current
supplied to the controller will have a negative impact on the performance of the system.

Final remarks

From the preceding observations and comments, a number of questions arise including:

1. Which mechanisms are responsible for that īs in some cases depends on ũs, which,
in turn, is caused by imperfect synthesis of the reference voltage?

2. What is the condition that īs is independent of the pulse-width modulation, i.e.
when is the average ripple current vector ĩs12 equal to zero?

3. Are the correct average currents actually detected, if conventional methods are
used to sample the phase currents?

4. It is possible to detect the correct average currents by modifications to the estab-
lished sampling principles?

It should be emphasized that the posed questions are by no means limited to ran-
dom PWM applications. Exactly the same problems may arise in systems using fully
deterministic modulators.

6.3.4 Impact of the ripple voltage on the average current

In this subsection an answer is provided to the first question posed above. Also, a
(partial) solution to the second problem is presented.

Expression for the average load current

An expression for the per-carrier cycle average īs of the load current is derived. The
starting point is the definition given in (6.5) on page 168, which may be expanded by
means of (6.2) into

īs =
1

T

∫ T

0

(
is(0) +

1

L

∫ t

0

(us − e) dτ

)
dt. (6.14)

Next, the actual voltage us is rewritten in terms of (ūs + ũs) as given in (6.3). Then
(6.14) becomes

īs = is(0) +
1

LT

∫ T

0

∫ t

0

(
(ūs − e) + ũs

)
dτ dt. (6.15)
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Since the (ūs − e) term is constant, a general expression for īs becomes

īs = is(0) +
T

2L

(
ūs − e

)
︸ ︷︷ ︸

Average
behavior

+
1

LT

∫ T

0

∫ t

0

ũs dτ dt︸ ︷︷ ︸
Caused by PWM(
= ĩs12 in (6.12)

)
. (6.16)

The final expression for īs shows that this average may be regarded as a sum of three
terms. The first term is due to the initial current is(0) and the second term shows
the influence on īs of the average converter voltage ūs and the load back emf e. The
last term is due to the ripple voltage ũs, which is heavily correlated with the adopted
method of modulation. In fact, the last term in (6.16) equals ĩs12 defined in (6.12).
Hence, the dependency of īs on ũs has been established.

Discussion of mechanisms contributing to the average load current

For an ideal converter us does not contain any voltage ripple components, i.e. under
idealized conditions, ũs(t) = 0 for all values of t. This causes the double integral in
(6.16) to evaluate to zero, i.e. the mean value of the real current becomes is(0) +
(ūs−e)T/(2L). Clearly, it is a highly desirable property that the change of the average
current only depends on the average value of the applied voltage.

In practical cases, ũs(t) will be non-zero for almost any value of t. This implies
that the average load current depends on the pulse-width modulator, because it cannot
be guaranteed that the double integral is zero. In fact, all we know from (6.8) is that
〈ũs〉T = 0, but this condition is insufficient information to conclude that the last term
in (6.16) is zero also. It should be emphasized that any distortion of īs caused by
ũs directly affects the fundamental component of the load current. This is a subtle,
but nevertheless important phenomena to understand regarding the analysis and the
practical use of pulse-width modulators.

The scenario outlined above demonstrates that a modulator must fulfill two re-
quirements to comply with the obvious demand that the average load current should
depend on ūs, e, L, and T in each PWM period, but certainly not on the switching
ripple voltage ũs:

1. The average of the voltage vector defined by (6.4) should equal the reference volt-
age vector. “The generated volt-seconds must equal the reference volt-seconds.”

2. The double integral given in (6.16) should evaluate to zero across T. A more or
less idiomatic version is that “the average of the integral of the instantaneous
ripple voltage vector must be zero.”

Traditionally, only the first requirement is kept in mind, but the second requirement
is completely overlooked during the design and the analysis of pulse-width modulated
converters. In fact, no widespread acknowledgement nor understanding of the impact
of ũs on īs seems to exist. In the literature, very little attention has been paid to the
demonstrated dependency of īs on ũs. As such, only the publications [7–9] have been
found which deal with this problem to some extent.
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Given the importance of having full control of the average current, it may be asked
why this is so, but an exhaustive answer is hard to give. A major reason is probably
the fact that the dependency of īs on ũs vanishes provided the switching functions are
symmetrical about the center, 1

2
T. In this special case, the second requirement listed on

the preceding page is fulfilled automatically, irrespective of the details of the particular
modulation scheme used5.

Symmetrical switching patterns are normally realized by means of regular (uniform)
sampling PWM methods. Such methods were transferred from the communication to
the power electronic community in 1975 by Bowes [27] as an alternative to the natural
sampling technique (which gives asymmetrical switching waveforms) used in e.g. the
classic paper [28]. Ref. [27] showed that the regular-sampled PWM techniques are su-
perior to natural sampling techniques concerning harmonic distortion of the generated
voltage. Today, variants of center-aligned PWM are widely used and, furthermore,
symmetrical switching patterns are easy to generate thanks to the variety of digital
controllers and dedicated PWM timers available from many vendors. In total, the
symmetrical switching patterns normally adopted cause the mean current īs to become
independent of the ripple voltage.

Before leaving the subject of symmetrical switching patterns, it should be noted
that symmetry of the output voltages is hard to achieve in real converters, even if
the pulse-width modulator outputs perfectly symmetrical switching functions. The
reasons are the net effects of blanking time generators6, minimum pulse-width filters
(see also Appendix A), propagation delays in drivers, and the finite switching times of
power devices. Hence, some degree of voltage skewing is almost inevitable; the voltages
produced by the three legs in a standard converter will not be centered around 1

2
T —

in fact, it is very unlikely that the three pulsed voltage waveforms even have a common
center at all. Then, by virtue of (6.16), ĩs12 �= 0, i.e. the average current īs has a
parasitic component which is easily overlooked.

A clarification of the importance of the outlined phenomena on the average current
is an interesting thread for future research, even for the center-aligned PWM methods
extensively used today: Often, low-order harmonics of the fundamental current is said
to be caused by blanking time and voltage drops across power devices, but one of the
conclusions to be drawn from the analysis given here is that asymmetry has similar neg-
ative effects on the current quality. Volt-second balance is not a sufficient condition for
having the average (macroscopic) behavior decoupled from the switching (microscopic)
actions; the instantaneous ripple voltage must be taken into account.

5That symmetry of the switching functions around 1
2T is a sufficient condition to nullify ĩs12

defined by the double integral in (6.16) may be proved straightforwardly. First, note that ũs(T − t) =
ũs(t) for 0 ≤ t ≤ T, i.e. ũs(t) is an even function. Then, the inner integral in (6.16) defined by
Ψ(t) �

∫ t

0
ũs(τ) dτ fulfills Ψ(T − t) = −Ψ(t), i.e. Ψ(t) is an odd function. Also, Ψ(1

2T ) = 0, because
〈ũs〉T = 0 and ũs is known to be even. Integrating Ψ(t) over T yields the result that the total value
of the double integral in (6.16) is zero. Note, however, that this does not prove that symmetry is a
necessary condition to get īs independent of ũs.

6In those cases where the insertion of blanking time is made after the actual pulse-width modulator
(like shown in Fig. A.3 in Appendix A for the set-up used in this project), skewing is inevitable. A
much better approach is to embed the blanking time generation into the PWM hardware (timer and
comparators) itself, because this allows the symmetry to be preserved. Such a solution is provided by
e.g. the motion controller ADMC401 produced by Analog Devices [29].
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To summarize, (6.16) answers the first question posed on page 175. It is more
difficult to give an exhaustive answer to second question, but at least it has been shown
that if the switching functions are symmetrical around the middle of the PWM period,
then ĩs12 = 0. Therefore, provided the converter is ideal, īs is indeed independent
of ũs, which is a special case of extraordinary importance. If asymmetrical switching
functions are generated by a modulator, it must be expected that ĩs12 �= 0 although this
has not been rigorously proved7. As a consequence, the deliberate use of asymmetrical
switching patterns in [21, 30, 31] intended for alleviation of problems with indirect
phase current detection by measuring the dc-link current is likely to need revisions,
because the modified switching patterns distort the current waveforms to be measured.

6.3.5 Compliance with current sampling techniques

As stated in section 6.2.4, accurate acquisition of load currents is important for feedback
control purposes. In this subsection it is demonstrated that the popular method to
detect the per-cycle average phase current by sampling the current in the middle of the
carrier period should be used with a great deal of care, at least for some of FCF-RPWM
variants.

Settings for the modulator and load parameters

For each of the methods RZV, RCD, and RLL the actual current ia(t) for phase a has
been obtained by a simulation and afterwards, the per carrier period average current
and the current sampled in the middle of each PWM period have been calculated. From
those currents denoted by 〈ia〉T and ia(

1
2
T ), respectively, the difference 〈ia〉T − ia(

1
2
T )

has also been calculated. A uniform probability density function has been used in all
examples. For example, the x1 factor for the RZV scheme can attain any value between
zero and one.

The investigation is based on the settings shown in Table 6.1 for the deterministic
part of the modulator and for the load. Furthermore, the base current defined as
IB � Udc/(8L)T becomes 2.7 A.

Discussion of results

Results for the two variants of the RZV technique are shown in Fig. 6.7. The graphs in
the right column in Fig. 6.7 have been obtained for the special case where the same value
of the random factor is used in both half periods (x2=x1). Clearly, the randomization
does not ruin the principle of obtaining the average current directly by sampling in the
middle of each PWM period. Note also in Fig. 6.7(e) that 〈ia〉T approximates a sine
wave as expected.

7A mathematical proof for that symmetry is a necessary condition for having ĩs12 = 0 in three-
phase converters has not been found despite several attempts. However, for a single-phase converter
having an inductive load connected between the output of a standard converter leg and the midpoint
of the dc link, such a proof has been established. Of course, this result cannot be generalized to
three-phase converters, but on the other hand, no counter examples have been found for three-phase
applications.
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Load
inductance, L

Fundamental
frequency, f1

Carrier
period, T

dc-link
voltage, Udc

Modulation
index, m

25 mH 40 Hz 1 ms 540 V 0.64

Table 6.1 Settings used for evaluation of the compliance of different FCF-RPWM modula-
tors with current sampling techniques. The back emf e is lagging the fundamental component
of the converter voltage by 10 electrical degrees and e has the same magnitude as the funda-
mental of us.

The situation is worse for the RZV technique using different values for x1 and x2,
see further in Fig. 6.7(a–c). Now, a non-zero error between 〈ia〉T and the sampled cur-
rent ia(

1
2
T ) exists, i.e. this particular FCF-RPWM method is not compatible with the

standard current sampling technique. Furthermore, it may be noted from Fig. 6.7(b)
that the ia(

1
2
T ) waveform is unaffected by the randomization (compare to ia(

1
2
T ) in

Fig. 6.7(e)), i.e. the instantaneous current in the middle of all PWM periods is inde-
pendent8 of the randomization. However, as stated earlier, it must be emphasized that
the actual average current 〈ia〉T is affected; this is demonstrated by the waveform for
〈ia〉T in Fig. 6.7(b), which clearly has an unwanted component.

Similar problems can be observed in Fig. 6.8 on page 181 for the RCD and the
RLL techniques. The waveforms for 〈ia〉T do not track a sine wave in an ideal manner,
which again verifies that details of the modulator are important for the fundamental
current component. Also, the larger current ripple associated with RLL can clearly be
seen in Fig. 6.8(d). Note that the difference between 〈ia〉T and ia(

1
2
T ) is much smaller

for the RCD method compared to RLL, but — more interestingly — also compared to
the RZV scheme using x1 �=x2 (Fig. 6.7(c)).

Final remarks

In summary, it may be stated that if a modulator generates asymmetric switching
patterns with respect to the center of the carrier period, then it is impossible to detect
the average current by a single sample at t = 1

2
T. Although no plots are included here,

simulations have also shown that the detection method based on sampling the dc-link
current in the middle of the active vectors exhibits the same limitations; the work
of [21] cannot be applied to modulators producing asymmetrical switching functions.

As stipulated in earlier sections, the simulations also verify that the fundamental
current is distorted9 by the modulator in those cases where asymmetrical switching
functions are used to control the converter. As a result, open-loop voltage control is
problematic as already mentioned on page 174.

8The proof is as follows: Starting from is( 1
2T ) = is(0) +

∫ T/2

0
(us − e) dτ , it follows immediately

that is( 1
2T ) = is(0) + T/(2L)(ūs − e), which is independent of the randomization. Furthermore, as a

consequence of (6.9) and (6.6), we also see that is(T ) = is(0) + T/L(ūs − e). Using this relationship,
another interesting identity appears: is( 1

2T ) = 1
2

(
is(0) + is(T )

)
, which is valid for any RZV method

irrespective of the values for x1 and x2.
9Note that the distortion is caused directly by the asymmetry of the switching functions. Whether

this asymmetry is intentional as in e.g. the RLL technique or it is the result of effects like blanking
time etc. is immaterial. See also the comment on page 177 regarding natural and regular sampling
PWM.
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Figure 6.7 Simulation of current waveforms using the settings in Table 6.1 for the random
zero-vector distribution technique. (left column): x1 and x2 are independent and (right col-
umn): x1 and x2 are equal in each half period. (a, d) actual phase a currents, (b, e) per-cycle
average and current sampled in the middle of each carrier period, and (c, f) difference between
average and sampled current. The sine wave is the ideal fundamental current component.
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Figure 6.8 Simulation of current waveforms using the settings in Table 6.1 for (left column):
random center displacement and (right column): random lead-lag modulation. (a, d) actual
phase a currents, (b, e) per-cycle average and current sampled in the middle of each carrier
period, and (c, f) difference between average and sampled current. The sine wave is the ideal
fundamental current component.
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6.3.6 New current sampling technique applicable for quasi-
symmetrical switching functions

Except for the RZV technique using equal divisions of the zero vectors v000 and v111

in both halves of the carrier period, it has been demonstrated that it is impossible to
detect the real averages of the phase currents by using known sampling techniques. It
may be tempting to ignore those errors by letting 〈ia〉T = ia(

1
2
T ), etc., but it should

be recalled that errors due to an inaccurate current detector cause low-order torque
distortion in AC motors as mentioned in section 6.2.4 or pulsating power components
in three-phase active rectifiers.

Therefore, a new and simple current sampling technique has been developed which
is capable of detecting the proper average phase current by using only two samples
(per phase) of the current in each PWM period. In this way, it is not strictly necessary
to use the more complex method based on detecting the integral of the current as
discussed earlier in section 6.2.4.

The new sampling strategy is applicable for both the RZV scheme with x1 �= x2

and for the RCD technique. These FCF-RPWM techniques both generate switching
functions which may be called “quasi-symmetrical” meaning that the three on-state
pulses have a common center, but this center needs not coincide with the midpoint of
the carrier period. Before giving the details of the new sampling strategy, it may be
noted that no attempts have been made to improve the current sampling technique for
the RLL scheme, because this particular FCF-RPWM method is not considered as a
strong candidate for practical applications at all.

Expression for the average current using RZV modulation

When a converter is controlled by an RZV modulator, the instantaneous current can be
found by dividing the carrier period into seven sub intervals and then use (6.2) on each
segment. Following this route, the piece-wise linear behavior of is may be calculated,
but this cumbersome expression for is is omitted here for brevity.

Instead, Fig. 6.9(b) shows an example of the trajectory for is in the αβ-reference
frame and Fig. 6.9(c) shows the corresponding projections of is on the a, b, and c axes.
Notice that both the initial current is(0) and the back-emf e have non-zero values in
those plots and that x1 differs from x2.

Based on the (omitted) piece-wise linear expression for is, the per-carrier period
average īs may be determined as

īs = 〈is〉T = is(0) +
T

2L

(
ūs − e

)− T

4L
d0(x2 − x1)ūs, (6.17)

where d0 = 1− (d1 + d2) is the normalized duration of the zero vectors. The quantity
Tsh � 1

4
d0(x2 − x1)T is the amount by which the common pulse center is offset from

the midpoint 1
2
T as shown in Fig. 6.9(a). Using Tsh, (6.17) may be rewritten as

īs = is(0) +
T

2L

(
ūs − e

)− Tsh

L
ūs. (6.18)

This expression for īs should be compared to (6.16) term by term. In this way it may
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Figure 6.9 Waveforms using RZV modulation including non-zero values for the initial cur-
rent and for the load back emf. x1 = 0.1 and x2 = 0.9 is used. (a) Switching functions,
(b) trajectory for is in the αβ plane (the hexagram locates 〈is〉T ), and (c) phase current
time-domain waveforms.
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be seen that for RZV modulation

ĩs12 = −Tsh

L
ūs, (6.19)

which can be found in [8] also. Hence (6.19) shows that the average of the ripple current
ĩs12 depends on the mean voltage ūs produced by the converter and on the offset Tsh.

The value for is(t) at t = T is independent of the ripple voltage caused by the
pulse-width modulation. This follows directly from (6.9), because this equation states
that the ripple component of the current vanished equals zero for t = T. Hence, by
using (6.6) is(T ) becomes

is(T ) = is(T ) = is(0) +
T

L

(
ūs − e

)
. (6.20)

Isolating (ūs − e) from (6.20) and inserting the result into (6.18) gives

īs = is(0) +
1

2

(
is(T )− is(0)

)
− Tsh

L
ūs

=
1

2

(
is(0) + is(T )

)
− Tsh

L
ūs =

1

2

(
is(0) + is(T )

)
+ ĩs12.

(6.21)

Therefore, to get the correct value for īs, knowledge of is(0), is(T ), and ĩs12 is needed
in the general case where x1 and x2 may have different values. If is(t) is sampled at
t = 0 and t = T only10, an incorrect value for īs is obtained, i.e. the standard sampling
method fails.

New current sampling technique for the RZV scheme

In order to fix the problems with determining the value for īs in the x1 �=x2 case, a new
sampling strategy has been developed which takes the ĩs12 term in (6.21) into account.
Since only the total current is = is + ĩs is available for detection, it is impossible to
measure the ripple component directly. (If the waveform for ĩs was available, ĩs12 could
be determined by sampling ĩs(t) at t = 1

2
T + Tsh.) Instead, by noting that ĩs = is − is

it is, nevertheless, possible to find ĩs12 by using

is = is(0) +
t

T

(
is(T )− is(0)

)
, (6.22)

which can be evaluated for any value of t in [0;T ] once values for is(T ) and is(0) are
known. Hence,

is(
1
2
T + Tsh) = is(0) +

1
2
T + Tsh

T

(
is(T )− is(0)

)
(6.23)

and therefore,

ĩs12 = ĩs(
1
2
T + Tsh) = is(

1
2
T + Tsh)− is(

1
2
T + Tsh)

= is(
1
2
T + Tsh)− is(0)−

1
2
T + Tsh

T

(
is(T )− is(0)

) (6.24)

10Alternatively, a single sample taken at t = 1
2T may be used since is(0) + is(T ) = 2is( 1

2T ), even
if x1 �= x2 in RZV. See footnote 8 on page 179.
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can be calculated based on samples of three samples of the current, namely is(T ), is(0),
and is(

1
2
T + Tsh). Inserting (6.24) into (6.21) yields

īs =
1

2

(
is(0) + is(T )

)
+ ĩs12

=
1

2

(
is(0) + is(T )

)
+ is(

1
2
T + Tsh)− is(0)−

1
2
T + Tsh

T

(
is(T )− is(0)

)
,

(6.25)

which can be simplified into the final result

īs = 〈is〉T = is(
1
2
T + Tsh) +

Tsh

T

(
is(0)− is(T )

)
. (6.26)

Hence, the algebra needed to calculate the true value for īs from three samples is not
overwhelming. Also, only two samples are required in each phase in each carrier period,
because the value for is(T ) in one PWM period can be reused as the value for is(0) in
the subsequent PWM period.

Furthermore, the calculation of Tsh = 1
4
d0(x2 − x1)T is fairly simple: Tsh depends

on quantities whose exact values are known in the controller, i.e. Tsh is decoupled from
the load (L and e). Finally, in the special case, where Tsh = 0, it is sufficient to sample
the currents at t = 1

2
T, which explains why the error vanishes in Fig. 6.7(f).

At this point it may be noted that it is impossible to detect the average phase
currents 〈ia〉T , 〈ib〉T , and 〈ic〉T by simultaneously sampling the waveforms of ia, ib, and
ic. This may be seen in Fig. 6.9(b), because the trajectory of is does not pass through
the average value 〈is〉T marked by a hexagram in this figure.

The new sampling method given by (6.26) has been tested by simulations similar
to those shown earlier in Fig. 6.7. Based on those simulations, it has been verified that
the proper average current can be detected by means of (6.26).

New current sampling technique for the RCD scheme

Not surprisingly, the new sampling method may also be applied to the RCD modulator.
The only modification is that the offset Tsh in (6.26) should be replaced by the ∆t
value defined in Fig. 6.3(b) on page 163. Again, the correctness has been verified by
simulations.

6.3.7 Applicability of FCF-RPWM schemes

To summarize the results obtained so far in this chapter, an overview of the practical
applicability of the analyzed FCF-RPWM methods is presented below. This evaluation
includes the three schemes known from literature (RLL, RZV, and RSS) and the new
method designated as RCD.

Table 6.2 on the following page shows the ratings assigned to these methods with
respect to the issues discussed in section 6.2.4. These ratings have been assigned by
using information available in [1–6], [7–9], [11–15] for RLL, RZV, and RSS, respectively,
complemented with investigations of the author reported in [5, 32]. Also, the preceding
analysis of the impact of FCF-RPWM schemes on the current has been used to rate the
individual methods. For reference, ratings for the classic space-vector modulator using a
fixed-carrier frequency (FCF) have been included in Table 6.2. Also, the characteristics
for the random carrier frequency (RCF) scheme investigated in Chapter 5 are listed.
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Modulator RLL RZV RZV RSS RCD FCF RCF
(x1=x2) (x1 �=x2) (centered pulses)

Switching losses + 0 0 ÷ 0 0 0

Implementation + + 0 ÷ 0 + +(0)a

Current quality ÷ + 0 ? 0 + +

Current samplingb ÷ + ÷(+) ? 0(+) + +

Acoustics (low m) ÷ + + ? + ÷ +

Acoustics (high m) ÷ 0 0 ? 0 ÷ +

aCompliance with closed-loop digital controllers.
bSynchronous sampling in the middle of the carrier period on all three phases is assumed.
The score in parentheses is for the new sampling method in section 6.3.6.

Table 6.2 Ratings of practical applicability for different FCF-RPWM schemes besides fully
deterministic PWM using a fixed-carrier frequency (FCF) and random carrier frequency
(RCF) PWM. The used ratings are: (÷): poor/difficult, (0): fair/acceptable, (+): good,
and (?): unknown (no information available).

Switching losses

The switching loss closely relates to the number of commutations N in each carrier
period. The RSS method gives extra switchings compared to FCF, RZV, and RCD,
which all yield six11 commutations. RLL gives a direct opportunity to lower the average
value ofN to 3

4
·6 = 4.5 (assuming equal probabilities for the random selection of leading

or lagging pulse-position modulation). Finally, a well-designed RCF modulator does
not increase the switching losses compared to the benchmark (FCF using classic SVM).

Implementation

The ratings assigned to the implementation should only be considered as approximate,
because the implementation of modulators heavily relates to the specific hardware.
Nevertheless, the compound switching functions needed for the RSS scheme are dis-
advantageous compared to the other methods. All FCF-RPWM schemes integrate
seamlessly with a digital control system, but as indicated in Table 6.2 the use of RCF
is more tricky.

Current quality

The quality of the current relates to the problems analyzed in the preceding sections,
where it was shown that the fundamental current is distorted by the modulation process
when the generated switching functions are asymmetrical with respect to the midpoint

11In fact the average value for N may be smaller than six in RZV, because — depending on the
chosen probability density functions for x1 and x2 — there may be a non-zero change that only two
legs are switched in a PWM period (like in discontinuous PWM). For the RCD technique it is also
possible to select probabilities so that pulses in adjacent PWM periods merge back to back, thereby
eliminating commutations.
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of the carrier period. The worst current waveforms are undoubtedly caused by RLL
modulation; at the other extreme, FCF, RCF, and RZV using x1=x2 all yield symmet-
rical switching functions, which effectively decouples the fundamental behaviour from
the ripple voltage caused by pulse-width modulation.

Note that no attempts have been made to calculate traditional performance indices
for the current, but rather focus has been put on the coupling between the ripple volt-
age and the per carrier period average current. For deterministic PWM, a performance
index that quantifies the cumulative ripple current over a whole period of the funda-
mental is often used (see e.g. [8, 16, 33]), but an extension to random PWM is not
a straightforward task due to the non-deterministic nature of the current waveforms.
Such an investigation is left for future research.

Current sampling

Among the three different methods available for detection of the average load current
listed on page 166, focus is put on the method based on simultaneous sampling in
the middle of the carrier period. For the evaluation, it is assumed that ideal current
measurements are available, i.e. the impacts of scaling and offset errors are neglected
and also, the effects of time delays are assumed to be negligible12.

Again, the RLL method is the worst performing method. For the RZV and the RCD
schemes, it is impossible to sample the average phase current using the conventional
sampling strategy, but the new current sampling strategy presented in section 6.3.6
may be used to get precise values for the true average currents.

Acoustic noise

Based on experimental results reported in [5, 32], scores have been assigned in Table 6.2
for the acoustic annoyance caused by an induction motor using the different modulation
schemes. As pointed out on page 163, FCF-RPWM schemes are, in general, much
more effective at low modulation indices m compared to high values for m. However,
again RLL is underperforming the other FCF-RPWM schemes — in fact, many people
find the noise caused by RLL modulation even more annoying than ordinary FCF
modulation, even if m is small. Among the techniques studied here, there is no doubt
that the RCF modulator is the best way to reduce acoustic noise.

6.3.8 Final comments

RLL is the oldest FCF-RPWM scheme, and it is well researched with respect to spectral
analysis [3, 4]. However, a mere acknowledgement of the demonstrated problems related
to the highly asymmetrical ripple currents cannot be found in the literature despite
the many publications [1, 3, 4, 6, 35] dealing with RLL modulation. Apart from its
simplicity, not much good can be said about RLL; practical applications of this FCF-
RPWM method are difficult to imagine.

12In reality, current measurement based on sampling the current only once per carrier period is very
susceptible to delays in the acquisition system [34] and to measurement noise. Also, the net effects
of non-zero propagation delays in the power devices, a finite electrical time constant of the load, and
limitations in current sensor bandwidth result in a phase lag [19].
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The method originating from the independent patents [10] and [9] based on random
division of the zero vectors has good potentials: the implementation is only slightly
more complicated than standard SVM, the current quality is good (particularly for
x1=x2), and the average current can be detected based on a few samples of the load
currents. Although not quite as good as a random carrier frequency modulator, the
RZV is capable of reducing the acoustic annoyance over a wide range of modulation
indices.

The RSS scheme has been used repeatedly by Lai in [11–15], but despite these many
papers not much information is available regarding e.g. the current quality — nor has
the claimed impact on the acoustic noise been documented. The references focus on the
modulator without paying attention to vital defects like the excessive switching losses
caused by a modulator that jumps between non-adjacent states. Such a situation is
undesirable as already pointed out in 1975 by Zubek et al. in [36] and more recently in
e.g. [23] also.

The last FCF-RPWM method investigated was the new technique based on dis-
placing the common center of the three switching functions. RCD shares many charac-
teristics with RZV; those two FCF-RPWM schemes both yield good alleviation of the
acoustic noise in the low-modulation index region. Like the RZV scheme with x1 �=x2,
the main problem for RCD is the distortion of the fundamental current component and
the incompatibility with existing current detection methods based on samples of either
the phase currents or the dc-link current. To remedy this problem, however, the new
current sampling strategy may be adopted.

6.4 Spectral analysis of fixed carrier frequency

dc/ac random PWM

To calculate analytically the voltage spectra caused by FCF-RPWM, a generalized
spectral analysis of three-phase converters controlled by such principles is derived. The
results obtained in the current section is used in later sections to establish formulas
for the spectra produced by the three different FCF-RPWM schemes of main interest:
section 6.5 focuses on random lead-lag modulation, section 6.6 investigates the random
zero-vector method, and in section 6.7 the random center displacement technique is
analyzed.

The spectral theory is based on the general framework for spectral analysis of ran-
dom PWM waveforms derived earlier in Chapter 3; reference to this chapter should also
be made for a review of the existing literature dealing with spectral analysis of random
PWM schemes operating with a fixed carrier frequency. However, to the knowledge of
the author, the past work on this topic is limited to the RLL scheme; the two other
FCF-RPWM methods, which have much better properties than the RLL modulator,
have never been subjected to spectral analysis.
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Figure 6.10 Parametric representation of a general FCF-RPWM technique showing how
each block (corresponding to one cycle of the fundamental voltage) is divided into M intervals
of equal width T equal to the duration of the carrier period.

6.4.1 Parametric representation of FCF-RPWM waveforms

The studied FCF-RPWM techniques may be characterized by the following properties,
which are important to keep in mind for the subsequent derivations:

1. The duty ratios vary periodically with the period T1 of the fundamental voltage.

2. All carrier periods have the same duration T.

3. The delay ∆ measured from the beginning of the carrier period to the leading
edge of the sampling pulse u(t) is a random variable.

4. The width δ of the sampling pulse may (but not necessarily) have a random
component aside from the deterministic component determined by the periodic
variations of the duty ratios.

Note that ∆ and δ are both random variables in the general case. For example, in RZV
the pulse width δ is randomized by the zero-vector duration and, therefore, the delay
∆ depends on δ. On the other hand, in RLL ∆ is the only random variable, because
the pulse width varies in a fully deterministic manner.

The parameters introduced above are used in Fig. 6.10 showing a parametric rep-
resentation of an arbitrary switching function in FCF-RPWM. The indices appended
to ∆ and δ in Fig. 6.10 follow the syntax introduced in section 3.4.4 on page 63: One
period of the fundamental output voltage is divided into M sampling intervals of equal
duration T, which is equal to the reciprocal of the fixed PWM carrier frequency. Also,
the switching function must consist of an infinity of identical blocks; the actual block
number is labeled by 1 in Fig. 6.10. Then, in total, t�,m marks the beginning of the
m’th carrier period in the 1’th block. In this (1,m)’th interval is the pulse13 u�,m(t) of
width δ�,m delayed ∆�,m seconds with respect to t�,m.

6.4.2 Evaluation of partial contributions to the total spectrum

The spectrum S(f) generated by an FCF-RPWM scheme that adheres to the con-
straints presented above may be regarded as a special case of the general framework

13Recall from Chapters 4 and 5 that the sampling pulse may have more complex shapes than the
rectangular pulses used for the illustration in Fig. 6.10. Such modifications are also used in this chapter
to calculate the spectra for the line-to-line voltage.
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developed in Chapter 3 and successfully used in Chapter 5 for the random carrier fre-
quency dc/ac technique. Hence, the starting point for the subsequent derivations is
(3.40) and (3.41) on page 67, repeated here for convenience:

S(f) =
M∑

m = 1

M∑
m̃ = 1

Sm,m̃(f), (6.27)

where the individual Sm,m̃(f) entries are found by

Sm,m̃(f) =
1

MT
E

{ ∞∑
� = −∞

U(f ; δ0,m)U
�(f ; δ�,m̃)e

jω(t�,m̃−t0,m)ejω(∆�,m̃−∆0,m)

}
. (6.28)

Concerning the derivations, the major difference between FCF-RPWM and RCF is
that the carrier frequency is fixed in the former case. Due to that fact, it turns out
that much of the algebra needed to manipulate (6.28) into useful expressions for the
total spectrum becomes much less complicated than the corresponding derivations in
Chapter 5.

The diagonal terms: m = m̃

To evaluate (6.28), the expectation of the infinite sum across 1 must be found. As in
section 5.3, the (t�,m − t0,m) term is rewritten as a sum of carrier periods. However,
since all periods are of equal duration, the result simply becomes

t�,m̃ − t0,m = 1MT. (6.29)

Using this result, (6.28) may be expanded in the same manner as shown by (5.10)–
(5.12) starting on page 117 for the RCF case. The expression for the contribution
Sm,m̃(f) from m = m̃ to the total spectrum then becomes

Sm,m̃(f) =
1

MT

[
E
{
U(f ; δm)U

�(f ; δm̃)
}

+ E
{
U(f ; δm)e

−jω∆m

}
E
{
U�(f ; δm̃)e

jω∆m̃

} ∞∑
�=−∞
� �=0

ejωMT�

]
. (6.30)

It should be noted that the summation across 1 extends from minus to plus infinity,
except for 1 = 0. The sum of exponentials ejωMT� may be rewritten using the important
identity [37]

∞∑
�=−∞

ejωMT� =
1

MT

∞∑
�=−∞

δ
(
f − 1

MT

)
, (6.31)

which relates a sum of complex-valued exponentials to a series of discrete frequencies
separated 1/(MT ) Hz apart. By way of (6.31) and correcting for the missing 1 = 0
term, (6.30) may then be rewritten as

Sm,m̃(f) =
1

MT

[
E
{
|U(f ; δm)|2

}
−
∣∣∣E{U(f ; δm)e

−jω∆m

}∣∣∣2 ]

+
1

(MT )2

∣∣∣E{U(f ; δm)e
−jω∆m

}∣∣∣2 ∞∑
�=−∞

δ
(
f − 1

MT

)
, (6.32)
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where the fact that m = m̃ has been used as well. Already at this point, it may be noted
that the total spectrum must have both a continuous density component (volt2/Hz)
and harmonics (volt2) due to the occurrence of the δ-impulses in (6.32).

The diagonal terms: m < m̃

The derivation is almost identical to the m = m̃ case. Referring to (5.15) on page 119,
it is seen that

t�,m − t0,m =

{
−(1M − (m̃−m))T, 1 < 0,

(1M + (m̃−m))T, 1 ≥ 0,
(6.33)

because all instances of T are identical. Following the same steps as before, it may be
shown that the partial spectrum is

Sm,m̃(f) =
1

MT
E
{
U(f ; δm)e

−jω∆m

}
E
{
U�(f ; δm̃)e

jω∆m̃

}
ejω(m̃−m)T

∞∑
�=−∞

ejωMT�,

(6.34)

which by using the series (6.31) once more, yields

Sm,m̃(f) =
1

(MT )2
E
{
U(f ; δm)e

−jω∆m

}
E
{
U�(f ; δm̃)e

jω∆m̃

}
ejω(m̃−m)T

∞∑
�=−∞

δ
(
f − 1

MT

)
. (6.35)

Note the spectrum Sm,m̃(f) for m < m̃ does only contribute to the harmonic part of
the total spectrum. This implies that the continuous density spectrum solely depends
on the diagonal terms.

The diagonal terms: m > m̃

Using a similar approach as for the m < m̃ case, it may be shown that

Sm,m̃(f) =
1

(MT )2
E
{
U(f ; δm̃)e

−jω∆m̃

}
E
{
U�(f ; δm)e

jω∆m

}
e−jω(m̃−m)T

∞∑
�=−∞

δ
(
f − 1

MT

)
, (6.36)

which is the complex conjugated of (6.35).

6.4.3 Summary of formula for the spectrum using FCF-RPWM

A compact matrix notation heavily inspired by [4] may be used to summarize the
obtained results. Hence, it may readily be verified directly by (6.32), (6.35), and (6.36)
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that the total spectrum S(f) may be expressed as

S(f) =
M∑

m=1

K∑
m̃=1

Sm,m̃(f) =
1

MT

(∥∥V (f)
∥∥
1
− ∥∥W (f)

∥∥2
2

)

+
1

(MT )2
ITW (f)WH(f) I

∞∑
�=−∞

δ
(
f − 1

MT

)
. (6.37)

The auxiliary row vectors V (f) and W (f) are defined by

V (f) =




E
{
|U(f ; δ1)|2

}
E
{
|U(f ; δ2)|2

}
...

E
{
|U(f ; δM)|2

}



, W (f) =




E
{
U(f ; δ1) e

−jω∆1

}
E
{
U(f ; δ2) e

−jω∆2

}
ejωT

...

E
{
U(f ; δM) e−jω∆M

}
ejω(M−1)T



. (6.38)

Here, I is a unit column vector of length M and IT is the corresponding row vector.
WH(f) is the transposed, complex conjugate of W (f). Also, ||V (f)||1 is the vector
1-norm, i.e. the sum of the magnitudes of the elements in V (f). Finally, ||W (f)||22 is
the squared 2-norm, i.e. the sum of the magnitudes squared of the elements in W (f).

The main constraint imposed on pulse trains for which (6.37) and (6.38) are valid
is that the carrier period T is fixed, but the pulse widths and the pulse positions may
have a random component apart from the deterministic component set by the duty
ratio variations. It is also required that the randomization of e.g. the delay ∆ is based
on independent trials, i.e. ∆m must not depend on past values like ∆m−1.

6.5 Random lead-lag pulse-position modulation

Although this fundamental way of randomizing the pulse positions has been investi-
gated in earlier publications (notably [2, 3], but also in [4, 38]), a spectral analysis is
included anyhow in order to illustrate the methodology of the derivations.

Like in the two subsequent sections which provide details of the analysis of the RZV
and RCD schemes, this section is organized into three parts: first, some preliminary
definitions related to the randomization are given and next, derivations of equations
for the spectral characteristics are given for both the switching function and for the
line-to-line output voltage.

6.5.1 Preliminaries

The input to the modulator is the three duty ratios calculated by some pulse-width
modulator as illustrated in Fig. 6.1(a) on page 159. Then, based on a random trial,
the positioning of the on-state pulses is determined and the three switching functions
are generated by using the given duty ratios. Fig. 6.11(a) illustrates the resulting
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Figure 6.11 (a) Sample waveforms for the switching functions and the normalized line-to-
line voltage for the RLL technique. (b) Auxiliary variables for parametric representation of
sampling pulses.

waveforms and as shown in this figure, the delays in leg a and b measured from the
beginning of the carrier period become

∆a =

{
0, for leading pulses,

(1− da)T, for lagging pulses.
(6.39)

and

∆b =

{
0, for leading pulses,

(1− db)T, for lagging pulses.
(6.40)

respectively.
In order to proceed with the evaluation of the general formulas listed on page 191,

it is essential to select the probability density function p(∆a) for the delay. As for the
dc/dc converter case studied in section 4.4.1 (page 81), the lead-lag type of modulation
can be achieved by letting

p(∆a) = rδ(∆a − 0) + (1− r)δ(∆a − (1− da)T ). (6.41)

A similar expression holds for p(∆b). In all schemes reported in the literature, equal
weight is assigned to lead and lag (r=0.5), but in principle all values in the [0; 1] range
may be used. The spectral characteristics will, of course, depend on the particular
choice of r.

6.5.2 Spectrum for the switching function

The first step is to determine the sampling pulse and its Fourier transformation. In this
case, the sampling pulse consists of a single rectangular pulse of the width δa,m = da,mT,
i.e. the Fourier transformation of the m’th pulse becomes

U(f ; δm) =
1

jω

(
1− e−jωda,mT

)
. (6.42)
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The V (f) vector

In the m’th carrier period, the sampling pulse does only depend on the (precalculated)
duty ratio da,m, i.e. it is a deterministic function of time. Then, the elements Vm(f) for
m = 1, 2, · · · ,M of the vector V (f) defined by (6.38) simplifies to squared magnitudes,
viz.

Vm(f) = |U(f ; δa,m)|2 = sin2 (πfda,mT )

(πf)2
. (6.43)

The W (f) vector

The expectation needed to find the elements in the W (f) vector may be simplified
compared to the general definition in (6.38) because the delay ∆a is the only random
variable. In total,

Wm(f) = U(f ; δa,m)E
{
e−jω∆a,mT

}
e−jω(m−1)T . (6.44)

The expectation may be found directly from (6.41), i.e.

E
{
e−jω∆a,mT

}
= r + (1− r)e−jω(1−da,m)T . (6.45)

Inserting (6.45) and (6.42) into (6.44) finally yields

Wm(f) =
1

jω

(
1− e−jωda,mT

)(
r + (1− r)e−jω(1−da,m)T

)
e−jω(m−1)T . (6.46)

6.5.3 Spectrum for the line-to-line voltage

In this case, the sampling pulse is defined as the difference qab between the qa and the qb
waveforms as shown in Fig. 6.11(a). The resulting waveform does only consist of single
pulse in each PWM period. Its width is independent of the random pulse position.
Hence, the Fourier transformation in the m’th carrier period simply becomes

U(f ; δm) =
sm
jω

(
1− e−jωdab,mT

)
, (6.47)

where the value of the normalized pulse width is dab,m = |da,m − db,m|, which follows
from Fig. 6.11(b).

Regarding the delay ∆ab, its value depends on whether leading or lagging modu-
lation is used and, furthermore, on the values of da and db. The table in Fig. 6.11(b)
lists the details which may be put into the following form:

∆ab,lead =

{
dbT, if da > db,

daT, if da < db,
∆ab,lag =

{
(1− da)T, if da > db,

(1− db)T, if da < db.
(6.48)

Using these definitions for ∆ab,lead and ∆ab,lag, the sought probability density function
for the effective delay ∆ab,m may be written as

p(∆ab,m) = rδ(∆ab,m −∆ab,lead,m) + (1− r)δ(∆ab,m −∆ab,lag,m). (6.49)
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The V (f) vector

As in section 6.5.2, the expectation may be omitted because the pulse widths are
independent of the random positions, and by the use of (6.47) the m’th element in
V (f) becomes

Vm(f) = |U(f ; δm)|2 = sin2 (πfdab,mT )

(πf)2
. (6.50)

The W (f) vector

From (6.49), the expectation of p(∆ab,m) in the m’th interval becomes

E
{
e−jω∆ab,mT

}
= re−jω∆ab,lead,m + (1− r)e−jω∆ab,lag,m . (6.51)

Using this result together with the Fourier transformation of the sampling pulse (6.47),
the total expression for the m’th element in the W (f) vector becomes

Wm(f) =
sm
jω

(
1− e−jωdab,mT

) (
re−jω∆ab,lead,m + (1− r)e−jω∆ab,lag,m

)
ejω(m−1)T . (6.52)

6.6 The random zero-vector distribution scheme

As opposed to all other random PWM techniques treated in this thesis, this particular
method of random distribution of the zero vectors changes the duty ratios calculated
by some modulator before the actual switching functions controlling the converter are
generated. To some extent, this difference does also propagate itself into the method
to attack the spectrum analysis which will become clear when the derivations in the
current section are compared to e.g. the analysis of the random center displacement
scheme in section 6.7 starting on page 201. The reported spectral analysis of the RZV
scheme cannot be found elsewhere to the knowledge of the author.

The details of how to calculate the spectrum for the switching function and the line-
to-line voltage follow after some preliminary information needed for the derivations.

6.6.1 Preliminaries

The spectral analysis requires knowledge of the duty ratios da, db, and dc, but those
quantities are not directly available. Rather, the duration of the active vectors d1
and d2 is known besides the sector to which the reference belongs. It is illustrated in
Fig. 6.12 how d1, d2, and d0 � 1−(d1+d2) may be processed. Here, d0 is the total time
(normalized with respect to T ) in which either one of the two zero vectors v000 and v111

must be applied. In a certain PWM period, the division of d0T among those vectors is
governed by a single random variable x so that x = x1 = x2 in Fig. 6.2(b) on page 160,
i.e. the spectral analysis is carried out for the special case of RZV where equal divisions
between v000 and v111 are used in both halves of the whole PWM period14.

14Although details of the spectral analysis are only given for the case where symmetrical switching
patterns are generated, it is straightforward to extend the analysis to the x1 �=x2 case, which yields
asymmetrical switching functions.
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Figure 6.12 (a) Definition of sectors in the complex plane and (b) generation of phase duty
ratios for the random zero-vector distribution technique.

Now, by convention, v111 is applied for xd0T seconds in the center of the carrier;
the remaining time (1−x)d0T � x′d0T is equally split between the two applications of
the zero vector v000 at the beginning and at the end of the period T , respectively.

Fig. 6.13 on the next page shows the six possible sequences which may be determined
uniquely from knowledge of the sector15. For example, in sector iv the vector sequence
is

v000〈12x′d0T 〉 →v001〈12d2T 〉 → v011〈12d1T 〉 → v111〈xd0T 〉 →
v011〈12d1T 〉 → v001〈12d2T 〉 → v000〈12x′d0T 〉,

(6.53)

where the notation introduced on page 25 has been used again.
Having the information of the sequence of applications of the voltage vectors, the

duty ratios for each leg may be calculated provided the division of d0 between the
two zero vectors has been chosen. To accomplish this, the probability density function
(pdf), from which x is drawn, must be known. As discussed in details in Chapter 5,
the discrete type of pdf is particularly attractive in conjunction with random PWM
and, therefore, it is assumed here that

p(x) =
J∑

j=1

pj δ(x− xj), (6.54)

where pj denotes the probability by which x = xj is selected. Since x is the part of
the total zero-vector time spent using v111 in the middle of the PWM period, it is seen
that x = 0.5 corresponds to the classic space-vector modulation. Also, x = 0 always
eliminates switchings in one of the legs, i.e. a kind of discontinuous PWM results as
briefly discussed in section 2.3.2. (x = 1 only eliminates switchings if x = 1 is selected
by the random number generator in two consecutive PWM periods which, furthermore,
must belong to the same sector.) However, since the value for x varies in a random

15In a certain sector, d1 and d2 associated with the active vectors may be calculated by (2.7) and
(2.8) on page 24, respectively. Here, it must be recalled that d1 always relates to the first active vector
(sector i: v100, sector ii: v110 etc.) in an anti-clockwise sense and d2 to the second vector (i: v110,
sector ii: v010 etc.). In other words, the order of application of d1 and d2 alternates from sector to
sector.
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Figure 6.13 Illustration of possible vector sequences for the random zero-vector distribution
technique. For each sector of the hexagon, the three switching functions and the difference
qab = qa − qb are shown. Refer to Fig. 6.12 also.
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Figure 6.14 Parameterization of the switching function for random zero-vector PWM. (a)
Definition of auxiliary parameters and (b) their values depending on the sector number.

manner from one carrier period to another, the RZV scheme does not collapse to any
of the well-known modulators, although they share the use of space vectors as the
fundamental mechanism to achieve voltage synthesis on the macroscopic time scale.

6.6.2 Spectrum for the switching functions

To proceed with the derivations, the sampling pulse must be determined. It is apparent
from Fig. 6.13 that the qa waveform depends on the sector and on the defined duty
ratios. Formally, the sampling pulse may be written as

u(t) =

{
1, 0 ≤ t ≤ (dΣ + xd0)T,

0, otherwise,
(6.55)

where the value to use for the dΣ parameter may be determined from Fig. 6.14. dΣ is
a fully deterministic quantity as it depends only on the duty ratios d1 and d2 (besides
the sector number), but the effective duty ratio da = dΣ + xd0 associated with qa is a
function of the randomization parameter, x.

Fourier transformation of (6.55) yields

U(f ; δm) =
1

jω

(
1− e−jω(dΣ,m+xd0,m)T

)
, (6.56)

where, as usual, index m has been added to the parameters that vary in a predictable
manner.

The V (f) vector

The magnitude square of U(f ; δm) is

|U(f ; δm)|2 = sin2 (πf(dΣ,m + xd0,m)T )

(πf)2
. (6.57)
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Attention must be paid to the fact that |U(f ; δm)|2 is a function of x. Hence, the
expectation in (6.38) for V (f) must be taken over the range of x. Then, by virtue of
(6.54), the m’th element in the column vector V (f) becomes

Vm(f) = E
{ |U(f ; δm)|2

}
=

1

(πf)2

J∑
j=1

pj sin
2 (πf(dΣ,m + xjd0,m)T ) . (6.58)

The W (f) vector

For leg a, the delay ∆a is a function of the pulse width dΣ + xd0. Specifically, we have
∆a = 1

2
(1 − dΣ − xd0)T and this must be included in the expectation needed to find

the elements of W (f). Also, (6.56) shows that the Fourier transformation U(f ; δm)
depends on x. In total, the expression for Wm(f) becomes

Wm(f) = E
{
U(f ; δm) e

−jω∆a,mT
}
ejω(m−1)T

=
1

jω

J∑
j=1

pj
(
1− e−jω(dΣ,m+xjd0,m)T

)
e−jω(1−dΣ,m−xjd0,m)

T
2 e−jω(m−1)T .

(6.59)

6.6.3 Spectrum for the line-to-line voltage

The different combinations of the switching functions shown in Fig. 6.13 result in the qab
waveforms as illustrated in the same figure. To encompass all outcomes, the generalized
sampling pulse shown in Fig. 6.15 must be used where the parameters are listed in the
accompanying table. Hence,

u(t) � u1(t) + u1(t− (α∆ + αδ)T ), (6.60)

where

u1(t) =

{
s, 0 ≤ t ≤ αδT,

0, otherwise.
(6.61)

Now, it must be observed from Fig. 6.15 that the amount (α∆ + αδ)T by which the
second pulse lags the first pulse has two parts: (a) a random part (xd0T ) and (b) a
deterministic part, which varies from sector to sector. The latter part is characterized
by the parameter d∆ as tabulated in Fig. 6.15(b). Hence, it holds that (α∆ + αδ)T =
(d∆ + xd0)T by definition.

Expressed by the introduced parameters16 the Fourier transformation of the sam-
pling pulse (6.60) then becomes

U(f ; δm) =
sm
jω

(
1− e−jωαδ,mT

)(
1 + e−jω(xd0,m+d∆,m)T

)
, (6.62)

where index m has been added to show the dependence on the carrier period counter,
m.

16Due to the excessive number of parameters, redundancy exists. However, to clarify the derivations
no attempt has been made to minimize the aid of auxiliary parameters.
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Figure 6.15 Parameters for the difference qab for the random zero-vector PWM scheme. (a)
Waveform and (b) parameters for all sectors. See also Fig. 6.13. Note x′ � 1 − x.

The V (f) vector

By straightforward manipulations of the complex exponentials in (6.62) by means of
trigonometric identities, it may be obtained that

|U(f ; δm)|2 =
(
4sm
ω

)2

sin2
(
πfαδ,mT

)
cos2

(
πf(xd0,m + d∆,m)T

)
, (6.63)

which leads directly to the m′th element in V (f):

Vm(f) = E
{ |U(f ; δm)|2

}
=

(
4sm
ω

)2

sin2
(
πfαδ,mT

) J∑
j=1

pj cos
2
(
πf(xjd0,m + d∆,m)T

)
.

(6.64)

The W (f) vector

The delay ∆ab from the beginning of the carrier period to the leading edge of the
first rectangular pulse does also have both a deterministic and a random part; this is
evident from the ∆ab/T row in Fig. 6.15(b). The random contribution to the total delay
is 1

2
x′d0T = 1

2
(1 − x)d0T and the ∆∆ parameter listed in the table is the normalized

deterministic delay so that ∆ab = (1
2
(1− x)d0 +∆∆)T .
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From the Fourier transformed sampling pulse (6.62) and those parameters, Wm(f)
defined as the m’th row in (6.38) becomes

Wm(f) = E
{
U(f ; δm) e

−jω∆mT
}
ejω(m−1)T

=
sm
jω

(
1− e−jωαδ,mT

) J∑
j=1

pj
(
1 + e−jω(xjd0,m+d∆,m)T

)
e−jω(

1
2
x′

jd0,m+∆∆,m)T e−jω(m−1)T

(6.65)

where x′
j � 1− xj has been inserted to compact the equation.

6.7 The random center displacement scheme

The method of random displacement of the common pulse center has never been sub-
jected to spectral analysis before and hence, the objective of this section is to present
the derivations required to calculate the resulting spectra. Again, the starting point is
the theory summarized in section 6.4.3 and also the idea of generalizing the sampling
pulse is used once more to get analytic expressions for the line-to-line voltage.

6.7.1 Preliminaries

Let the perturbation of the center from the 1
2
T point be denoted by ∆t as indicated in

Fig. 6.16. As the pulses must not extend across the boundaries of the carrier period, it
is required that |∆t| ≤ 1

2
(1− dmax)T, where dmax = max{da, db, dc} is the largest of the

three reference duty ratios. Fig. 6.16 shows examples for dmax = da and dmax �= da. At
this point, it should be recalled that the RCD scheme does not alter the duty ratios da,
db, and dc commanded by some modulator; only the exact placement of the on-state
pulses is modified compared to the usual symmetry around 1

2
T .

Now, to randomize the displacement by the available random number x in the [0; 1]
range, ∆t is set as

∆t = 1
2
(1− dmax)(2x− 1)T. (6.66)

Here, x = 0.5 corresponds to the usual center-alignment within T ; x = 0 maps into
placing the leading edge of the switching function with the largest duty ratio right at
the beginning of the carrier period. The two pulses on the two remaining legs are offset
by the same amount with respect to 1

2
T thereby keeping all pulses mutually center

aligned as in classic modulators.
To complete the analysis, probabilities must be assigned to x and as for the RZV

scheme, a discrete type of distribution is used. Hence,

p(x) =
J∑

j=1

pj δ(x− xj), (6.67)

where, as before, pj denotes the probability by which x = xj is selected.
The spectral theory requires knowledge of the delay ∆a with respect to t = 0, i.e.

the displacement from t = 1
2
T defined by (6.66) must be mapped into an equivalent
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Figure 6.16 Definitions for random center displacement PWM. (a) Illustration of time-
domain waveforms for the switching functions and (b) auxiliary parameters and their values
expressed by the known duty ratios.

delay measured from t = 0. From Fig. 6.16 it may be perceived that ∆a becomes

∆a = 1
2
(1− da)T +∆t = 1

2
(1− da)T + 1

2
(1− dmax)(2x− 1)T

=
(
1
2
(dmax − da) + (1− dmax)x

)
T.

(6.68)

Similar expressions for the delays on the other legs follow immediately by replacing
index a with b or c.

6.7.2 Spectrum for the switching functions

To proceed, the contributions to ∆a are rewritten in terms of two auxiliary parameters
defined by αd � 1

2
(dmax − da) and αr = 1− dmax, respectively. Then (6.68) may be put

into the following form:
∆a = (αd + αrx)T, (6.69)

which clearly separates the deterministic and the random parts of the total delay from
each other.

The width of the sampling pulse is not affected by the randomization and therefore,
the Fourier transformation of the sampling pulse is simply

U(f ; δm) =
1

jω

(
1− e−jωda,mT

)
. (6.70)



6.7. The random center displacement scheme 203

The V (f) vector

The magnitude squared of U(f ; δm) is equal to Vm(f), i.e.

Vm(f) = |U(f ; δm)|2 = sin2 (πfda,mT )

(πf)2
. (6.71)

The W (f) vector

Equation (6.69) shows that the delay depends on x, but the Fourier transformation of
the sampling pulse does not. Hence, Wm(f) simplifies to averaging across the possible
values of ∆a defined by the corresponding xj elements in (6.67). In total this yields

Wm(f) = E
{
U(f ; δm) e

−jω∆a,mT
}
ejω(m−1)T

=
1

jω

(
1− e−jωda,mT

) J∑
j=1

pj e
−jω(αd,m+αr,mxj)T e−jω(m−1)T .

(6.72)

6.7.3 Spectrum for the line-to-line voltage

The analysis of the line-to-line voltage is straightforwardly derived. The generalized
sampling pulse consists of two pulses like for e.g. the RZV technique. Fig. 6.16 illus-
trates the waveforms together with the needed parameters (α∆ and αδ). Using these
parameters, the sampling pulse becomes

u(t) � u1(t) + u1(t− α∆T ), (6.73)

where

u1(t) =

{
s, 0 ≤ t ≤ αδT,

0, otherwise.
(6.74)

In the m’th PWM period, the Fourier transformation is

U(f ; δm) =
sm
jω

(
1− e−jωαδ,mT

)(
1 + e−jωα∆,mT

)
, (6.75)

where the parameters may be determined from the values of the reference duty ratios
by using the appropriate row in the table in Fig. 6.16(b).

The V (f) vector

The m′th element in V (f) can be found directly from (6.75) without any averaging,
i.e.

Vm(f) = E
{ |U(f ; δm)|2

}
=

(
4sm
ω

)2

sin2
(
πfαδ,mT

)
cos2

(
πfα∆,mT

)
, (6.76)

because all parameters in (6.75) are deterministic functions of the duty ratios.
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The W (f) vector

The resulting delay ∆ab measured from t = 0 depends on the value of ∆t and on
the magnitudes of the duty ratios da, db, and dc. For example, if dmax = da, then
∆ab =

1
2
(1− da)T +∆t, but if dc > db > da, then ∆ab =

1
2
(1− db)T +∆t. To unify the

notation for all possible combinations, an additional parameter dab,max = max{da, db}
is introduced and then ∆ab becomes

∆ab =
1
2
(1− dab,max)T +∆t = 1

2
(1− dab,max)T + 1

2
(1− dmax)(2x− 1)T

=
(
1
2
(dmax − dab,max) + (1− dmax)x

)
T

� (αd,ab + αr,abx)T.

(6.77)

The division of ∆ab into a deterministic and a random part is determined by αd,ab and
αr,ab as defined in (6.77).

From (6.38), (6.75), and (6.77) the final result for Wm(f) then follows:

Wm(f) = E
{
U(f ; δm) e

−jω∆mT
}
ejω(m−1)T

=
sm
jω

(
1− e−jωαδ,mT

)(
1 + e−jωα∆,mT

) J∑
j=1

pj e
−jω(αd,ab,m+αr,ab,mxj)T e−jω(m−1)T .

(6.78)

6.8 Verification of the spectral theory

The spectral analysis in the sections 6.4–6.7 of the RZV, RCD, and RLL techniques
must be compared to measurements before any decisive conclusions can be drawn
regarding the correctness of the developed spectral theory. Hence, the objective of this
section is to document by means of comparisons between analytically calculated and
experimentally measured spectra that a very good agreement exists between theory
and practice.

6.8.1 Experimental set-up

The set-up used in the experiments is identical to the system used in Chapter 5 also
for evaluation of the random carrier frequency PWM technique. For convenience, the
set-up consisting of a three-phase VSC supplying a two-pole 1.5 kW induction motor
is repeated shown in Fig. 6.17 on the facing page. Further information regarding the
set-up may be found on page 125 in Chapter 5 and in Appendix A.

Modulator and dynamic signal analyzer settings

The evaluation of the spectral theory uses the settings listed in Table 6.3(a) for the
deterministic part of the modulator. To limit the number of plots, only the space-vector
modulation method is used to generate reference duty ratios. As in Chapter 5, this is
done in an open-loop manner by a simple scalar V/Hz controller. Two values (5 Hz and
40 Hz) are used for the fundamental frequency f1 to evaluate the theory at different
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Figure 6.17 Set-up used to perform measurements of spectra for fixed carrier frequency
random PWM schemes for three-phase converters. See Appendix A for more information.

Type of modulator Fundamental frequency Carrier frequency

SVM (space-vector) Low: f1 = 5 Hz
High: f1 = 40 Hz

3 kHza

a Due to the resolution of the used PWM timers in the microcontroller (see Ap-
pendix A) generating the switching functions, actual values (accurate to two positions)
are 1/(834 ·400 ns) = 2997.60 Hz using RZV and RCD modulation and 1/(6667 ·50 ns) =
2999.85 Hz for RLL modulation. Although the deviations from 3 kHz appear negligible,
the accurate values must be used in the spectral analysis when a very precise prediction
of the harmonic part of the spectra is needed.

(a)

RZV and RCD RLL

Parameters in (6.54) and (6.67): Parameter in (6.41) and (6.49):

xj 0.1 0.3 0.5 0.7 0.9 r = 0.5, i.e. p(lag) = p(lead) = 0.5

pj 0.2 0.2 0.2 0.2 0.2

(b)

Resolution Sampling freq. Window type Record length

8 Hz 65.536 kHz Hanning 8192

(c)

Table 6.3 Used settings for examination of spectral analyses of FCF-RPWM schemes. (a)
Parameters controlling the deterministic part of the modulators, (b) assignment of probabil-
ities for the random part of the modulators, and (c) settings for the dynamic signal analyzer
used to acquire measured spectra.
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operating points. The modulator is updated with a constant frequency of 3 kHz, i.e. a
new set of duty ratios is impressed on the converter every 333.3 µs.

The randomization of the examined FCF-RPWM schemes is governed by the prob-
ability density functions (pdf) whose values are listed in Table 6.3(b). Five different
values for xj, which each has a probability of 0.2, are used for the discrete pdf in-
corporated in the RZV and the RCD modulators. For the RLL technique, identical
probabilities are assigned to lead and lag. Note that the chosen pdf’s are by no means
unique; the theory and the experiments could have been made using any other valid
density functions for the random variables.

Settings for the dynamic signal analyzer (DSA)

Since the spectra produced by FCF-RPWM techniques have both density (volt2/Hz) as
well as harmonic (volt2) components, is it important to know the settings of the DSA
in order to include the effects of windowing etc. into the calculations. The problem
of comparing such mixed spectra to estimated spectra was discussed in details in sec-
tion 3.3 starting on page 50; to use the procedure outlined on page 58ff, the information
given in Table 6.3(c) for the DSA is needed.

Notation

Spectra are calculated and measured for both the switching function qa and for the
difference qab � qa − qb = uab/Udc, which apart from the Udc scaling factor corresponds
to the line-to-line voltage uab between two output terminals in the VSC. The following
notation is used for the different spectra:

Sa(f),
Sab(f)

The theoretically expected spectrum for the switching function qa and for the
difference qab � qa − qb, respectively. Sa(f) has both density and harmonic
components. The same holds for Sab(f).

S̃a(f),
S̃ab(f)

The equivalent density spectra obtained by emulating the characteristics of the
DSA, i.e. the power carried by the harmonic part of the underlying spectrum
is incorporated into the density spectrum.

Ŝp
a(f) The measured density spectrum for the voltage between output terminal a and

the negative dc-link rail of the converter. This input to the DSA corresponds
to the switching function qa after the amplification by Udc.

Ŝp
ab(f) The measured density spectrum for the line-to-line voltage at the output ter-

minals of the converter. Ŝp
ab(f) is comparable to the spectrum S̃p

ab(f) for qab.

All results are given in (dB) where 0 dB ∼ 1 volt2/Hz for the density parts of the
spectra and 0 dB ∼ 1 volt2 for the harmonics in Sa(f) and Sab(f).

6.8.2 Comparison of calculated and measured spectra

The 0–25 kHz frequency range

The obtained spectra in the 0–25 kHz frequency range are shown in Figs. 6.18–6.23
on pages 208–213. In each of those figures the theoretically expected spectra Sa(f)
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and Sab(f) are shown in the top row. The middle row contains the equivalent density
spectra S̃a(f) and S̃ab(f), which may be compared to the measured spectra Ŝa(f) and
Ŝab(f) in the bottom row.

It is apparent that all three FCF-RPWM schemes generate substantial harmonics,
especially at f1 = 40 Hz, see Figs. 6.19(a, b), 6.21(a, b), and 6.23(a, b). The frequencies,
at which the harmonics peak up, are given by Lfs ± nf1, where L and n are integers,
fs = 3 kHz, and f1 is the fundamental frequency. Note also that the side lobes become
wider as L increases. In total, the harmonic spectra have many similarities to the
spectra produced by deterministic pulse-width modulators.

The shape of the analytically calculated density spectra heavily depends on the
FCF-RPWM method and on the value for f1. As a general trend, it may be stated
that the total power carried by the non-harmonic portion of Sa(f) and Sab(f) becomes
smaller when the fundamental frequency increases. This is expected since the ran-
domization is much more efficient at low values for the modulation index (which is
proportional to f1 in all tests). This incapability of completely suppressing harmonics
is a major disadvantage of FCF-RPWM compared to the random carrier frequency
PWM studied in Chapter 5.

It should be noted that the pdf’s governing the randomization in the FCF-RPWM
schemes have impact on the amplitude of the harmonics around multiples of the carrier
frequency. Hence, a very interesting topic for future research is to exploit the poten-
tials of reducing harmonics by more intelligent selections of probabilities. Due to the
mathematical complexity of this spectral shaping problem, numerical optimization is
almost obligatory. Fortunately, as discussed in some details in section 5.2 starting on
page 108, the discrete type of pdf used in all spectral analyses in this chapter is well
suited together with numerical optimization routines.

Returning to the calculated spectra Sa(f) and Sab(f), they cannot be compared
directly to the measured spectra for qa and qab. The proper procedure is to compare
the modified spectra S̃a(f) and S̃ab(f) to the estimated spectra, Ŝa(f) and Ŝab(f).
Two by two comparisons of the plots shown in Figs. 6.18–6.23 reveal that a very good
agreement exists in all cases between predicted spectra and spectra measured on an
operating converter.

In total, it may be stated that the developed spectral theory accurately predicts
both the density part and the harmonic components over the whole frequency range for
all investigated FCF-RPWM methods and operating points. Note that such a decisive
conclusion can only be drawn, because the characteristics of the DSA are included; it
makes sense to compare e.g. S̃a(f) to Ŝa(f), but it is impossible to compare the true
spectrum denoted by Sa(f) to Ŝa(f).

Details around 3 kHz

To further demonstrate the excellent agreement between results obtained by the de-
veloped spectra theories and the measurements, additional plots have been included in
Figs. 6.24–6.26 on pages 214–216. These figures show details of the side lobe around
3 kHz.

The two plots in the top row of Figs. 6.24–6.26 (sub-figures (a) and (b)) are based
on the same data as used in Figs. 6.19, 6.21, and 6.23, i.e. the former plots are just
zoomed versions of the latter. The difference between the calculated and the measured
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Figure 6.18 Spectra for random zero-vector (RZV) modulation using the settings for 5 Hz
operation in Table 6.3 (page 205). Spectra for both the switching function (left column) and
the line-to-line voltage (right column) are shown. (a, b) Calculated density and harmonic
spectrum, (c, d) calculated density spectrum including power due to harmonics, and (e, f)
measured density spectrum.
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Figure 6.19 Spectra for random zero-vector (RZV) modulation using the settings for 40 Hz
operation in Table 6.3 (page 205). Spectra for both the switching function (left column) and
the line-to-line voltage (right column) are shown. (a, b) Calculated density and harmonic
spectrum, (c, d) calculated density spectrum including power due to harmonics, and (e, f)
measured density spectrum.
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Figure 6.20 Spectra for random center displacement (RCD) modulation using the settings
for 5 Hz operation in Table 6.3 (page 205). Spectra for both the switching function (left
column) and the line-to-line voltage (right column) are shown. (a, b) Calculated density and
harmonic spectrum, (c, d) calculated density spectrum including power due to harmonics,
and (e, f) measured density spectrum.
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Figure 6.21 Spectra for random center displacement (RCD) modulation using the settings
for 40 Hz operation in Table 6.3 (page 205). Spectra for both the switching function (left
column) and the line-to-line voltage (right column) are shown. (a, b) Calculated density and
harmonic spectrum, (c, d) calculated density spectrum including power due to harmonics,
and (e, f) measured density spectrum.
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Figure 6.22 Spectra for random lead-lag (RLL) modulation using the settings for 5 Hz
operation in Table 6.3 (page 205). Spectra for both the switching function (left column) and
the line-to-line voltage (right column) are shown. (a, b) Calculated density and harmonic
spectrum, (c, d) calculated density spectrum including power due to harmonics, and (e, f)
measured density spectrum.
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Figure 6.23 Spectra for random lead-lag (RLL) modulation using the settings for 40 Hz
operation in Table 6.3 (page 205). Spectra for both the switching function (left column) and
the line-to-line voltage (right column) are shown. (a, b) Calculated density and harmonic
spectrum, (c, d) calculated density spectrum including power due to harmonics, and (e, f)
measured density spectrum.
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Figure 6.24 Detailed spectra around 3 kHz for random zero-vector (RZV) modulation using
the settings for 40 Hz operation in Table 6.3 (page 205). Spectra for both the switching
function (left column) and the line-to-line voltage (right column) are shown. (a, b) Calculated
and measured spectra using 8 Hz resolution, (c, d) calculated spectra using 0.25 Hz resolution,
and (e, f) measured spectra using 0.25 Hz resolution.
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Figure 6.25 Detailed spectra around 3 kHz for random center displacement (RCD) modu-
lation using the settings for 40 Hz operation in Table 6.3 (page 205). Spectra for both the
switching function (left column) and the line-to-line voltage (right column) are shown. (a,
b) Calculated and measured spectra using 8 Hz resolution, (c, d) calculated spectra using
0.25 Hz resolution, and (e, f) measured spectra using 0.25 Hz resolution.
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Figure 6.26 Detailed spectra around 3 kHz for random lead-lag (RLL) modulation using the
settings for 40 Hz operation in Table 6.3 (page 205). Spectra for both the switching function
(left column) and the line-to-line voltage (right column) are shown. (a, b) Calculated and
measured spectra using 8 Hz resolution, (c, d) calculated spectra using 0.25 Hz resolution,
and (e, f) measured spectra using 0.25 Hz resolution.
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spectra is hardly discernible in Figs. 6.24–6.26(a, b). The spectral analysis appears
very accurate even at this smaller frequency scale.

At this point, it should be recalled from Chapter 3 that measurable spectra like
Ŝa(f) differ from the true spectrum Sa(f), especially in the vicinity of harmonics when
an insufficient noise bandwidth fnbw for the DSA is used. As listed in Table 6.3(c),
the DSA is set to use a Hanning window and it has a frequency resolution of 8 Hz.
This implies that the noise bandwidth equals fnbw = 1.5 · 8 Hz = 12 Hz (see page 55
also), which is only about 3.3 times smaller than the frequency separation between two
adjacent harmonics spaced 40 Hz apart from each other. Hence, the curves shown in
e.g. Fig. 6.24(a, b) for the power spectral density should not be trusted uncondition-
ally because of the significant spectral leakage. Despite the inaccuracy the plots can,
nevertheless, still be used to benchmark the spectral theory, because the errors that
the DSA makes are included in the calculations of S̃a(f) and S̃ab(f).

To illustrate the impact of changing the DSA settings on the estimated spectra Ŝa(f)
and Ŝab(f), a few additional measurements were made using a 0.25 Hz resolution. Now,
fnbw = 0.375 Hz, which gives a f1/fnbw ratio larger than 100. The results in Figs. 6.24–
6.26(e, f) may be compared to the spectra for S̃a(f) and S̃ab(f) recalculated by using
the modified settings of the DSA, see Figs. 6.24–6.26(c, d).

By comparing, for example, Fig. 6.24(a) to Fig. 6.24(c, e) several observations
may be made: the noise floor remains at -58 dB, the peaks (of density) caused by
the harmonics becomes much more narrow and their magnitude becomes smaller, and
harmonic components not visible in Fig. 6.24(a) suddenly show up in Fig. 6.24(c, e).
All this happens without changing any parameters in the RZV modulator used in this
particular case; the observed differences are all caused by the much smaller value for
fnbw.

Again, it should be noted that the developed spectral analyses for all three inves-
tigated FCF-RPWM schemes perfectly match the measurements, irrespective of the
modified DSA settings.

6.9 Summary

Random PWMmethods operating with a fixed carrier frequency have been investigated
in this chapter. These methods — abbreviated as FCF-RPWM— are applicable for
voltage control of two-level hard-switched converters, which are commonly used in
three-phase systems, such as ac motor drives, active mains rectifiers, etc.

In the first part of this chapter, a review of FCF-RPWM methods found in the
literature was presented. Those methods include the random lead-lag (RLL), random
zero-vector distribution (RZV), and a method denoted as random sequence selection
(RSS). Next, the degrees of freedom in FCF-RPWM were identified and two novel
FCF-RPWM schemes, that meet the defined constraints, were suggested.

To aid the evaluation of the practical applicability of FCF-RPWM schemes, a num-
ber of requirements were formulated and discussed. One of the requirements relates to
the controllability of the fundamental component of the current. Stated otherwise, it
seems natural to require that the change of the average current in a PWM period is
independent of the ripple voltage caused by the pulse-width modulation, i.e. it is highly
desirable that FCF-RPWM schemes are designed such that the fundamental current is
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unaffected by the randomization on the microscopic time scale. For control purposes,
another key constraint relates to the detection of the average phase current in each car-
rier period. Hence, a good FCF-RPWM should also be compatible with the commonly
used method of detecting the average phase currents by sampling simultaneously all
phase currents in the center of the carrier period.

To investigate whether the different FCF-RPWM schemes comply with those con-
straints or not, a theoretical analysis of current waveforms was given in the next part of
this chapter. After having performed such an analysis for two of the existing schemes
(RLL and RZV) and for the new RCD (random center displacement) method, several
interesting conclusions were drawn, which cannot — to the knowledge of the author —
be found elsewhere in the literature. The new contributions in this area include:

• The change of the average load current is not unconditionally independent of
the modulation (more precisely, the ripple voltage), even if a proper volt-second
balance is maintained.

• The coupling between the ripple voltage and the average load current was mathe-
matically formulated and based on this analysis, precise requirements were stated
that for pulse-width modulators so that the average load current is de-coupled
from the ripple voltage caused by imperfect voltage synthesis.

• It was shown that pulse-width modulators generating switching functions that
are symmetrical around the midpoint of the carrier period automatically fulfill
the derived requirements.

• The RLL modulator does not comply with the formulated rules. Severe distortion
of the fundamental current results when RLL modulation is used to control a
converter due to the poor utilization of zero vectors and the highly asymmetrical
switching functions.

• The RCD scheme does also introduce coupling between the modulator and the
average load current, but to a lower degree than RLL modulation.

• Two variants of the RZV modulator exist. One variant gives the desirable sym-
metrical switching patterns, but the variant giving asymmetrical switching pat-
terns exhibits the same problems as do RCD and RLL.

• As a consequence, even open-loop voltage control requires special attention in
FCF-RPWM to ensure that the quality of the fundamental current is acceptable;
the fundamental current is distorted by the switching process, if the modulator
generates asymmetrical switching patterns.

• The analysis of the impact of the modulator on the load current is not tailored
towards FCF-RPWM modulation only; exactly the same problems exist in fully
deterministic modulators, if asymmetrical switching functions are generated. In
fact, the problems may be more pronounced in deterministic PWM compared to
random PWM, because here the accumulation of local errors is not neutralized
to the same extent as in random PWM.
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Afterwards, it was investigated whether or not it is possible to measure the true average
phase current in FCF-RPWM controlled converters by sampling the phase current in
the middle of the carrier period. Several new results have been achieved, including:

• It was shown that only the variant of RZV that yields symmetrical switching
patterns complies with the standard sampling approach, i.e. it is impossible
to detect the average current by this sampling method when RLL, RCD, or
the second variant of RZV is used. This is a serious drawback in closed-loop
applications that rely on accurate current feedback.

• To remedy this problem, a novel current detection method was presented, which is
only slightly more complicated than the normal sampling principle. This method
requires two samples of the phase current in each PWM period; the true average
current can then be determined by evaluating a simple expression. The parame-
ters in this expression are completely independent of any load parameters. This
current detection method can be used for both the RZV and the RCD schemes.

In the last part of this chapter focus was put on spectral analysis of three FCF-RPWM
schemes. First, a general formula for the spectrum produced by a FCF-RPWM modu-
lator was derived based on the unified spectral analysis in Chapter 3. This formula
shows that FCF-RPWM techniques cause a mixed spectra, i.e. both harmonics and
distributed power (density) exist. The derived formula may be regarded as a general-
ization of the work in [4], but those generalizations are, nevertheless, required in order
to perform spectral analysis of the RZV technique.

Next, the RLL, RZV, and RCD schemes were subjected to spectral analysis. For
each scheme, theoretical expressions were derived for the spectrum of the switching
function controlling one leg of a converter and also, expressions were derived for the
spectrum of the line-to-line voltage. All these results are believed to be completely
novel, except for the analysis of the RLL technique for which similar analyses may be
found in [3, 4].

To verify the spectral theory, laboratory experiments were performed in order to
gather comparative experimental data. Comparisons of calculated spectra to the spec-
tra estimated in the laboratory on a functioning system showed that an excellent
agreement exists for all examined modulators and operating conditions. Hence, it
may safely be concluded that a very accurate spectral analysis has been established for
FCF-RPWM techniques.
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Chapter 7

Aspects of random PWM in closed-loop
applications

7.1 Introduction

To encircle the needs for the results presented in this chapter it may initially be recalled
that in almost all high-performance applications of switching converters one or more
feed-back loops are synchronized to the pulse-width modulator itself. A key example
is the current-control loop used in many different power electronic topologies ranging
from single-switch converters (e.g. flyback dc/dc converters) and upwards. Focusing
on the three-phase voltage-source converter (VSC), [1] lists a number of important
applications, including ac motor control, rectifiers, uninterruptible power supplies, and
active filters. To ensure a fast regulation of the ac currents in this kind of applications,
fast-responding modulation techniques must be employed in order to track the voltage
commanded by the current controller.

On this background, it is interesting to investigate if the random PWM methods
advocated in this thesis are consistent with the requirement of closed-loop operation
due to the superior performance obtainable in this mode. Without anticipating the
conclusions drawn in the next chapter, it may already here be stated that it is indeed
possible to unify random PWM and feed-back control implemented in a digital control
system. Before this conclusion can be reached, an analysis of the problems pertinent
to using random PWM in conjunction with discrete-time feed-back control loops is
required. Therefore, the objective of this chapter is two-fold: to identify the problems
and to present a method to overcome the problems of using random PWM techniques
together with established feed-back control techniques in power electronic converters.

It should be observed that the ideas and techniques developed in this chapter are
by no means limited to the particular applications listed above, let alone to random
PWM only: in particular, this chapter contains a general treatment of the problems
relating to non-uniform sampling rates in digital control systems, although the analysis
is clearly motivated by random PWM applications. Chapter 8 starting on page 247
presents an example of how the results derived in the current chapter may be used to
build a complete field-oriented drive based on a random carrier frequency pulse-width
modulator.
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Chapter outline

A discussion of the challenges of unifying a random PWM with discrete-time systems
is given in section 7.2. In the following sections, closer investigations of the identified
problems relating to design of digital controllers are presented and a viable design route
is given. A summary and an outline of the key results conclude this chapter.

7.2 Preliminaries

The starting point for the discussion of random PWM in closed-loop applications is a
brief review of previous publications dealing with the topic. Partly based on this review,
a set of requirements is then formulated, which should be addressed before a successful
unification of random PWM and discrete-time controllers1 can be proclaimed.

Next, the correlation between sampling and PWM carrier frequencies is reviewed
since it turns out that the major difficulty of using random PWM in feed-back systems
closely relates to the constraints imposed on feasible selections of sampling rates. This
information is then used to highlight the merits and demerits of different random PWM
techniques in closed-loop applications.

7.2.1 Related previous work

The most important contribution in this area is due to Jacobina et al. who in 1997
described a current-regulated induction motor drive based on a VSC operating with
a random carrier frequency [2]. Here, the updating of a linear PI current controller
is synchronized to the random carrier periods which implies that the sampling rate of
the controller is non-uniform. The coefficients of the governing difference equation are
recalculated in every sampling period in order to approximate the response of the digital
implementation to the response of the underlying analogue PI-controller, independently
of the instantaneous sampling rate. In short, the analysis and the experiments in
[2], which appears in [3] also, demonstrate that random carrier frequency PWM is
compatible with standard principles for feed-back control — at least for simple first-
order compensators, such as PI controllers.

In [4–6], Lin and Lu report three identical implementations of a rotor field-oriented
induction motor drive using random lead-lag (RLL) pulse position modulation. The
authors claim that it is possible to reduce the acoustic noise while still maintaining
good control of the drive. However, practical applications of this approach are difficult
to forecast due to serious defects totally ignored in [4–6]: RLL generates asymmetrical
switching functions and, as shown in Chapter 6, these deteriorate the current quality
(substantial ripple current besides adding distortion to the fundamental current) and
furthermore, it is impossible to sample the correct value of the per carrier period
average. Secondly, RLL is very poor-performing regarding reduction of annoyance due
to acoustic noise [7, 8].

1The term “controller” is used in this chapter as a common label for conceptually different func-
tional units such as actual controllers, but also for filters, estimators, and observers, i.e. elements
having the property in common that they can be regarded as transfer functions.
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Pulse-width modulation using a random carrier frequency is used by Lin in [9]. The
modulator is implemented in analogue hardware and the controllers operate in DSP
software, presumably with a fixed sampling rate. No comments are given about the
timing problems related to the interface between those two subsystems; nor is compar-
isons with fixed-frequency PWM provided in [9]. A very similar approach to randomize
a field-oriented drive is used in [10], which includes many informative measurements of
noise, current, and voltage spectra. Unfortunately, [10] does not report details about
the inner control loops, such as the dynamic performance of the current controller.

Sensor-less vector-control of an induction motor is reported by Lai in [11–13] where
a random PWM method operating with a constant updating rate is used. Instead, the
sequence in which the switching states are applied within a carrier period is subjected to
randomization; in Chapter 6, this technique was designated by the acronym RSS. The
converter is forced to jump between non-adjacent states, which increases the switching
losses considerably, but Lai does not comment on this problem. As pointed out in
Chapter 6, the impact of RSS on acoustic noise is not documented by Lai despite seven
papers on this particular random PWM technique (see Appendix B).

7.2.2 Key issues for closed-loop applications of random PWM

Based on results of Part II, the investigations by the author reported in [7, 8], and
on the papers reviewed in the previous subsection, the following key issues for the
successful use of random PWM in closed-loop applications2 with strict performance
requirements may be identified:

Overall system performance
This includes speed and torque dynamics, current quality, and switching losses
besides the main reason of introducing random PWM in the first place: the
acoustic noise problem should be alleviated under all operating conditions.

Acquisitions of feed-back signals
In particular, error-free acquisitions of the currents fed back to the controller are
crucial for a satisfactory closed-loop operation. No compensator can attenuate
the impact of erroneous feed-back signals without giving excessive delays.

Design and implementation of controllers
Discrete-time systems operating with a fixed sampling rate is well understood
and widely used, but for random PWM applications, attention should be paid
to that the carrier frequency may be non-constant. This affects both design and
implementation of digital controllers synchronized to the PWM unit.

The first issue listed above should be self-explanatory: the randomized drive should
have better subjective acoustic noise properties than a standard drive and, meanwhile,
all tangible characteristics, such as torque response, speed regulation, switching losses
and current quality, should remain unaffected by the randomization to the largest
extent possible.

2Without any significant loss of generality, this presentation focuses on three-phase VSC-fed motor
drive systems that include (current) controllers implemented in sampled-data systems, such as a DSP
or a microcontroller.
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Based on results of Chapter 6 again, the second requirement generally restricts
the pool of candidate random PWM methods for closed-loop applications to those
techniques that preserve symmetry of the generated switching patterns around the
midpoint of the carrier period (at least if the detection of per-carrier period average
currents is based on sampling the instantaneous current in the middle of the carrier).

The remaining part of this chapter focuses on problems related to the third topic
listed above, but to facilitate the discussion it may simply be noted that the use of
random carrier frequency PWM requires careful attention, if performance deterioration
should be avoided. This problem was acknowledged and investigated in [2, 3] but
overlooked in both [9] and [10]. It turns out that the work of [2, 3] fits nicely into the
more general framework developed in sections 7.3 and 7.4.

7.2.3 Sampling rate considerations

The obtainable closed-loop bandwidth of a digital control system depends on the sam-
pling frequency fs. Also in high-performance applications that rely on PWM, the sam-
pling instants of the inner-most controllers are synchronized to the PWM unit for
reasons related to both performance and acquisition of currents.

Typically, the sampling rate for the current controller is equal to the carrier fre-
quency fc for the converter. Here, the current controller outputs a new reference voltage
vector for the modulator once per PWM carrier period. Using double-sided PWM, it
is also possible to update the modulator twice per carrier period (fs/fc = 2) without
changing the number of commutations, i.e. without additional losses. The price paid
is a twofold reduction of the time available for evaluating the controller algorithms
compared to the fs/fc = 1 case. Advantage of this approach to double the maximal
obtainable bandwidth can be taken if the maximum commutation frequency is low
(which implies that the time available for computations is high), or if a particular
application has very high performance specifications (and a fast computational unit)
which cannot be met with symmetrical PWM. In either case, a synchronization of the
controller to the PWM carrier implies that the control system must be able to operate
with a non-uniform sampling rate when random carrier frequency (RCF) PWM is used.

7.2.4 Final remarks

At this point it may be argued that the use of fixed carrier frequency random PWM
(FCF-RPWM) techniques like those discussed in Chapter 6 would eliminate the need for
using non-uniform sampling rates. Unfortunately, all known FCF-RPWM techniques
are less efficient with respect to acoustic noise reduction than the RCF technique in the
high modulation index range. This has been demonstrated experimentally in [7, 8] by
measurements of noise spectra. (In retrospect, the same conclusion can be drawn from
the observed voltage spectral in Chapters 5 and Chapter 6 for RCF and FCF-RPWM,
respectively.) Furthermore, as summarized in section 6.3.7 starting on page 185, the
use of FCF-RPWM techniques may induce problems with respect to current distortion
and sampling of currents needed for feed-back control, but, on the other hand, the
RCF technique using center-aligned on-state pulses does not distort the fundamental
current, and compliance with current sampling techniques is guaranteed as well.
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In summary, a well-performing closed-loop application of random PWM must be
able to operate with randomly changing sampling rates, simply because the RCF-PWM
technique is the best way to reduce acoustic noise from, say, electric motor drives.

7.3 Feasibility of design procedures for digital

control systems

The normally used procedures for design of digital control systems are reviewed below
and their compatibility with the special requirements imposed by random PWM oper-
ation is discussed. It turns out that the methods based on translation of a continuous-
time transfer functions into an equivalent discrete-time representation are the only
feasible design procedures. Details of such procedures are discussed below as well.

7.3.1 Review of approaches to digital design

For the design of digital control systems, different routes may lead from the given
system model and performance specifications to the final computer algorithm. Based
on classic textbooks [14–16], the methods may be divided into two top-level categories:

Indirect digital design
The procedure is initially to ignore the fact that the controller must be imple-
mented in a sampled-data system, i.e. the design is performed in the continuous-
time domain (or, equivalently, in the Laplace domain). When a controller has
been designed (i.e. its transfer function has been determined), the controller is
translated into an equivalent discrete-time controller using one of the methods
listed in the next subsection.

Direct design in discrete-time
Initially, the system model and the performance specifications are transformed
to the discrete-time z-domain. Then, using standard rules for design of digital
controllers, a discrete transfer function is found from which the sought difference
equation may be obtained immediately.

Now, the cardinal point is to recall that according to section 7.2.3, the controller must
be capable of operating with a non-uniform sampling rate. This implies that the direct
design procedure based on the Z-transformation is unsuitable for the application at
hand: One of the fundamental assumptions, on which the whole framework of the Z-
transformation is based, is that the sampling interval is constant; it is required that
the sampling instants are equally spaced in time3.

Keeping this fact in mind, the direct design method is incompatible with the prob-
lem at hand, because it cannot be assumed that the sampling rate is constant.

3Theoretically speaking, it is not entirely true that the Z-transformation is applicable to strictly
uniformly spaced sequences only. It has been demonstrated in [17] that by using a method known
as switch-decomposition, it is possible to analyze non-uniformly sampled filters, provided that the
sampling intervals are so-called periodic non-uniform. This means that the sampling process must
repeat itself after TΣ seconds such that TΣ =

∑
Tk, where {Tk} is a known, finite sequence of sampling

intervals. Unfortunately, this approach requires a deterministic knowledge of the distribution of the
sampling instants, which is not the case here.
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7.3.2 Digital design by emulation of continuous-time transfer
functions

The potentials of the indirect design procedure are discussed in greater details below.
Before continuing the discussion, the problem to be solved may be formulated in more
precise terms:

Given a continuous transfer function H(s), which represents the input-
output behavior of a controller, an algorithm for an equivalent discrete-time
representation of H(s) that can operate at a non-uniform sampling rate is
to be developed. It should be possible to implement the algorithm in a DSP
without excessive computational overhead.

Initially, this resembles a standard discipline treated in virtually every textbook on
digital control (see e.g. [14–16]): digital design by emulation of a continuous-time
system given its transfer function H(s). The following conceptually different approaches
exist for the translation of the design:

Numerical integration
The idea is that a transfer function is basically the same as a differential equation,
i.e. established methods for numerical integration of a set of coupled differential
equations may be adopted to the controller problem. Although an overwhelm-
ing number of integration methods exist, only a few of them are applicable for
discrete-time systems. These classic methods include the forward and backward
Euler methods, and the Tustin (bilinear or trapezoidal) integration rules.

Zero-pole mapping
Since the poles of a transfer function H(s) are related to the poles of the discrete
transfer function H(z) by the mapping z = esT , the idea is to use this relation to
find the zeros of H(z) given the zeros of H(s). Although this method appears to
be simple, the successful use of this approach should adhere to a set of so-called
“heuristic rules” [16] instead of simply using the mapping z = esT uncritically for
each pole and zero in H(s).

Hold equivalents (analytical integration)
The techniques classified as hold equivalents reply on Z-transformation of the
transfer function augmented in some way depending on the applied method (typ-
ically, zero- or first-order holds are used). For the same sampling rate, these
methods usually give better approximations to the continuous-time transfer func-
tion than the two approaches discussed above, provided that the selected hold
equivalent fits the input signal. In a sense, hold equivalents may also be regarded
as an analytical integration method, see further in subsection 7.3.3.

As stated earlier, the use of the Z-transformation is infeasible but in order to highlight
the problems further, it should be remembered that a discrete-time transfer function
in the z-domain may be interpreted as a difference equation in which the next value
of the output is calculated as a weighted sum of past input and output samples. Now,
the following comments apply: It may be argued that is it possible to re-calculate the
coefficients in the difference equation depending on the instantaneous sampling rate,
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Figure 7.1 Non-uniform sampling of a continuous signal. The discretization prerequisites
samples spaced Tk−1 seconds apart (indicated by dashed lines), but the points marked by
the non-solid circles (◦) are not available. These values must be determined by interpolation
from the known points (•).

and thereby solve the non-uniform sampling rate problem. However, there is (at least)
one major problem with this approach, which may be illustrated by means of Fig. 7.1.
This figure shows an irregularly sampled waveform e(t), which may represent the input
to a controller or a filter. At time t = tk information about the history of e(t) is available
only at the sampling instants t = {· · · , tk−2, tk−1, tk}. Now it may be seen that even
though the coefficients of the delay terms in the underlying difference equation are
recalculated in accordance with the instantaneous sampling interval Tk−1 � tk − tk−1,
the values of the delay terms are faulty; the theory requires that all past samples are
spaced Tk−1 seconds apart, but this requirement is only fulfilled for the most recent
sample taken at tk−1 due to the non-uniform sampling rate. Apart from the use of
time-consuming interpolation schemes, which limit the applicability of this approach
for real-time systems, this problem does not seem to have any viable solutions.

At this point it may noted that non-uniform sampling does not fit very well into the
usual framework of digital control. However, the concept of non-uniform sampling is
by no means an “undiscovered” discipline in engineering4, although literature dealing
with non-uniform sampling rates in control systems is difficult to find.

7.3.3 Analytic integration of state space equations

Having shown that all methods involving the Z-transformation are incompatible with
the non-uniform sampling rate requirement, the methods based on integration are
investigated further. To facilitate the discussion, state-space descriptions are used
below instead of transfer functions; the duality between these two different descriptions

4In other applications of discrete-time signal processing it is difficult or even impossible to obtain
regular-spaced samples of the signals, which leaves no choice but to use the data obtained by this
non-uniform sampling. This happens in e.g. astronomy and biological systems where non-controllable
phenomena like the weather or diseases, respectively, have significant impact on when “good” samples
can be obtained [18, 19].

Heavily based on [20], which gives a combined tutorial and review of more than 400 publications, it
is concluded that the use of non-uniform sampling in these applications is tailored towards non-casual
system analysis, i.e. it is required that all observations are available for data processing. Typical
examples of this kind of analysis are (a) power spectral analysis of irregularly sampled signals, (b)
reconstructions of time-domain signals from its non-uniform samples, and (c) optimal filtering.



232 Chapter 7. Aspects of random PWM in closed-loop applications

of a dynamic system is given in the next section — here, it is sufficient to assume that
the system to be discretized is available in state-space form.

Apart from the papers [2, 3] coming from the power electronic community, only
one reference [18] has been found that deals theoretically with non-uniformly sampled
systems in a way that is (partly) compatible with the problem at hand.

The approach of [18] is based on a state-space description of a dynamic system, i.e.
it is assumed that the filter or the controller to be discretized is available in the general
form

px = Ax+Be

u = Cx+De,
(7.1)

where e, u, and x are vectors representing the controller input, output, and internal
states, respectively. The dimensions of the matrices A, B, C, and D depend on the
system order. It is assumed that the system is linear and time-invariant, i.e. these four
matrices are constants.

Given an initial state x(t0) at time t0, the state value x(t) at an arbitrary time
t > t0 may be calculated by integration of (7.1) using the analytic method described
in [16] and other books as well:

x(t) = eA(t−t0)x(t0) +

∫ t

t0

eA(t−τ)Be(τ) dτ, (7.2)

where τ is a dummy integration variable. It should also be noted that the argument
to the exponential function e(·) is a matrix5.

This result makes it possible to find an equivalent discrete-time state space form
using a uniform sampling rate [16], but it is also possible to use (7.2) to find solutions for
the non-uniform sampling case. Hence, it is assumed that samples of e(t) are available
only at the time instants t = {t1, · · · , tk−1, tk, tk+1, · · · }, which may be irregularly
spaced. Furthermore, if the state at time t = tk is called x(tk), then the state x(tk+1)
at time t = tk+1 becomes

x(tk+1) = eA(tk+1−tk)x(tk) +

∫ tk+1

tk

eA(tk+1−τ)Be(τ) dτ. (7.3)

In order to simplify further, it may be assumed that e(t) is constant during the interval
tk ≤ t < tk+1 (a zero-order hold) such that e(t) = e(tk) in this interval. Then (7.3)
may be reduced to

x(tk+1) = Φkx(tk) + Γke(tk). (7.4)

Here, the Φk and Γk matrices are given by

Φk = eA(tk+1−tk) and Γk =

∫ tk+1

tk

eA(tk+1−τ) dτ B. (7.5)

5Evaluation of matrix exponentials is based on Taylor series expansion of the exponential function,
see [16] and also [21]. The computation burden associated herewith is significant — at least from a
real-time application’s point of view.
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These expressions may be modified slightly by defining the k’th sampling interval as
Tk � tk+1 − tk. Using this definition, Φk and Γk in (7.5) may be rewritten as

Φk = eATk and Γk =

∫ Tk

0

eAζ dζ B, (7.6)

where ζ = tk−1 − τ is another variable of integration.
For classic digital systems operating a constant sampling rate, the Φk and Γk ma-

trices are both time invariant since all {Tk} are equal. In this case the result reduces
to the usual state-space formulation found in [16] and many other textbooks. In fact,
the method of hold equivalents (see page 230) may be derived using this framework by
using different approximations of e(t) in (7.3).

In the general case where the sampling rate is changing from one sampling instant
to the next, the following properties of the discretization (7.4) and (7.6) should be
observed:

• The discrete-time state space formulation is time varying, because Φk and Γk are
both functions of time.

• The discretization gives results identical to the underlying continuous-time so-
lution to the problem at all sampling points, provided the ZOH assumption is
fulfilled. Delays in the control system may also be incorporated into the model.

• The need for computations of Φk and Γk defined in terms of exponentials and
integrals of matrices makes real-time calculations of x(tk+1) impossible, because
these operations are quite time consuming.

• If the limited-pool random PWM technique is used, the set of carrier periods
intervals {Tk} can attain a few values only. In this case, it is possible to cal-
culate the corresponding Φk and Γk matrices off-line and use the pre-calculated
values in the real-time updating routine. This greatly reduces the needed on-line
computations.

In summary, the potential of this method to translate a continuous-time transfer func-
tion into a digital equivalent is very good, provided that all possible values of Tk are
known in advance. Under these conditions this method is comparable in accuracy to
the hold equivalents, which, in turn, are generally considered to be the most accurate
“design by emulation” methods [16].

On the other hand, it can be concluded that if the possible set of values, that Tk

can attain, is either unknown or large, the method based on analytical solution of the
state-space equation is useless for real-time implementation.

7.3.4 Numerical integration of state equations

Based on the comments above, it is decided to analyze the numerical integration
methods as well. Among the three variants mentioned on page 230, it is generally
recommended not to use the forward Euler method because it has a number of de-
ficiencies. One serious problem using the forward Euler method is that an unstable
discrete-time realization may result even if the transfer function to be mimicked is
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Figure 7.2 (a) Backward Euler and (b) Tustin approximation of the integral of the signal
y(t) using sampled values only.

stable [16]. However, the forward Euler method has the nice feature that non-linear
equations can be handled in one step, i.e. an on-line iterative search for the next
value may be avoided — this feature has been used for the implementation of a simple
rotor-flux estimator (see page 256 in the next chapter), which is both non-linear and
coupled.

The subsequent analysis is again based on a state-space description of the filter or
the controller, i.e.

px = Ax+Be

u = Cx+De,
(7.7)

as in (7.1). Note that a particular transfer function H(s) = U(s)/E(s) does not map
into a unique state-space model; this fact is used in the next subsection.

For the backward Euler rule, the value f(t) of the integration of some arbitrary
signal y(t) from time tk−1 to tk is approximated by the backward-looking rectangle as
shown in Fig. 7.2(a):

fk = fk−1 + (tk − tk−1)yk = fk−1 + Tk−1yk, (7.8)

where Tk−1 is the duration between two sampling points.

Using Tustin’s rule, the integral is approximated by a trapezoid as illustrated in
Fig. 7.2(b). This leads to

fk = fk−1 +
1
2
Tk−1(yk−1 + yk). (7.9)

Note that for a conventional discrete-time controller Tk−1 = Tk = T, but this is not the
case here.

Returning now to the state-space model (7.7), the integration can be approximated
using either (7.8) or (7.9). Substituting y ← Ax+Be and f ← x in these two equations
yields
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Backward Euler:

{
xk = (I − Tk−1A)−1xk−1 + (I − Tk−1A)−1Tk−1Bek

uk = Cxk +Dek,
(7.10)

Tustin’s rule:




xk = (I − 1
2
Tk−1A)−1(I + 1

2
Tk−1A)xk−1

+ 1
2
(I − 1

2
Tk−1A)−1Tk−1B(ek−1 + ek)

uk = Cxk +Dek.

(7.11)

The two methods have the same form, and in order to make the appearance of
the expressions more readable, the equations describing the dynamics are rewritten as
xk = A−1

k xk + Bkek, where the definitions of the two auxiliary matrices Ak and Bk

follow directly from (7.10) and (7.11). A number of remarks apply here:

• In order to update xk, a matrix inversion of Ak is required. Inversion is generally
considered to be a time-consuming operation because the number of multiplica-
tions goes up as n3, where n is the dimension of the matrix to be inverted [19].

• If Ak can be manipulated into a diagonal matrix with entries A11, · · · , Ann, the
inversion task simplifies significantly, viz.


A11

. . .

Ann




−1

=


A

−1
11

. . .

A−1
nn


 . (7.12)

For the application at hand, it will be shown later that the diagonal elements are
either scalars or 2× 2-matrices, which both are simple to invert.

• A diagonal Ak effectively de-couples the individual states, which implies that
calculation of the matrix product A−1

k xk−1 simply involves 2n multiplications.

• If Tk only can attain a (relatively small) finite number of values, the A−1
k matrix

and the Bk vector can be pre-computed and stored for later real-time use. In this
case, the on-line updating of Ak and its inverse A−1

k is avoided completely. Even
under these conditions, advantage of the diagonalization should be taken in order
to limit the needed real-time computations further.

Based on these remarks, it seems to be a very desirable property that the system matrix
A in (7.7) is a diagonal matrix since this would result in much simpler calculations
compared to the case where A has non-zero off-diagonal elements.

7.4 Derivation of a controller algorithm based on

numerical integration

The problem considered in this section relates to the practical implementation of con-
trollers in case of a non-uniform sampling rate. The starting point is an input-output
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description given as a transfer function H(s) between the input E(s) and the output
U(s) in the following form:

H(s) =
U(s)

E(S)
=

bns
n + bn−1s

n−1 + · · ·+ b1s+ b0
sn + an−1sn−1 + · · ·+ a1s+ a0

, (7.13)

where the filter coefficients a0, ..., an−1 and b0, ..., bn represent the numerator and denom-
inator polynomials, respectively. n is the order of system; usually degU(s) < degE(s),
i.e. some of the b coefficients are zero.

For classic low-pass filters such as Butterworth, Bessel, and type I Chebyshev filters,
the numerator evaluates to U(s) = b0 = 1, since these filters are all-pole filters [22].
Zeros occur, however, if these filters are transformed into high- or band-pass filters.
Also, other classic filter structures (for example, type II Chebyshev and elliptic (Cauer)
filters) contain both poles and zeros, even in their low-pass prototype forms.

Below, it is shown how a low-complexity algorithm that mimics H(s) can be devised
in the general case where H(s) contains both poles and zeros. An example of how
to apply the developed procedure is then presented and, finally, a summary of the
suggested design methodology is given.

7.4.1 Transformation to an equivalent state-space description

An input-output description as (7.13) can be transformed into an infinity of equivalent
state-space formulations [15, 23]. It is, however, very easy to obtain the so-called con-
trollable canonical form [23], which is also known as Kalman’s first form [24], since the
elements6 of the state-space matrices A,B,C, and D relate directly to the coefficients
of H(s):

p




x1

x2

...

xn−1

xn


 =




0 1 0 · · · 0

0 0 1 · · · 0
...

...

0 0 0 · · · 1

−a0 −a1 −a2 · · · −an−1







x1

x2

...

xn−1

xn


+




0

0

0

0

1


 e (7.14)

u =
[
b0 − a0bn | b1 − a1bn | · · · | bn−1 − an−1bn

]



x1

x2

...

xn−1

xn


+ bne. (7.15)

It should be noted that the system matrix A is non-diagonal, which complicates the
inversion and the implementation as remarked on the page before.

6For readability reasons, vertical bars are used in (7.15) to separate adjacent elements in a row
vector from each other. This notation is used in other equations in this chapter as well.
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7.4.2 Diagonalization

By a linear transformation of the state vector x it is possible to diagonalize A by
means of the theory of similar transformation known from the mathematics of linear
algebra [25]. Hence, by introducing a new state vector z related to the original state
vector x by the transformation x = V z, where V is a non-singular square matrix to be
determined shortly, the following equivalent (in terms of input-output characteristics)
state-space description follows:{

p(V z) = A(V z) +Be

u = C(V z) +De
⇒

{
p z = (V −1AV )z + (V −1B)e

u = (CV )z +De.
(7.16)

By defining new matrices by Â = V −1AV, B̂ = V −1B, Ĉ = CV, and D̂ = D, the
description in terms of z-states may be rewritten as{

p z = Âz + B̂e

u = Ĉz + D̂e.
(7.17)

It may be noted that the new system matrix Â strongly depends upon the selection of
V . Now, if the original A-matrix of size n×n possesses n distinct characteristic values
(eigenvalues) λ1, λ2, · · · , λn, it is diagonalizable by the similarity transformation Â =
V −1AV [25]. Furthermore, the columns vectors of V equal the n distinct eigenvectors
of A corresponding to the eigenvectors of A.

An elegant method that avoids the explicit calculation of the eigenvectors of A may
be found in [23]. Here, it is shown that if the matrix A is in the controllable canonical
form defined by (7.14), then the transformation V may be obtained directly from the
eigenvalues:

V =




1 1 · · · 1

λ1 λ2 · · · λn

λ2
1 λ2

2 · · · λ2
n

...
... · · · ...

λn−1
1 λn−1

2 · · · λn−1
n


 . (7.18)

Now V −1AV maps into the diagonal matrix

Â = V −1AV =



λ1

λ2

. . .

λn


 � diag(λ1, λ2, · · · , λn) (7.19)

as required.
If A does not have a complete set of linearity independent characteristic vectors,

A cannot be diagonalized, but it can be transformed into a Jordan canonical form
[23], which is a diagonal matrix augmented with a few non-diagonal elements. This
situation occurs if H(s) has multiple poles, but for the filters and controllers treated
here, multiple poles do not occur. Hence, transformation into the Jordan canonical
form is not considered any further.
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7.4.3 Elimination of complex-valued states

For most filters, the set of characteristic values {λ1, · · · , λn} contains pairs of complex
conjugates because the denominator of the transfer function (7.13) consists partly of
second-order segments, each having a damping ζ < 1. In these cases the diagonal
state-space realization has the following two disadvantages:

• The transition of the filter based on complex-valued states into compilable DSP
code cannot be accomplished without resorting to cumbersome data structures
and algorithms that handle addition, subtraction, multiplication, and division of
complex numbers.

• The realization has redundant states, i.e. there is more states than strictly nec-
essary to represent the transfer function (7.13): if the system has c numbers of
complex-valued eigenvalues, then the state vector z may be rewritten into n + c
real-valued states by splitting the c complex-valued states into their real and
imaginary components. It is, however, possible to represent an n’th order trans-
fer function by an n’th order state-space model, which shows that we have c
superfluous states.

These problems may be solved by the following procedure which introduces a few
modifications to the matrices Â, B̂, Ĉ, and D̂ above:

1. The state-space vector z is sorted so that the first c elements of z is half of the
original complex-valued states split into their real and imaginary components.
The remaining n− c elements correspond to the real-valued eigenvalues of Â:

z �
[
z1r | z1i | · · · | zcr | zci︸ ︷︷ ︸

for complex λ’s

| zc+1 | · · · | zn︸ ︷︷ ︸
for real λ’s

]T
. (7.20)

2. By splitting the matrices Â and B̂ into their real and imaginary components, the
augmented version of p z = Âz +Be now becomes:

p




z1r

z1i
...

zcr

zci

zc+1

...

zn



=




R(λ1) −I(λ1)

I(λ1) R(λ1)
. . .

R(λc) −I(λc)

I(λc) R(λc)

λc+1

. . .

λn







z1r

z1i
...

zcr

zci

zc+1

...

zn




+
[
R(B̂1) | I(B̂1) | · · · | R(B̂c) | I(B̂c) | B̂c+1 | · · · | B̂n

]T
e. (7.21)
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3. By remembering that the output y is a real-valued number, the output equation
y = Ĉz + D̂e must be changed into this form:

y =
[
2R(Ĉ1) | − 2I(Ĉ1) | · · · | 2R(Ĉc) | − 2I(Ĉc) | Cc+1 | · · · | Cn

]
[
z1r | z1i | · · · | zcr | zci | zc+1 | · · · | zn

]T
+ D̂e. (7.22)

In summary, it should be noted that the complex-conjugated eigenvalues appear in
2× 2 blocks on the diagonal of Â and the real eigenvalues appear directly on the main
diagonal.

7.4.4 Butterworth filter example

To validate that it is possible to implement a digital filter using the described technique,
a Butterworth filter is discretized, and the step response is simulated. Butterworth
filters are inherently all-poles filters, and, furthermore, the N poles {p0, ..., pN−1} are
located in the left half-plane on a circle of radius ωc (the -3 dB cutoff frequency) [22]:

B(s) =
ωN
c∏N−1

k=0 (s− pk)
, where pk = ωce

jπ/2ej(2k+1)π/(2N). (7.23)

For N even, all poles pk are complex-valued, and for N odd, one pole occurs at the
negative real axis; the rest of the poles fall in complex-conjugated pairs. Specifically,
for N = 3 the filter (7.23) expands into

B3(s) =
b0

s3 + a2s2 + a1s+ a0
, (7.24)

where the coefficients of the numerator and the denominator are b0 = 1 and a2 =
a1 = 2, a0 = 1, respectively for ωc = 1 rad/s. The canonical state-space matrices then
become

A =


 0 1 0

0 0 1

−2 −2 −1


 , B =


00
1


 , C =

[
1 0 0

]
, and D = 0. (7.25)

The characteristic values of A may be computed by either det(I − λA) = 0 or directly
from (7.23). In either case

λ1 = −1
2
+ j

√
3
2
, λ2 = −1

2
− j

√
3
2
, and λ3 = −1, (7.26)

which by way of (7.18) results in the following transformation matrix V

V =




1 1 1

−1
2
+ j

√
3
2

−1
2
− j

√
3
2

−1

−1
2
− j

√
3
2

−1
2
+ j

√
3
2

1


. (7.27)
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The new matrices defined in (7.16) is then calculated from (7.25) by using (7.27) leading
to the following diagonal state-space realization of (7.24):

Â =


−

1
2
+ j

√
3
2

−1
2
− j

√
3
2

−1


, B̂ =


−

1
2
− j

√
3
6

−1
2
+ j

√
3
6

1


, (7.28)

Ĉ =
[
1 1 1

]
, and D̂ = 0. (7.29)

In order to eliminate the complex states associated with the λ1 and λ2 eigenvalues, the
state vector is modified according to (7.20). Dropping the z2 state and dividing z1 into
its real and imaginary part, the new state vector then becomes z = [z1r z1i z3]

T . By
virtue of (7.21) and (7.22), the following augmented diagonal state-space formulation
is then finally determined:

Â =



[
−1

2
−

√
3
2√

3
2

−1
2

]
−1


 , B̂ =



−1

2

−
√
3
6

1


, (7.30)

Ĉ =
[
2 0 1

]
, and D̂ = 0. (7.31)

This system of equations may now be integrated using either the backward Euler
method, the Tustin’s rule, or any other numerical integration scheme, provided that
the input signal e(t) is known. Also, a probability density function p(T ) for the sam-
pling time T must be selected. According to the guidelines of [15], the product of
the sampling time and the closed-loop bandwidth should fulfill ωcT ≈ 0.15 − 0.5 rad.
Using this rule of thumb, a reasonable nominal value of the sampling time is 0.2 s since
ωc = 1 rad/s in this example.

Based on this information, the following Matlab simulations have been performed
in order to demonstrate the power of the presented procedure for the implementation
of non-uniformly sampled digital filters and controllers:

• As a benchmark, the ideal step response of the continuous-time filter has been
calculated.

• The step response of the designed discrete-time filter has been calculated for both
the backward Euler method and the Tustin’s rule where the sampling interval is
randomly chosen among T ∈ {0.05, 0.1, 0.25, 1.0} s. Note that values of T both
greater than and smaller than the nominal value 0.2 s are used. p(T ) is set so
that the filter (on the average) spend the same time using all these values, i.e.
the ratio p(0.05 s)/p(0.25 s) = 0.25/0.05 = 5, etc.

• For reference, the following simulation was also performed for both approximation
techniques: In the filter algorithm, the sampling time is set to the average value,
i.e. the variations in the true T are ignored even though the samples of e(t) arrive
at a non-uniform rate. Intuitively, one would expect this simplified approach to
be reasonable, but the question is: how well does it work?
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Figure 7.3 Simulated responses of a third-order, low-pass Butterworth filter with ωc =
1 rad/s. The sampling time is randomly selected among T ∈ {0.05, 0.1, 0.25, 1.0} s (the
same sequence is used in all plots). (a, b) The filter adapts to the instantaneous value of T
according to the theory. (c, d) The average sampling time is used in the filter (no attempts
are made to compensate for the non-uniform sampling rate).

The obtained results are shown in Fig. 7.3. It is seen in Fig. 7.3(a, b) that the dis-
cretized versions, which takes the non-uniform sampling interval into account, give
good approximations to the ideal step response. No severe distortion is introduced
despite of the random selection of the sampling interval. Also, as expected, Tustin’s
rule gives better results than the backward Euler method.

If the variations in T are ignored, the responses shown in Fig. 7.3(c, d) result.
Considerable distortion can now be observed. In these cases it should be noted that
the obtained responses depend strongly on the “local” average of T : if this value is
close to the nominal mean used in filter algorithm, the filter behaves relatively well,
but if the local average of T differs significantly, large errors occur. There is, however,
no reason to ignore the variations in T, because the computation overhead associated
with the variable sampling rate is small.
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7.4.5 Algorithm overview

To summarize the ideas developed for the discrete-time approximation of an arbitrary
continuous-time filter H(s), the steps outlined below may be followed:

Off-line calculations

1. Write up H(s) in the form of (7.13) and determine the coefficients a0, · · · , an−1

and b0, · · · , bn.
2. Set up the matrices A,B,C, and D according to (7.14) and (7.15).

3. Find the characteristic values of A, and determine the transformation matrix V
defined by (7.18). Then, calculate Â = V −1AV, B̂ = V −1B, Ĉ = CV, and let
D̂ = D.

4. If A has one or more pairs of complex-conjugated eigenvalues, augment the Â,
B̂, Ĉ, and D̂ matrices found in step 3 according to the procedure given by (7.21)
and (7.22).

5. If the probability density function for the sampling interval p(T ) has a (small) fi-
nite pool size, calculate the possible values of the matrices Â(Tk−1)

−1 and B̂(Tk−1)
defined on page 235 for all possible values of T.

On-line calculations (Using the backward Euler method as example)

1. Update the state vector: zk = (I−Tk−1Â)−1(zk−1+ B̂Tk−1ek) (if no precalculated
information exists). Otherwise, use the off-line calculated values of Â(Tk−1)

−1

and B̂(Tk−1): zk = Â(Tk−1)
−1zk−1 + B̂(Tk−1)ek.

2. Update the output equation: uk = Ĉzk + D̂ek.

As earlier explained, all on-line matrix computations are more simple than they appear
at first due to the decoupling obtained by the diagonalization of Â.

7.5 Summary

In this chapter an analysis of the problems of using random PWM in discrete-time
feed-back control systems has been presented. It was shown that the main difficulty
of replacing normally used fixed carrier frequency PWM with random PWM is that
the control system may have to operate with a continuously changing sampling rate,
i.e. the sampling frequency varies between two consecutive sampling instants. This
non-uniform sampling rate renders the use of the Z-transformation impossible, and
hence, the design of discrete controllers directly in the z-domain becomes impossible,
too. Also, it is impossible to realize the controller in terms of a simple fixed-coefficient
difference equation when the order of the controller exceeds one.

To overcome these problems, it was suggested that the controller in question is
designed in the continuous s-domain and, subsequently, translated into an equivalent
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discrete-time representation that can be numerically integrated in a way that is compat-
ible with the non-uniform sampling rate requirement. By using state-space methods,
single-step numerical integration methods, like Backward Euler, may be applied. Then,
the obtainable performance using a non-uniform sampling rate is almost equal to the
performance for a controller operating with a constant sampling rate. Also, the amount
of real-time computations needed to update the controllers is kept at a minimum by
taking advantage of (off-line) matrix diagonalization techniques.

The main contributions of this chapter are believed to be:

• A discussion and an identification of the problems relating to design and imple-
mentation of sampled-data systems that must be able to operate with a non-
uniform sampling rate in real time.

• Derivation of a unifying methodology for design and time-efficient implementation
of linear controllers and similar structures for such randomly sampled systems
by means of numerical integration of state-space equations. The values of the
possible sampling rates may be either known or unknown at the design stage.

Finally, note that the procedure suggested in this chapter to solve the problem of
implementing digital filters/controllers sampled at a non-uniform rate is by no means
limited to random PWM applications; other applications in engineering may exist,
although the scarce literature on real-time use of non-uniform sampling does not add
much support to the existence of such special applications.

Bibliography
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Chapter 8

Field-oriented control using random PWM
— a case study

8.1 Introduction

As explained in Chapter 1, the majority of all publications dealing with random PWM
for three-phase applications assume open-loop control strategies, i.e. the performance
in terms of steady-state accuracy and dynamic response times is limited and certainly
not comparable to the performance obtainable with either field-oriented control (FOC)
or direct torque control (DTC). The few publications that actually investigate random
PWM in conjunction with feed-back control loops were reviewed in the previous chap-
ter, but in the opinion of the author it has not yet been convincingly demonstrated
that random PWM can be unified with closed-loop control technique, such as FOC for
ac drives, despite the appealing characteristics of such a combination: accurate control
and, simultaneously, less acoustic annoyance due to the spread-spectrum switching.

The problems related to using random PWM together with digital control systems
were discussed in section 7.2. In brief, two issues are important here: error-free acquisi-
tion of phase currents besides design and implementation of digital controllers that can
operate with a randomly varying sampling rate. For that reason, the purpose of this
chapter is to show that it is possible to unify random carrier frequency (RCF) pulse-
width modulation with a vector controller for induction motor drives using the methods
of Chapter 7 without any loss of performance compared to deterministic PWM.

Chapter outline

In section 8.2, a brief review of the principles for field-oriented control of induction
machines is presented. The various functional units needed to implement a simple
field-oriented drive are designed in section 8.3 where the issue of flux estimation is
treated also. In accordance with the procedure given in Chapter 7 for design of digital
systems that must operate with non-uniform sampling rate, the analyses are carried out
in the continuous-time domain. Details of the discretization are treated in section 8.4.

Measurements performed on a laboratory set-up are reported next. Experimental
results are presented for both dynamic and steady-state tests for the designed system
using RCF and comparisons with a conventional deterministic modulator are provided
also. Finally, the main results are summarized in the last section of this chapter.

247
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8.2 Principles of rotor field-oriented control

In this section, the classic dynamic model of the induction motor is briefly reviewed,
mainly in order to fix the nomenclature used subsequently. Also, the key principles
and properties of rotor field-orientation control are outlined.

8.2.1 Induction machine model in an arbitrary reference frame

Based on complex-valued space vectors as defined in Chapter 2, a dynamic model of
the induction machine may be derived as presented in [1, 2], among many others.
Hence, under the usual assumptions of linear magnetics, negligible iron losses, etc.,
the following set of differential equations describes the cage induction machine in an
arbitrary coordinate system having the instantaneous angular position θ with respect
to the stationary α-axis:

us = rsis + pψs + jωψs (8.1)

0 = rrir + pψr + j(ω − ωr)ψr (8.2)

J pωm = Tem − Tload − bωm (8.3)

ω = p θ, ωr = Pωm, (8.4)

where the currents and flux linkages are related by

ψs = Lsis + Lmir (8.5)

ψr = Lmis + Lrir. (8.6)

The developed electro-magnetic torque may be calculated in different ways, for example:

Tem = 3
2
P I(ψ�

sis) =
3
2
P
Lm

Lr

I(ψ�
ris), (8.7)

where � is the complex conjugate operator. In (8.1)–(8.7) the following notation is used:
The stator inductance is Ls = 1s+Lm, i.e. the sum of the leakage 1s and the magnetizing
Lm inductance. A similar definition holds for the rotor inductance. Voltages, currents,
and flux space vectors are set using boldface types, i.e. u, i, and ψ. The subscripts
s and r refer to stator and rotor quantities, respectively. The mechanical, ωm, and
electrical, ωr, angular velocities are related by the pole pair number P as ωr = Pωm.
J and b are the total inertia of the shaft and the friction coefficient, respectively.

Fig. 8.1(a) shows an equivalent circuit of the induction machine. Note that all space
vectors are expressed in a dq coordinate system rotated by the instantaneous amount θ
with respect to the stationary α-axis. As seen from Fig. 8.1(b), the mapping between
a stationary ys � yα + jyβ and a rotating y � yd + jyq representation of space vectors
is given by

y = yse−jθ (8.8)

where the superscript s is denotes vectors in αβ coordinates.
It may also be noted that the angle θ may be chosen arbitrarily, but with respect

to design of controllers, it is an advantage to select the instantaneous angular speed
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Figure 8.1 (a) Space-vector based model of an induction machine in a reference frame ro-
tating with the instantaneous angular frequency ω and (b) representation of a space vector
in either stationary (αβ) or rotating (dq) coordinates.

ω = p θ of the rotating frame such that all space vectors are stationary1 in that refer-
ence frame under steady-state conditions. This requirement may be met by using the
synchronous reference frame, i.e. a coordinate system rotating in synchronism with
(and normally aligned to) one of the space vectors, typically the rotor flux linkage ψs

r

or the stator flux linkage ψs
s.

8.2.2 Decoupling through rotor-field orientation

In synchronous coordinates, all space vectors are constants (though a complex-valued
constant) in steady state irrespective of the chosen reference space vector. In the sci-
entific literature, analyses of the characteristics for different orientations have been
established with respect to ease of implementation, flux estimation, parameter sensi-
tively, etc., but here, only the fundamentals of rotor-flux orientation are reviewed.

To put it mathematically, rotor-field orientation implies that the transformation
angle θ is selected as

θ � θrf = pωrf = �ψs
r = arctan

(ψrβ

ψrα

)
. (8.9)

In synchronous coordinates this implies that for rotor-field orientation, the rotor-flux
space vector is simply ψr = ψrd because the d-axis is aligned with θrf so that ψrq = 0,
because the q-axis is perpendicular to d.

Using (8.6) to express the rotor current ir in terms of the stator current and the
rotor-flux vectors, and inserting that expression into the rotor equation (8.2) yields

pψr + j(ω − ωr)ψr +
rr
Lr

ψr =
rrLm

Lr

is, (8.10)

1Tracking of constants, by means of some feed-back control structure, is simpler to design and build
than a controller which must track a sinusoidal reference. In fact, in the latter case, an oscillator is
needed rather than a controller, and since an oscillator is only marginally stable, digital realization
is more difficult compared to an implementation of a control structure with poles located well off the
imaginary axis.
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which for ω = ωrf may be split into real and imaginary parts resulting in:

pψrd +
rr
Lr

ψrd =
rrLm

Lr

isd (8.11)

(ωrf − ωr)ψrd =
rrLm

Lr

isq. (8.12)

The developed electro-magnetic torque is found using (8.7)

Tem = 3
2
P
Lm

Lr

I
(
ψrd(isd + jisq)

)
= 3

2
P
Lm

Lr

ψrd isq. (8.13)

Based on (8.11)-(8.13) the properties of the rotor field-oriented control philosophy may
then be summarized as:

• Considering isd as the input and ψrd as the output, (8.11) shows that to pertur-
bations in isd the rotor-flux behaves as a first-order lag element with the time
constant τr = Lr/rr, which is a fairly large quantity.

• This indicates that it is feasible to keep ψrd constant, which by (8.13) implies that
the developed torque is a function of isq only. Furthermore, neglecting saturation
effects, the relationship between Tem and isq is purely linear, which from a control
point of view, is highly desirable.

• By utilizing a feed-back loop to control the stator current space vector, decoupled
control of flux and torque is possible. This is very much similar to the control of
a separately excited dc motor.

• The obtainable rise time of the torque is essentially determined by the bandwidth
of the current controller. Rise times in the order of a few milliseconds or even
less are obtainable.

• Compared to the mechanical rotor speed ωm and the rotor-flux ψrd, the stator
current isd may be changed much faster. By virtue of (8.12) this means that
decoupled control of the flux and the torque components of the stator current is
equivalent to controlling the instantaneous slip (ωrf − ωr) of the motor.

8.3 Design of rotor-field oriented drive

A design of a rotor-field oriented controller for an induction motor drive is presented
in this section. The design is idealized in the sense that all analyses are made in
the continuous-time domain and, furthermore, actuator saturation and time delays are
disregarded. These problems related to the digital implementation in a DSP based on
random carrier and sampling frequencies are treated in section 8.4 starting on page 258.
Note that this indirect design procedure is compatible with the methodology outlined
in Chapter 7.
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Figure 8.2 Speed-controlled induction motor based on a direct rotor-field oriented controller.
The PWM carrier and the sampling frequencies are equal, but randomly varied. Double-lined
connections represent signals that are space vectors. Although not shown in the figure, the
dc-link voltage is also measured.

8.3.1 System overview

In Fig. 8.2 above the diagram of the used system may clarify the interactions between
the different functional units. The control system is based on a standard cascaded
structure extended with some transformation blocks and a motor model that estimates
unmeasurable signals required for proper operation of the system. As it may be noted,
no attempts are made to implement advanced facilities such as on-line adaption of
motor parameters, compensation for main-flux saturation, speed sensor-less operation
and, therefore, it must be expected that the performance obtainable with the used
system leaves plenty of room for enhancements. However, such issues are not considered
because the main objective is to demonstrate that random carrier frequency PWM can
be made compatible with commonly used feed-back control techniques in ac drives
without any loss of performance compared to deterministic modulation.

In brief, the core components of the system are:

Current controller
The innermost loop contains a synchronous-frame linear current controller which
generates the reference voltage u�

s. This is transformed back to αβ coordinates
before us�

s is fed to the RCF modulator. The current controller should give zero
steady-state error besides a quick dynamic response.

Motor model
The motor model is also a part of the loop. Given measured currents and shaft
speed, the model estimates the position θrf and the amplitude ψrd of the rotor-flux
besides the torque Tem.

Flux and torque control by FOC
This includes a torque controller and a flux controller which determine the refer-
ence current (in rotor-flux coordinates) to be impressed on the stator winding of
the motor. This unit is also updated in each PWM period.
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Speed controller and flux set point
Those outer loops generate references for the torque and for flux magnitude based
on reference speed and the measured speed. The sampling rate for those units is
constant.

The control system consists of two subsystems that operate asynchronously to each
other. The outer loop is sampled at a constant rate of 500 Hz independently of the inner
loops (the motor model, the FOC, and the current controller), which run synchronously
to the PWM generator. The instantaneous sampling/carrier frequency is calculated by
a random number generator based on the chosen statistics for the carrier frequency.

8.3.2 Current controller

In the literature, different types of current controllers for three-phase applications have
been suggested and analyzed. The techniques span from free-running analogue hystere-
sis controllers to more sophisticated schemes, such as linear controllers, neural networks,
fuzzy logic, state feed-back, predictive, dead-beat controllers, etc. — an overview may
be found in e.g. [3–5]. Here, the popular compromise between complexity and perfor-
mance, namely a synchronous-frame linear controller, is used. It is possible to obtain
zero steady-state error as the controller operates on dc signals.

In [6, 7] a set of simple tuning rules is presented for this type of controller based
on the internal model control (IMC) method described in details in [8]. It turns out
that apart from the motor parameters, only the desired closed-loop bandwidth denoted
as α must be specified for the design of the controller. Guidelines to select α are also
presented in [6, 7] taking inverter saturation and the carrier/sampling frequency into
account as well.

Below, the design of the IMC-based synchronous-frame current controller is pre-
sented based on a simple design model.

The design model

Fig. 8.2 shows that the current controller is implemented in synchronous coordinates
aligned with the rotor-flux axis meaning that the input reference current i�s and the
commanded voltage u�

s are both expressed in the rotor-flux oriented reference frame.
Using the induction motor model given by (8.1)–(8.6), the following complex-valued
differential equation may be derived:

Lσ p is +
(
rrs + jωLσ

)
is = us + ψr

Lm

Lr

(
rr
Lr

− jωr

)
︸ ︷︷ ︸

= us + uψ � u′
s

, (8.14)

where the total leakage inductance is Lσ = Ls − L2
m/Lr and the total resistance is

rrs = rs +(Lm/Lr)
2rr. Including the term uψ in the modified stator voltage vector u′

s,
the transfer function becomes

G(s) =
is(s)

u′
s(s)

=
1

sLσ + (rrs + jωLσ)
. (8.15)
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Figure 8.3 Induction machine transfer function in synchronous coordinates from impressed
stator voltage to resulting stator current. (a) Directly as by (8.15) and (b) equivalent block
diagram with the cross-coupling term in an outer loop.

Two equivalent block diagrams illustrating (8.15) are shown in Fig. 8.3. It appears
that the system is a first-order system with the time constant Lσ/rrs augmented with
a jωLσ negative feed-back loop which represents the cross-coupling between the d and q
axes. However, the system is in fact a second-order system; the complex-valued signals
and the complex-valued transfer function (8.15) mask this fact.

Therefore, in some cases it may be more appropriate to use the equivalent transfer
function matrix, which explicitly shows the multiple-input multiple-output nature of
the system. This matrix may be derived from (8.14) by decomposing the system into
its orthogonal dq components. Neglecting the uψ, which may be regarded as a slowly
varying disturbance, the result is[

sLσ + rrs −ωLσ

ωLσ sLσ + rrs

][
id

iq

]
=

[
ud

uq

]
, (8.16)

i.e. the transfer matrix G(s) becomes

G(s) =

[
sLσ + rrs −ωLσ

ωLσ sLσ + rrs

]−1

=
1

(sLσ + rrs)2 + (ωLσ)2

[
sLσ + rrs ωLσ

−ωLσ sLσ + rrs

]
.

(8.17)
This equation shows that for ω �= 0 the system is indeed a second-order system with
cross couplings between the axes: a change in e.g. ud causes a change in both the d
and q currents. Furthermore, the denominator of (8.17) shows that in the synchronous
reference frame the motor has a complex-conjugated pole-pair at s = −rrs/Lσ ± jω.

The IMC method

The internal model control structure is depicted in Fig. 8.4(a). The basic idea is to
feed back the error between the outputs produced by the plant (transfer matrix G0(s))
and by the model G(s). If the model is perfect, i.e. G(s) = G0(s), no feed-back signal
exists. Stated otherwise, the purpose of the controller C(s) is to reduce the impact of
plant uncertainty.

By simple block-diagram algebra it is possible to transform the IMC structure into
the more familiar series controller Cs(s) as shown in Fig. 8.4(b), where

Cs(s) =
[
I − C(s)G(s)

]−1
C(s). (8.18)
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Figure 8.4 (a) Internal model control structure. (b) Equivalent series controller.

Here, I is the identity matrix.

A more detailed discussion of the properties and tuning of IMC may be found in [7],
where it is demonstrated that a suitable selection of the controller is to let2

C(s) = G−1(s)L(s), (8.19)

where L(s) is the low-pass filter

L(s) =
α

s+ α
I. (8.20)

Essentially, the controller is the inverse of the plant model, but de-tuned by the filter
L(s). Inserting the controller (8.19) into (8.18), the equivalent series controller becomes

Cs(s) =
[
I −G−1(s)L(s)G(s)

]−1
G−1(s)L(s)

=
[
I −G−1(s)

α

s+ α
IG(s)

]−1

G−1(s)
α

s+ α
I,

(8.21)

which may be simplified to

Cs(s) =
α

s
G−1(s). (8.22)

The closed-loop transfer matrix F (s) of the cascade of Cs(s) and G(s) then becomes

F (s) =
Cs(s)G(s)

1 + Cs(s)G(s)
=

α

s+ α
I. (8.23)

Under the assumption that G(s) = G0(s) this shows that for the closed-loop re-
sponse the mutual couplings are removed and that the system behaves as independent
first-order systems, each having a time constant given by 1/α.

2The selection of C(s) in (8.19) requires that the plant model G(s) does not have any zeroes in the
right half-plane since this would cause G−1(s) to be unstable. Also, if the true plant has a delay, i.e.
if G0(s) is non-rational, this term should also be excluded from the model G(s). Hence, in the design
stage of the current controller, the delay in the inverter and the delay introduced by the pulse width
modulator and the control system itself are both ignored. The impact of this simplification is studied
in section 8.4.1 starting on page 258.
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Figure 8.5 Diagonal IMC with cross-coupling terms moved outside the controller.

Design of current controller based on IMC

In the series controller form Cs(s) defined by (8.22), the current controller may now be
found using the transfer matrix (8.17) for the induction machine in field coordinates:

Cs(s) =
α

s
G−1(s) =

α

s

[
sLσ + rrs −ωLσ

ωLσ sLσ + rrs

]
. (8.24)

As shown in [6], (8.24) resembles a standard PI controller without decoupling terms,
viz.

CPI(s) =


K
(
1 +

1

sTi

)
0

0 K

(
1 +

1

sTi

)

 (8.25)

with the gain K = αLσ and the integration time Ti = Lσ/rrs. However, for systems of
orders higher than two the resemblance between IMC structures and PI controllers is
lost [7].

A variant of (8.24) is suggested in [7] which moves the anti-diagonal elements
(±ωLσ) outside the controller. This is done to avoid oscillations in case of an im-
perfect model, i.e. if the motor parameters used for the design differ from the actual
values. (The problem gets worse if the poles at s = −rrs/Lσ ± jω are only lightly
damped; this is especially true for permanent magnet machines without rotor damper
windings, but the problem may also exist for the induction machine at higher speed
levels [7].) Hence, by adding a decoupling loop as shown in Fig. 8.5 a modified system
denoted as diagonal-IMC (DIMC) appears, where the controller CD

s (s) is given by

CD
s (s) =

α

s

[
sLσ + rrs 0

0 sLσ + rrs

]
, (8.26)

and the decoupling term W in the outer loop in Fig. 8.5 corresponds to the transfer
matrix

W =

[
0 ωLσ

−ωLσ 0

]
. (8.27)
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8.3.3 Rotor-flux and torque estimation

For all practical purposes, the rotor flux cannot be sensed, i.e. its spatial position and
amplitude must be estimated from measured quantities and known motor parameters.
A deviation between the calculated and real rotor flux deteriorates the performance: An
angle error implies that the decoupling becomes imperfect, which leads to an oscillatory
torque response. An amplitude error will result in flux and torque scaling errors.

Hence, the flux estimation issue is an important problem, and a large number of
publications have dealt with this problem. Advanced methods based on observer theory
have been developed to make the estimated flux less sensitive to parameter uncertainty,
measurement noise, etc. This kind of flux estimators include a feed-back correcting term
based on the error between e.g. the measured and simulated current.

Here, however, a very simple estimator is used — the so-called current model imple-
mented in synchronous coordinates, see [9]. This method is as an open-loop simulation
of the motor without the corrections found in the advanced methods. Measurements
of the rotor speed ωr = Pωm and stator current vector iss are required, but the stator
voltage vector is not needed. Although the current model is recommended for use in
the low-speed region only [9], it is used up to nominal speed for simplicity reasons. The
rotor current ir is eliminated from (8.6) and inserted into (8.2) which leads to:

0 =
1

τr
(ψr − Lmis) + pψr + j (p θrf − wr)ψr, (8.28)

where the rotor time-constant is τr = Lr/rr. Now, in the rotor-flux oriented control, the
q-component of the rotor flux vanishes, i.e. ψr = ψrd. Using this fact and separating
(8.28) into the real and imaginary components yield

pψrd =
Lm

τr
isd − 1

τr
ψrd (8.29)

p θrf =
Lm

τr

isq
ψrd

+ ωr. (8.30)

A block diagram is shown in Fig. 8.6. Note that the rotor-flux angle is the integral of
the sum of the estimated angular slip frequency and the measured rotor speed.

Finally, the developed electro-magnetic torque may be calculated in rotor-flux co-
ordinates as well without using the stator voltage. From (8.13) it follows that

Tem = 3
2
P
Lm

Lr

ψrd isq. (8.31)

This is only an estimate of the true developed torque: incorrect orientation as well as
parameter variations influence the accuracy of the calculated torque.

8.3.4 Torque and flux controllers

The d and q components of the reference current vector i�s determine the rotor-flux
magnitude and the torque, respectively. Those currents denoted by i�sd and i�sq are cal-
culated in the FOC block in Fig. 8.2 on page 251 by means of the following expressions:

i�sd =
ψ�

rd

Lm

+
1

Tψ p

(
ψ�

rd − ψrd

)
(8.32)



8.3. Design of rotor-field oriented drive 257

αβ
dq

Lm

τr

Lm

τr
÷
D

1
p

1
τr

1
p

isα
isβ

ωr

isd

isq

ψrd

θrf

θrf

−

Figure 8.6 The rotor-flux estimator based on the (is, ωr)-model in synchronous coordinates.

and

i�sq =
2Lr

3PLm

T �
em

ψ�
rd

+
1

TT p

(
T �

em − Tem

)
. (8.33)

Both reference currents are determined by combining a feed-forward term (which is
calculated solely from reference values and motor parameters) with a feed-back term
that drives the steady-state error to zero by means of a slow-acting integrator. The
feed-forward terms follow directly from (8.29) and (8.31); the gain of the feedback terms
can be controlled through selection of Tψ and TT .

8.3.5 Speed controller

Essentially, the speed controller generates the torque command T �
em to the torque con-

troller presented above. For the design, it is assumed that the bandwidth of the speed
controller is much lower than the bandwidth of the inner loops (torque and current),
i.e. it is assumed that the commanded value T �

em is equal to the actual value Tem. In
total, the model shown in Fig. 8.7 on the next page is used for the design.

Controller structure

The IMC tuning method used for the design of the current controller may, in principle,
also be used for the speed controller. However, due to the low order of the design
model the speed controller is implemented directly as a modified version of a PID-
controller [10], where the q-axis reference current i�sq is determined by

T �
em = K

(
aω�

m − ωm

)
︸ ︷︷ ︸

P-term

+
K

Ti p

(
ω�
m − ωm

)
︸ ︷︷ ︸

I-term

+
TdKN p

TdK p+N

(
ω�
m − cωm

)
︸ ︷︷ ︸

D-term

. (8.34)

Here, the main parameters are the gain K, the integration time Ti and derivative time
Td. It should be noted that only a fraction a ≤ 1 (typically a ≈ 0.3) of the reference
acts on the P-term. Also, the derivative term has been modified according to the
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Figure 8.7 Model used for design of the speed controller.

recommendation of [10] compared to the ideal differentiation found in most textbooks:
due to measurement noise only a fraction c of the measured speed ωm is subjected to
differentiation3. The gain of the D-term is limited to N by low-pass filtering.

Tuning

The speed controller was tuned by first performing a step-response experiment and
then, an empirical set of tuning rules was used to find suitable values for K, Ti, and Td..
More precisely, the method of Chien, Hrones, and Reswick in [10] was used, which is a
modified version of the more well-known Ziegler-Nichols step-response method. Gener-
ally, the former method provides a closed-loop response that is much more well-damped
than the Ziegler-Nichols tuning rule which often leads to an oscillatory response.

8.4 Field-oriented controller implementation

This section summarizes a number of issues that must be considered before a successful
implementation of the total system in the laboratory set-up can be achieved. Below,
the results of the design based on continuous-time models presented in section 8.3 are
combined with the discretization procedure described in Chapter 7.

First, the discretization of the current controller is presented and details about
how to avoid integrator wind-up due to the limited voltage capability of the inverter
are given. Since the current controller has been designed without taking any time
delays into account, a few simulation results are also presented in order to investigate
the effects of an actual non-zero propagation delay. Finally, the discretization of the
rotor-flux estimator is described.

8.4.1 Implementation of the current controller

The designed DIMC current controller is given by CD
s (s) in (8.26) on page 255 and the

decoupling matrix W in (8.27). The starting point for the implementation is to identify

3In [10] the factor c is on the reference D-term, but for the particular system used here, experiments
have shown that measurement noise on ωm leads to unnecessary changes in T �

em. On the other hand,
the reference ω�

m is not subjected to any noise, which makes differentiation much more safe on this
term.
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an equivalent state-space model for the controller. From (8.26) and the standard state-
space model (7.7) on page 234, the following is obtained:

px = 0x +

B︷ ︸︸ ︷
α

[
rrs 0

0 rrs

]
e (8.35)

u = Ix + α

[
Lσ 0

0 Lσ

]
︸ ︷︷ ︸

D

e+

[
0 ωLσ

−ωLσ 0

]
︸ ︷︷ ︸

W

i, (8.36)

where the output voltage is u = [usd usq]
T , the input current error is e = [∆isd ∆isq]

T ,
and the current vector for decoupling is i = [isd isq]

T .

By comparing (8.35) to (7.7), it should be noted that the system matrix A vanishes
and that C becomes the identity matrix — this greatly simplifies the discretization.

Discretization of the current controller

For the Backward Euler method (7.10) and the Tustin approximation (7.11) in Chap-
ter 7, the updating of the current controller from sample (k−1) to sample k then
becomes

Backward Euler:

{
xk = xk−1 + Tk−1Bek

uk = xk +Dek +Wik,
(8.37)

Tustin:

{
xk = xk−1 +

1
2
Tk−1B(ek−1 + ek)

uk = xk +Dek +Wik,
(8.38)

where the B, D, and W matrices are defined in (8.35) and (8.36). Also, Tk−1 is the
elapsed time between the current and the previous sampling instants.

Anti-integrator wind-up

The voltage vector reference calculated above may exceed the voltage capability of the
converter, i.e. the actuator may saturate. Since the controller includes an integrator,
overshoots and a sluggish response may occur, if no precautions are taken against it.
Hence, to avoid integrator wind-up, a method known as back-calculation [10] is used;
this principle has been used by [7] with good results.

The idea may be grasped by the following stepwise procedure:

1. Calculate the ideal output voltage
Ignoring all saturation effects the ideal commanded voltage is calculated by

Backward Euler: uk = xk−1 + (Tk−1B +D)ek +Wik (8.39)

Tustin’s rule: uk = xk−1 + (1
2
Tk−1B +D)ek +

1
2
Tk−1Bek−1 +Wik, (8.40)
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2. Calculate the limited control signal
The commanded voltage is limited by applying a saturation function. The lim-
ited voltage is labeled uk and calculated by first finding the amplitude of the

commanded voltage, |uk| =
√

u2
sd + u2

sq. Then

uk =




uk = [usd usq]
T , if |uk| < |us

s(γ)|max,

|us
s(γ)|max

|uk| [usd usq]
T , otherwise,

(8.41)

which gives no phase error between uk and uk — this and other approaches, such
as a minimum amplitude error technique, for limiting the voltage are analyzed
in [11]. In (8.41), the maximum voltage |us

s(γ)|max is found by (2.12) on page 25.
This requires knowledge of the PWM reference angle γ in stationary coordinates,
i.e. γ = θrf + arctan(usq/usd), if the full hexagon should be utilized4.

3. Find the equivalent error
Using the limited voltage uk, the equivalent error ek is found as

Backward Euler: ek = (Tk−1B +D)−1(uk − xk−1 −Wik) (8.42)

Tustin’s rule: ek = (1
2
Tk−1B +D)−1(uk − xk−1 − 1

2
Tk−1Bek−1 −Wik).

(8.43)

When this error is applied to the controller, the voltage found by (8.41) is pro-
duced. This explains why this method to avoid wind-up is called back-calculation.

4. Update the state variables
The internal state vector xk is updated according to the error ek:

Backward Euler: xk = xk−1 + Tk−1B ek (8.44)

Tustin’s rule: xk = xk−1 +
1
2
Tk−1B(ek−1 + ek). (8.45)

Simulation of current-control loop

To investigate the feasibility of the designed discrete-time current controller based on
a randomized sampling frequency, a few simulation results are presented. The major
concern is how the one PWM period time delay impacts on the performance, because
this delay was ignored during the design in section 8.3.2.

The simulations were conducted in Matlab using the data for the 1.5 kW, 2 pole
induction machine listed in Table A.1 (page 298). The simulations are performed at
both a low and a high fundamental frequency: 5 Hz and 40 Hz, respectively. The
sampling/carrier frequency is fixed at 4 kHz. Different values of the current controller
bandwidth α are used: 0.06, 0.08, and 0.1 times the carrier frequency. Provided that
the decoupling obtained through IMC structure is perfect, these α-values should yield
nominal rise times of 1.5, 1.1, and 0.9 ms, respectively. Since the sampling time is
0.25 ms, the number of updates of the controller during the current rise time is in the
order of 3–6 samples.

4To save processor time, the dependence of |us
s(γ)|max on γ could be ignored by letting |us

s(γ)|max =
udc/

√
3 for all values of γ (in this case pulse dropping will never occur at the expense of not utilizing

the full voltage range of the inverter). Alternatively, one could use |us
s(γ)|max = 2

3udc. However, in
this case the wind-up problem is not compensated correctly.
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Figure 8.8 Simulation of current-control loop with a sampling frequency of 4 kHz. At
t = 1 ms the d-axis reference is changed to 3 A. The q-axis reference is stepped at t = 6 ms.
Left column: 5 Hz fundamental frequency. Right column: 40 Hz fundamental frequency.
(a, b) No delay (the design case), (c, d) the one-sample delay is included, and (e, f) the
one-sample delay is included and the simple current predictor is used.
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Fig. 8.8 shows the results of a step change in the d-axis (at t = 1 ms) and in the
q-axis reference current at t = 6 ms. Due to the off-line nature of the calculations, it
is possible to avoid the one-sample delay, which makes it possible to judge the impact
of the delay without the influence of other phenomena. If the one-sample delay is
ignored (the design case), Fig. 8.8(a, b) shows that the performance is very good: no
coupling exists, and, furthermore, the overshoot is zero. The graphs in Fig. 8.8(c, d)
show the impact of the one-sample delay. The delay reduces the phase margin of the
system. In particular for the high-bandwidth case (α = 0.1), large oscillations occur
due to phase lag introduced by the delay. The overshoot is approximately 55%, which
is unacceptable. At best, the α = 0.08 selection gives a satisfactory performance in
this case.

At this point, it may be noted that if a better performance (in terms of rise time ver-
sus overshoot and sampling rate) is required, then the controller should be redesigned
so that the one-sample delay is incorporated into the controller design. For classic con-
trollers, where the sampling rate is constant, this increases the system model order by
one in the z-domain. However, as explained in Chapter 7 this route cannot be followed
here.

A simple compensation method has been devised, which avoids redesigning the con-
troller. Instead of parsing the sampled currents directly to the controller, dq-currents
predicted one sampling period ahead of time are used in the control algorithms. Specif-
ically, by using the forward Euler method, the predicted current vector îsd(tk+1) at tk+1

becomes

îsd(tk+1) � isd(tk) +
tk+1 − tk
tk − tk−1

(isd(tk)− isd(tk−1)) , (8.46)

where the sampling instants tk−1, tk, and tk+1 are all known at t = tk (tk+1 is precalcu-
lated based on the chosen probability density function for the carrier frequency). By
index substitution the same goes for the q-axis currents. The predictor (8.46) is a very
simple open-loop estimator without any feed-back correcting terms or limiters.

Using this current predictor, the simulation results shown in Fig. 8.8(e, f) show that
the overshoot and the duration of the oscillations are reduced considerably compared to
the results in Fig. 8.8(c, d). Similar conclusions may be drawn from the experimental
tests reported in the next section of this chapter. Even better results could probably
be obtained by basing the predictor on the motor-model equation (8.14), but this
approach adds complexity to the controller. Such a methodology has, however, been
applied successfully in [12] to stabilize an otherwise unstable high-bandwidth deadbeat
current controller for a permanent magnet synchronous machine.

In summary, that impact of the delay in the combined control-inverter system should
be either taken into account during the design or compensated afterwards, if α > 0.08
is required. Below this value, the influence of delay is less significant and if simplicity
is of importance, compensation may be omitted.

8.4.2 Implementation of the rotor-flux estimator

The synchronous-frame rotor-flux estimator was derived in section 8.3.3 leading to the
block diagram in Fig. 8.6 on page 257. The discretization of this continuous-time
estimator is not a trivial task due to the non-linear structure of the system previously
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defined by (8.29) and (8.30), repeated here for convenience:

pψrd =
Lm

τr
isd − 1

τr
ψrd (8.47)

p θrf =
Lm

τr

isq
ψrd

+ ωr = ωrf , (8.48)

where the currents are transformed from stationary αβ to rotating dq coordinates by
(8.8)

isd = isα cos θrf + isβ sin θrf (8.49)

isq = −isα sin θrf + isβ cos θrf . (8.50)

The inputs to the estimator are the measured stator currents isα and isβ besides the
measured (electric) shaft speed ωr. The principal outputs are the estimated amplitude
ψrd and the angular position θrf of the rotor-flux space vector. Note that in a sense
the transformed stator currents isd and isq may be regarded as intermediate internal
states, which just happens to be useful for other purposes (mainly current control in
this case).

Due to both the ψrd term in the denominator of (8.48) and the trigonometric func-
tions in the current transformations, the system is nonlinear. Hence, the system cannot
be put into the standard state-space form. In fact the rotor-flux estimator, includ-
ing the current transformations involving θrf , constitutes a set of differential-algebraic
equations (DAE)5 due to the mixture of differential equations with algebraic equa-
tions (which cannot be eliminated due to the complex nonlinear dependency among
the variables).

Therefore, approximations must be made to complete the discretization and the
subsequent implementation. However, it is astonishing to notice that the otherwise
extensive literature dealing with field-oriented control hardly ever addresses these fun-
damental problems relating to the real-world implementation of rotor-flux observers (or
similar structures). Usually, an ad hoc “solution” is chosen without paying too much
attention to the limitations of the discretization.

Discretization of rotor flux estimator

A simple time-inexpensive algorithm for the rotor-flux estimator problem is presented
below taking the current transformation problem into account as well. A more thorough
analysis of the problems pertinent to the discretization is left for future research. The
following steps outline the algorithm:

1. Prediction of the rotor-flux angle
Using the forward Euler rule between tk−1 and tk (the present time) calculate the
predicted value θ̂rf (tk) by

θ̂rf (tk) = θ(tk−1) + ωrf (tk−1)(tk − tk−1) � θ(tk−1) + ωrfTk−1. (8.51)

5The understanding of DAE’s and algorithms for time-efficient numerical solutions of DAE’s are of
outmost importance in simulators like Saber, which has been used in this research to test many ideas.
A good introduction to numerical algorithms for solution of DAE may be found in [13]. Unfortunately,
these specialized algorithms are both iterative and non-casual, which makes them unsuitable for real-
time evaluation.
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2. αβ to dq transformation
The sampled currents are transformed into the dq frame by inserting the predicted
position θ̂rf (tk) into (8.49) and (8.50).

3. Update the rotor-flux magnitude
The value of ψrd may be found using the backward Euler rule,

ψrd(tk) =

(
1 +

Tk−1

τr

)−1(
ψrd(tk−1) +

Tk−1

τr
Lmisq(tk)

)
, (8.52)

i.e. there is no reason to use the forward Euler for the update of the rotor-flux
magnitude.

4. Update the rotor-flux angular position
The backward Euler method is used again to update (8.48):

θrf (tk) = θrf (tk−1) + Tk−1

(
Lm

τr

isd(tk)

ψrd(tk)
+ ωr(tk)

)
, (8.53)

where the required value of ψrd(tk) is found above in (8.52).

5. Accept results?
The question is now whether to accept or to reject the results. As a simple
measure, the difference between the predicted field angle θ̂rf (tk) from (8.51) and
the field angle obtained by (8.53) is calculated. If the error exceeds some chosen
threshold, this indicates that the predicted position of the field is inaccurate;
then, the algorithm in step 2 may be re-evaluated, but now using θrf (tk) as the

initial estimate of θ̂rf . Other more advanced schemes for modifying the selection

of θ̂rf could also be used.

The values calculated in the first evaluation of step 1 → 4 are used directly without
further corrections in the laboratory implementation. Hence, a high degree of accuracy
is sacrificed, but at least the calculation burden is kept constant.

8.4.3 Final comments on the implementation

The system shown in Fig. 8.2 on page 251 is realized in the laboratory. Specifically,
all control algorithms are implemented in a floating point DSP; further information
about the laboratory set-up may be found in Appendix A. The implementation closely
follows the presented theory taking the following remarks into account also:

The speed controller
The discrete implementation has been obtained by a straightforward discretiza-
tion of (8.34) on page 257. To avoid integrator wind-up, a method advocated
by [10] has been used: an extra tracking loop is added around the integrator
which resets the integrator to an appropriate value, when the commanded torque
exceeds the maximum torque.
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Flux set point
The flux amplitude must be reduced when the speed exceeds the rated speed
due to the limited voltage capability of the converter. For simplicity reasons,
however, field-weakening operation6 is not considered here, i.e. the reference flux
ψ�

rd is fixed in all experiments at its nominal value.

Flux and torque controller
The continuous-time versions of those two first-order controllers given in sec-
tion 8.3.4 were discretized by the Backward Euler method. The outputs i�sd and
i�sq were limited to prevent overloading conditions.

After the system was set into operation, initial tests showed that the measured shaft
speed ωm was somewhat distorted by measurement noise. In order to lower the influ-
ence of the noise on the flux estimation, a third-order Butterworth low-pass filter with
a 100 Hz cutoff frequency was added as indicated in Fig. 8.2 on page 251. The imple-
mentation of the filter, which is updated in each PWM carrier period on an irregular
time basis, closely follows the guidelines summarized in section 7.4.5.

8.5 Laboratory measurements

This section presents various measurements performed on the developed system. Re-
sults of both dynamic and steady-state tests are reported. For reasons of comparison,
the tests are performed for both random carrier frequency PWM and for fixed carrier
frequency PWM. The used modulator settings are:

Random carrier frequency (RCF) PWM
The carrier/sampling frequency is selected at random in the 4–6 kHz range in
each PWM period. A uniform probability density function is used.

Fixed carrier frequency (FCF) PWM
The carrier frequency is fixed at 5 kHz; the sampling frequency is also 5 kHz.

Note that the average carrier frequency is almost the same in these two cases: for
the RCF technique the value is not exactly 5 kHz, but rather (fmax − fmin)/(ln fmax −
ln fmax) = 4.93 kHz — see [16] for details. Also, the classic space-vector modulation
with equal duration of the two zero vectors in each PWM period is used for both FCF
and RCF. All phase currents are sampled simultaneously.

8.5.1 Dynamic performance

The current controller is tested under the conditions specified below. Also, the overall
system is tested by speed ramping tests with and without a load connected to the shaft.
All data used to produce the plots shown in this subsection have been recorded by the
DSP, i.e. no inter-sample information is available.

6As discussed in [14, 15], operation in the field-weakening region requires specialized overmodulation
PWM techniques. This fact may make a direct replacement of a deterministic modulator with a
randomized modulator difficult, if possible at all. (Ultimately, in six-step operation no randomization
is possible at all.)
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Figure 8.9 Measurements of current-control loop performance at low speed (5 Hz funda-
mental frequency) for three values of the bandwidth α (normalized with respect to 5 kHz).
At t = 1 ms, the q-axis reference is stepped from 0.5 A to 1.5 A. The d-axis reference is
fixed at 2.5 A. (a, b) FCF without and with current predictor. (c, d) RCF without and with
current predictor.

Current controller

Apart from testing RCF versus FCF, the tests are also conducted for different val-
ues of the current controller bandwidth parameter α. The normalized values α =
{0.06, 0.08, 0.1} are used. For a 5 kHz base value, this corresponds to bandwidths of
300 Hz, 400 Hz, and 500 Hz, respectively. The impact of the simple current predic-
tor defined by (8.46) is also examined by repeating the experiments with and without
the predictor enabled. In these tests, the speed, flux, and torque controllers are all
disabled, but the rotor-flux angle estimated by the motor model is used in the αβ/dq
transformation blocks. Hence, the drive operates in an open-loop torque mode.

Results for low (5 Hz) and high speed (40 Hz) operation are given in Figs. 8.9
and 8.10, respectively. The plots show that the current controller works as expected
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Figure 8.10 Measurements of current-control loop performance at high speed (40 Hz funda-
mental frequency) for three values of the bandwidth α (normalized with respect to 5 kHz).
At t = 1 ms, the q-axis reference is stepped from 3 A to 4 A. The q-axis reference is fixed at
2.5 A. (a, b) FCF without and with current predictor. (c, d) RCF without and with current
predictor.

with respect to zero steady-state error, but the net time delay in the system affects
the dynamic response compared to the ideal first-order behavior given by (8.23) on
page 254. However, by using the simple current predictor (8.46), Fig. 8.9(b, d) shows
that the influence of the delay may be reduced significantly. These observations comply
well with the conclusions drawn from the simulations shown in Fig. 8.8 on page 261.

The results obtained by the randomized PWM technique do not differ much from
the responses recorded for the fixed PWM frequency operation. Hence, it may be
concluded that RCF does not deteriorate the performance of the current controller,
even though the instantaneous sampling rate is varying in an unpredictable manner
from one sampling instant to the next.
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Figure 8.11 Speed ramping tests from standstill (but pre-magnetized) to 2400 rpm. The
load torque is quadratic; at 2400 rpm the induction motor is loaded about 90 % of the rated
load. Plots of reference and actual shaft speed as well as dq stator current components are
shown. (a, b) FCF and (c, d) RCF modulation.

Speed ramping tests

The speed ramping tests are performed for the same modulator settings as used for
the tests of the current controller. The bandwidth parameter α is set to 0.08 pu, i.e.
400 Hz in all experiments. Two kinds of loads are applied to the shaft. In the first
case, the motor is loaded only by the inertia (and friction) of the dc-generator used in
the load test: here, the dc-generator feeds power into a resistor bank, which implies
that the static shaft torque increases roughly in proportion to the shaft speed squared.

The results shown in Fig. 8.11 were recorded. It may be seen in Fig. 8.11(b, d) that
when the induction motor is loaded, the applied torque-component of the current isq,
saturates at 5 A which is the current limit programmed into the control system. After
t = 2.2 s, the anti integrator wind-up assures that isq decreases below the 5 A limit
again; the final transition to 2400 rpm happens almost without shaft speed oscillations.
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The obtained results illustrate that there is virtually no difference between the
performance for fixed and random PWM frequency operation on this time scale.

8.5.2 Steady-state performance

The steady-state characteristics are visualized in both time domain or in the frequency
domain. This includes recordings of current waveforms and measurements of spectra
for the inverter output voltage, the phase currents, and the emitted acoustic noise.

Current trajectories

A digital storage oscilloscope (Tektronix 510A, see Table A.3(a) on page 299 for key
specifications) was used to acquire simultaneous samples of two phase currents, ia
and ib. A sample rate of 250 kSample/sec was used, i.e. the true phase currents are
measured including the ripple components caused by the inverter switchings in the
4–6 kHz interval. The αβ-components of the stator currents have been calculated to
show polar plots of isβ versus isα.

Sample results are shown in Fig. 8.12 for different values of the current reference, the
bandwidth α, and the fundamental frequency. In these experiments the outer control
loops are disabled to assure that the references i�sd and i�sq are constants throughout the
experiments. Comparing the α = 0.02 pu case in Fig. 8.12(a) to the α = 0.1 pu case
in Fig. 8.12(c), it may be noted that the current controller gets better to attenuate
the non-linearities caused by the inverter imperfections for higher α-values. This is,
especially, clear around the zero crossings of the current.

In this context, however, the most important conclusion to draw from Fig. 8.12
is that the same closed-loop performance is obtained with random carrier frequency
PWM as with classic fixed frequency PWM.

Voltage, current, and acoustic noise spectra

Finally, the frequency-domain performance of the developed field-oriented drive was
measured. The operation conditions for the tests are as follows: the speed reference
is set at 2400 rpm and the induction motor is loaded with the nominal torque. The
current controller bandwidth is set at 400 Hz (0.08 pu).

Using the Pulse dynamic signal analyzer system described in Appendix A, spectra
were measured for the inverter output line-to-line voltage, the phase current, and the
total emitted acoustic noise. Note that the measured noise includes the noise caused
by the dc generator used to load the induction machine. The test results are shown
in Fig. 8.13 on page 271 for an equivalent noise bandwidth equal to 12 Hz. Also, the
ordinate axis uses the PWR units introduced in section 3.3, i.e. the strength of all
harmonic spectral components is correctly scaled, but the density part of the RCF
spectra has an offset.

The fixed PWM frequency operation results in the well-known harmonics around
Nfc (N any positive integer), but the RCF modulation attenuates the carrier fre-
quency harmonics by transferring their power into the continuous density spectrum.
Fig. 8.13 also shows many harmonics peaking up below 1 kHz. These peaks are prob-
ably caused by small perturbations around a stationary operating point due to the
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Figure 8.12 Measurement of time-domain phase current ia (left column) and isβ versus isα
(right column) in polar plot. The magnetizing current reference is fixed at i�sd = 2.5 A. The
q-axis reference and the bandwidth α are varied: (a, b) i�sq = 1.5 A and α = 0.02 pu; the
fundamental frequency is 7 Hz, (c, d) i�sq = 1.5 A and α = 0.1 pu; the fundamental frequency
is 7 Hz, (e, f) i�sq = 4.0 A and α = 0.1 pu; the fundamental frequency is 40 Hz.
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Figure 8.13 Measurement of power spectra for the field-oriented drive loaded with nominal
torque at 2400 rpm using (a–c) FCF and (d–f) RCF modulation. All spectra are given in
normalized PWR units (amplitudes squared). 0 dB corresponds to (300 V)2, (3 A)2, and
(20 µPa)2 for the line voltages, phase currents, and the sound pressure levels, respectively.
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combined influence of measurement noise, inaccurate rotor-flux estimation, converter
non-linearities, etc. Furthermore, the individual current harmonics below 1 kHz all
carry an amount of power, which is more than 40 dB below the power carried by the
fundamental current component. If this 40 dB power ratio is converted into a linear
scale, it corresponds to an amplitude ratio of 1 :100 or less.

Concerning the sound pressure level measurements, peaks occur around 0.4 kHz
and 2 kHz under both RCF and FCF operation. Without an elaborative investigation,
it is difficult to identify the cause of these large spectral components — one possibility
is that they originate from an interaction between space harmonic fields due to stator
and rotor slots, see [17]. More important for this investigation is, however, that the
carrier frequency harmonics are totally eliminated by combining RCF operation with
a field-oriented control strategy.

8.6 Summary

In this chapter a rotor field-oriented induction motor drive has been designed, im-
plemented, and experimentally tested. The digital control system itself consists of
standard functional units, i.e. no attempts have been made to implement advanced
features, such as speed sensor-less operation, etc. Rather, the objective has been to
demonstrate that random PWM (in particular, random carrier frequency PWM) is
compatible with sampled control structures like those part of an FOC drive, even for
operation with non-uniform sampling rates.

All innermost loops (current controller, rotor-flux estimator, and flux- and torque
controllers) are updated on a non-equidistant time basis determined by the instantan-
eous carrier frequency for the modulator, which is selected at random within a prede-
termined range. An outer speed controller running with constant sampling rate is also
part of the system. In accordance with the guidelines in Chapter 7, the entire system
is designed in the continuous time domain before it is translated into a discrete-time
equivalent.

Tests show that the dynamics of the current controller during RCF operation are
hardly discernible from the results obtained with a fixed carrier/sampling frequency.
Other experiments have also shown that the tracking capability of the speed controller
is immune to the randomization of the inner loops. With respect to steady-state oper-
ation, it has been demonstrated that the fundamental current component is unaffected
by the randomization; the difference between RCF and FCF modulation is constrained
to the ripple component of the current.

Measurements of frequency-domain properties during field-oriented control in steady
state show that RCF eliminates almost all carrier frequency harmonics existing with
FCF modulation. This has a significant impact on the voltage and the current spectra
and, hence, also on the emitted noise, which attains a more broad-band characteristic.

In total, it is concluded that RCF-PWM, which is the best performing random
PWM technique with respect to acoustic noise reduction, is compatible with normal
discrete-time feed-back control techniques used in direct field-oriented ac drives. Using
this approach, FOC can be combined with random PWM to yield a drive that has
good control properties and, simultaneously, the whistling acoustic noise known from
fixed carrier frequency modulation is significantly reduced.
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Comparing the work reported in this chapter to previous publications on random
PWM in closed-loop applications (notably [18–21] — see section 7.2 in the previous
chapter for a review), the following improvements are regarded as significant:

• A fully operating FOC drive capable of running with a variable sampling rate
synchronized to a randomly varying PWM carrier frequency has been realized in
such a way that the dynamic characteristics are almost equal to those obtain-
able with FCF modulation. In contrast to [18–20], which use a similar random
modulator, all details pertinent to the design and the digital implementation are
included.

• In contrary to the poor-performing random lead-lag (RLL) modulator used in [21],
full advantage of the RCF-PWM technique is taken. First of all, symmetrical
switching functions are generated, which eases current detection and avoids dis-
tortion of the fundamental current component. Secondly, RCF is superior to RLL
with respect to acoustic annoyance reduction.

As mentioned already in Chapter 1, the recent analysis [17] shows that DTC and a
simple V/Hz-regulated drive based on RCF-PWM have similar steady-state charac-
teristics regarding voltage, current, and acoustic noise spectra. The results reported
in this chapter extend the similarity between DTC and RCF combined with FOC to
also include the dynamic performance of these two — conceptually very different —
methods to control an ac machine for high-performance applications.
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[10] K. J. Åström and T. Hägglund, PID Controllers: Theory, Design, and Tuning,
Instrument Society of America, Research Triangle Park, North Carolina, second
edition, 1995.

[11] A. M. Hava, Carrier Based PWM-VSI Drives in the Overmodulation Region,
Ph.D. thesis, University of Wisconsin–Madison, 1998.

[12] L. Springob and J. Holtz, “High-Bandwidth Current Control for Torque-Ripple
Compensation in PM Synchronous Machines,” IEEE Trans. on Industrial Elec-
tronics, vol. 45, no. 5, pp. 713–721, Oct. 1998.

[13] J. Vlach and K. Singhal, Computer Methods for Circuit Analysis and Design, Van
Nostrand Reinhold, New York, second edition, 1994.

[14] J. Holtz, W. Lotzkat, and A. M. Khambadkone, “On Continuous Control of PWM
Inverters in the Overmodulation Range Including the Six-Step Mode,” IEEE
Trans. on Power Electronics, vol. 8, no. 4, pp. 546–553, Oct. 1993.

[15] A. M. Hava, R. J. Kerkman, and T. A. Lipo, “Carrier-Based PWM-VSI Overmod-
ulation Strategies: Analysis, Comparison, and Design,” IEEE Trans. on Power
Electronics, vol. 13, no. 4, pp. 674–689, July 1998.

[16] M. M. Bech, F. Blaabjerg, J. K. Pedersen, and A. M. Trzynadlowski, “Compara-
tive Investigation of Random PWMTechniques with Variable Switching Frequency
and Pulse Position for Inverter-Fed Induction Motors,” Proc. of 7th European
Conference on Power Electronics and Applications, vol. 1, pp. 343–349, 1997.

[17] L. Xu, Z. Q. Zhu, D. Stone, and D. Howe, “Acoustic Noise Radiated by Space Vec-
tor PWM, Random PWM and Direct Torque Controlled Induction Motor Drives,”
Proc. of the International Conference on Electric Machines, vol. 3, pp. 1746–1751,
1998.

[18] C. B. Jacobina, A. M. N. Lima, E. R. C. da Silva, and R. L. de A. Ribeiro,
“Current Control for a Random PWM Voltage Source Inverter,” Proc. of the 28th
IEEE Power Electronics Specialists Conference, vol. 2, pp. 1440–1446, 1997.

[19] C. M. Liaw and Y. M. Lin, “Random Slope PWM Inverter using Existing System
Background Noise: Analysis, Design and Implementation,” IEE Proceedings —
Electric Power Applications, vol. 147, no. 1, pp. 45–54, Jan. 2000.



Bibliography 275

[20] B.-R. Lin, “High Power Factor AC/DC/AC Converter with Random PWM,”
IEEE Trans. on Aerospace and Electronic Systems, vol. 35, no. 3, pp. 935–943,
July 1999.

[21] B.-R. Lin and H.-H. Lu, “Three-Phase AC/DC/AC Converter with Random Pulse
Position,” Proc. of 8th European Conference on Power Electronics and Applica-
tions, Sept. 1999.



276 Chapter 8. Field-oriented control using random PWM — a case study



Part IV

Conclusion





Chapter 9

Conclusion

In the last decade random pulse-width modulation for power electronic converters has
been promoted in the literature as an alternative to deterministic PWM, which is widely
used today in industrial products. In some applications random PWMmay alleviate the
whistling acoustic noise problems often encountered when magnetic components, such
as ac motors, are subjected to a periodical excitation due to a deterministic pulse-width
modulator. Alternatively, random PWM may reduce the filtering/shielding needed to
ensure that a certain apparatus complies with electro-magnetic emission standards.

To gain a better understanding of the properties of randomized pulse-width mod-
ulators, a number of aspects of random PWM has been analyzed in this thesis. The
investigations range from spectral analysis of various randomized modulators for both
dc/dc converters and three-phase converters to analysis of applications that include a
random PWM unit which is part of a discrete-time control system synchronized to a
randomly changing PWM carrier frequency.

9.1 Summary of the thesis

To establish a basis for the analysis of random PWM a review of the principles for pulse-
width modulation was initially given, including the fundamental concepts of switching
functions and duty ratios. Also, since a major part of this thesis is dedicated to analysis
of random PWM techniques for use in three-phase converters, the ideas of space vectors
and the well-known principles for voltage synthesis by both space-vector modulation
and different zero-sequence injection were reviewed.

Afterwards, the principles for random PWM were described and it was explained
that two fundamental approaches exist: the duration of the carrier period may be
randomized or the pulse position within a (fixed) carrier period may be selected at
random. Modulation techniques belonging to the former class are denoted as random
carrier frequency (RCF) PWM whereas variants of the latter method are classified by
the acronym RPP, random pulse position PWM.

By extending these two basic principles for randomization, which both assure that
the correct average voltage is produced, it was shown how other random PWM schemes
may be constructed. It has been argued, however, that only a few of the resulting
random PWM techniques can be considered as realistic candidates for practical appli-
cations. Therefore, the main emphasis in this thesis is put on random carrier frequency
PWM and different variants of random pulse position modulation.

279
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As stated in Chapter 1 the first topic of this thesis relates to spectral analysis
of the output voltage waveforms generated by randomly modulation three-phase and
dc/dc converters. To investigate such issues, a general spectral analysis theory has been
developed allowing an analytic prediction of the power spectral density (the distribution
of the power versus frequency) for random PWM waveforms. This general theory is
not tailored towards a specific randomization scheme, but rather the theory is valid
for a generalized class of modulators where variables, such as the carrier frequency, the
pulse width, and the pulse position within each carrier period, are subjected to random
variations (but with known statistical properties determined by proper probability
density functions). Also, the general spectral analysis theory takes periodical variations
in the duty ratio properly into account — this is mandatory in order to analyze random
PWM for dc/ac converters where the voltage reference follows a sinusoidal which is
typically “distorted” with harmonics to realize the classic space-vector modulation or
other non-sinusoidal reference waveforms.

Based on this general spectral theory closed-form expressions for the power spectral
density have subsequently been derived for a variety of random PWM schemes for both
dc/dc and dc/ac applications. Due to the complexity of the mathematics involved in
the analyses, a high priority has been given to experimental verifications of the derived
theoretical results. However, it has been demonstrated that a direct comparison of cal-
culated spectra with measured spectra requires careful attention due to the operating
principles of digital signal analyzers (DSA). In particular, the random PWM techniques
that produce a spectrum having both a density part (volt2/Hz) and a harmonic part
(volt2) do easily lead to misinterpretation, because the DSA is incapable of measuring
these parts separately; only the total power around some frequency of interest may be
estimated by the DSA. This complicates a direct comparison and, therefore, a simple,
but yet very powerful, methodology has been developed that ensures a mathemati-
cal correct comparison of calculated and measured spectra, even when the spectrum
has both density and harmonics. Basically, the idea is to emulate the non-ideal char-
acteristics of the DSA by convoluting the calculated spectra with the power transfer
characteristics of DSA before the comparison is made.

The validity of both the general spectral analysis and the methodology for compar-
ison of calculated and measured spectra was first examined for two different random
PWM schemes applicable for a full-bridge dc/dc converter. After having completed a
spectral analysis for both an RCF-PWM and a random lead-lag pulse-position modu-
lation scheme, measurements on an operating dc/dc converter laboratory set-up were
recorded. Comparisons showed an excellent agreement between the theoretically ex-
pected and the actually measured spectra. These obtained results unambiguously docu-
ment the correctness of the spectral analysis for those two particular random PWM
techniques for full-bridge dc/dc converters.

Next, random PWM techniques for three-phase dc/ac converters were studied. A
discussion of the consequences of using a discrete or a continuous probability density
function (pdf) for e.g. the instantaneous carrier frequency in the RCF scheme was
initially given. It was argued that the use of a limited pool of carrier frequencies is
preferable because this selection significantly simplifies the theoretical spectral analy-
sis, the spectral shaping problem, and also the practical implementation becomes less
complicated when a discrete pdf is used compared to a continuous pdf.
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Four different random PWM techniques for three-phase dc/ac converters were sub-
jected to spectral analysis. The first technique is the RCF method using center-aligned
on-state pulses within each period of the carrier; the remaining three techniques all use
a fixed carrier frequency (FCF) while either the pulse positions or the pulse widths are
randomized (these kinds of methods are labeled FCF-RPWM). When averaged across
one period of the carrier, all studied random PWM techniques guarantee a correct
voltage-second balance between the voltage reference and the actual voltage produced
by the randomly modulated converter.

The spectra for both the switching function controlling one leg of the converter and
the line-to-line output voltage have been calculated analytically. Extensive comparisons
with measurements on an operating laboratory system have been made. In all cases,
very good agreements have been obtained which fully verifies the correctness of the
derived closed-form expressions for the power spectra produced with four different
random PWM schemes for three-phase dc/ac (or ac/dc) converters.

Focusing mainly on three-phase converters, another part of the research concerned
the practical applicability of random PWM. In particular, fundamentals of the impact
of the modulation process on the quality of the load current have been analyzed besides
issues relating to the interactions between a randomized PWM unit and the overlying
control system generating the reference voltage to the modulator.

To support this evaluation, a number of requirements were formulated and dis-
cussed. One of the requirements relates to the controllability of the fundamental com-
ponent of the current. Stated otherwise, it seems logical to require that the change of
the average current in a PWM period is independent of the ripple voltage caused by the
pulse-width modulation process (which may be governed partly by a random process).
For control purposes, another key constraint relates to the detection of the average
phase current in each carrier period. Typically, this is accomplished by simultaneously
sampling all phase currents in the center of the PWM carrier period.

An analysis of the current waveforms in one period of the carrier was completed.
This revealed that the PWM switching process itself may affect the change of the aver-
age load current during one carrier period, even if the correct average voltage vector is
generated. Most variants of the FCF-RPWM techniques share this unattractive prop-
erty which leads to low-frequency distortion of the load current in voltage-controlled
converters. Furthermore, for the same random PWM schemes it has been shown that
detection of the average phase currents is impossible by means of the standard ap-
proach using samples taken only at the center of the carrier period. It was also shown
that the cause of the described problems is the fact that some random PWM schemes
generate switching functions which are asymmetric with respect to the center of the
carrier period. To remedy this problem a new current sampling strategy was presented
which allows the precise average phase current to be detected for two of the studied
variants of FCF-RPWM. This sampling strategy is only slightly more complicated than
the standard sampling strategy: it does not involve any load parameters and only two
samples of the current in each phase are required in each carrier period.

Next, problems relating to the design and the implementation of closed-loop con-
trol systems for randomly modulated converters were studied in order to investigate
the feasibility of using random PWM for high-performance applications (field-oriented
control of ac drives, active mains rectifiers, etc.). Usually, such control systems are
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implemented in a sampled-data system, i.e. information about the state of the system
is available at discrete time instants only. Typically, the sampling frequency for the
inner-most control loops equals the PWM carrier frequency in order to get the best pos-
sible utilization of the converter with respect to switching losses versus the obtainable
closed-loop bandwidth.

It was demonstrated that two major challenges exist for a successful use of random
PWM in such applications. First, it follows from the discussion above that for the FCF-
RPWM schemes producing asymmetrical switching functions, attention must be paid
to the fact that accurate values for the current feedbacks are available to get correct
current control, flux estimation, etc. Fortunately, since all FCF-RPWM schemes oper-
ate with a constant carrier frequency, the requirement of synchronization between the
controller and the modulator does not complicate the use of FCF-RPWM compared to
deterministic PWM. However, for the RCF scheme, which is much better with respect
to acoustic noise reduction than all known FCF-RPWM schemes, the synchronization
requirement implies that the (digital) control system must be capable of operating with
a randomly changing sampling frequency.

Therefore, starting from a brief review of normally used design procedures for digital
control systems, it was argued that it is impossible to use classic discrete-time design
procedures in the z-domain for the problem at hand, because the sampling rate is
non-constant when RCF is used. A viable design route for a non-uniformly sampled
controller was then suggested: First, a suitable continuous-time controller is designed
using one of many well-known Laplace-domain techniques. Then, this transfer function
is approximated by using a first-order numerical integration method in order to get a
discrete-time state-space equivalent which may be evaluated at a non-uniform sampling
rate. Details were given of how to obtain a relatively low-complexity algorithm which is
suitable for real-time evaluation in, for example, a DSP. The suggested procedure allows
continuous-time transfer functions of arbitrary order to be emulated by a discrete-time
equivalent.

Using this two-step procedure for design and implementation of non-uniformly sam-
pling digital controllers, a complete rotor field-oriented induction motor drive based on
RCF modulation was designed, implemented in a laboratory set-up, and tested. Meas-
urements show that tangible performance characteristics ranging from the rise time of
the innermost current control loop to the tracking capability of the outer speed control
loop are almost inseparable from each other whether fixed carrier frequency PWM or
random carrier frequency PWM is used. This verifies the usefulness of the suggested
methodology to unify random PWM with closed-loop applications in order to get a
system with good dynamic properties, and meanwhile the acoustic annoyance problem
may be reduced thanks to the random carrier frequency operation.

9.2 Conclusions and new contributions

By the results presented in this thesis it is believed that all objectives of the research
project have been fulfilled. To solve the two problems stated in Chapter 1 many new
aspects of random pulse-width modulation have been thoroughly investigated. This
has led to the main conclusions and recommendations summarized below where the
key novel scientific contributions are identified also.
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Problem #1: Spectral analysis of random PWM

• A general mathematical framework for spectral analysis of random pulse-width
modulated signals has been presented. Starting from this general theory, it is
possible to derive expressions for the spectral characteristics of a variety of mod-
ulators where the carrier frequency, the pulse width, or the pulse position within
each carrier period may be subjected to randomization. This spectral theory has
proved to be very powerful.

• The derivations leading to the general spectral theory are based on related work
found in the literature. It is believed, however, that important details regarding
the exact course of the switching functions have been included in a unique way.
In particular, the method to include deterministic variations of the duty ratio for
dc/ac (ac/dc) converters controlled by an RCF strategy significantly simplifies
the needed algebra compared to earlier investigations. This new approach is
of great practical importance, because arbitrary modulators (sinusoidal, space-
vector, discontinuous PWM, etc.) may all be analyzed in a consistent manner.

• A method has been presented that allows the spectrum for the difference of, say,
two (correlated) switching functions to be calculated. In this way the spectrum
of e.g. the line-to-line voltage or the line-to-neutral voltage may be calculated.
The suggested approach is exact in a mathematical sense, but, nevertheless, it
does not involve the use of cross power spectral densities which are often difficult
to calculate analytically for correlated functions. The method is considered —
and has proved to be — a very strong and a unique tool for analysis of composite
waveforms found in, for example, random PWM converters.

• The general spectral theory was successfully applied on different random PWM
schemes which may be of practical interest due to their simplicity and close
resemblance with well-known deterministic PWM strategies. Two schemes for
full-bridge dc/dc converters were analyzed; four random PWMmethods for three-
phase dc/ac converters were studied. In all cases, closed-form expressions were
derived for the spectrum of the switching function and for the spectrum of the
line-to-line voltage, once statistics for the relevant random variables were known.

• Excluding some of the results for the random lead-lag (RLL) scheme, all spec-
tral expressions are believed to be new and unprecedented in the literature. In
particular, the successful analysis of the density spectrum of the RCF scheme for
dc/ac applications is considered unique and of great practical use because RCF
modulation is probably the best way to combat tonal acoustic noise and to avoid
harmonic spectral peaks in general.

• With respect to experimental verifications, it is concluded that a comparison be-
tween theoretically calculated spectra and spectra measured in the laboratory
requires that the operating characteristics of the used DSA are taken properly
into account. In this connection a useful methodology has been presented (and
extensively used) which allows a scientifically correct comparison of calculated
and measured spectra. Surprisingly, such fundamental issues have not been re-
cognized in the existing random PWM literature.
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• To verify the derived spectral expressions, extensive laboratory measurements
have been made. Taking the imperfections of the DSA properly into account, it is
concluded that all spectral analyses are fully correct; despite the complexity of the
mathematics, excellent agreements exist between calculated spectra and spectra
existing in a fully operating converter system. These thorough experimental
verifications of the theoretical analyses are considered unique.

Problem #2: Random PWM in closed-loop (high-performance) applications

• The use of random PWM in high-performance applications requires careful at-
tention. For the asymmetrical variants of the FCF-RPWM modulators it must
be assured that the current fed back to control system correctly represents the
per PWM carrier period average. Acknowledgement of this fundamental problem
is believed new.

• It is concluded that the major difficulty in using symmetrical RCF-PWM for
high-performance applications, where the inner-most digital control loops must
be synchronized to the PWM unit, is that the controller is updated on a non-
equidistant time basis; the sampling frequency varies randomly.

• For RCF modulation this renders design of linear controllers, filters, and similar
structures of orders greater than 1 directly in z-domain impossible due to the
non-uniform sampling rate requirement. An implementation of such structures
in form of a fixed-coefficient difference equations is impossible. A clarification
of such fundamental problems regarding the use of a random carrier frequency
PWM unit as part of a digital control system has not been found elsewhere.

• For RCF-based systems, it is concluded that the only viable way to design and to
implement e.g. a current controller is to do the design in the continuous s-domain
and then approximate the found s-domain transfer function by a numerical algo-
rithm.

• A systematic procedure for such a discretization was presented that allows lin-
ear continuous-time structures to be emulated by a discrete-time algorithm that
may be updated at a non-uniform (including a random) rate. This procedure,
which also attempts to minimize the necessary real-time computations, makes use
of well-known state-space control theory, but since applications of non-uniform
sampling rates in real-time systems are largely undiscovered in the literature, it
is still believed that the suggested procedure has some originality.

• The FOC drive designed to demonstrate the practical usefulness of the suggested
method to unify RCF with a high-performance application is considered original.

• Based on experiments with the FOC drive, it is concluded that the obtainable
performance is equal to the performance obtainable with deterministic PWM,
both during dynamics and during steady-state operation. The emitted acoustic
noise is, however, much less annoying with RCF modulation. It is believed that
the unification of RCF-PWM and FOC gives an ac drive with characteristics very
similar to those obtainable with the direct torque control philosophy.
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Miscellaneous conclusions and recommendations

• Based on the analysis of the current waveforms, it is concluded that the PWM
process (more precisely, the ripple voltage caused by the switchings) may influence
the change of the average load current, even when the reference voltage is cor-
rectly synthesized in terms of the per PWM period average. The use of (possibly
randomized) symmetrical switching functions is highly recommended to ensure
complete decoupling between the ripple voltage coming from the modulation pro-
cess and the change of the average load current. This recommendation is valid
for both random PWM and for deterministic PWM.

• The problem of detecting the correct average current on a per PWM carrier
period basis for modulators giving asymmetrical switching functions has not been
recognized elsewhere. The modified current sampling strategy, which allows a
precise detection of the average load currents for modulators generating quasi-
symmetrical switching functions, is also believed to be unseen in the existing
literature.

• Regarding the overall practical applicability of random PWM for three-phase sys-
tems it is concluded that the highly asymmetrical RLL scheme is the most poor-
performing method, whereas the fully symmetrical RCF scheme using center-
aligned switching functions is the best one. The latter may, however, be more
complicated to use in high-performance systems due to the non-uniform sam-
pling rate requirement. For some applications, quasi-symmetrical FCF-RPWM
schemes may be an acceptable compromise between RLL and RCF modulation.

• It is recommended that random PWM schemes giving asymmetrical switching
are not used in open-loop voltage mode, unless a non-zero level of low-frequency
distortion around the fundamental current component is acceptable. Even closed-
loop current control is problematic with asymmetrical modulators due to the
difficulty with the current detection. Exposition of such fundamental problems
with the use random PWM is believed to be novel.

• Regarding the choice of probability density functions (pdf) for the random vari-
ables (carrier frequency, pulse position, etc.) a discrete pdf is preferable to a con-
tinuous pdf. The former simplifies the theoretical spectral analysis, it complies
much better with the spectral shaping problem, the practical implementation be-
comes simpler, and the smoothness of the spectrum remains unaffected. Some
applications, however, such as converters using purely analogue control circuitry,
may be better served with a continuous pdf.

• The replacement of a deterministic modulator with a randomized modulator is
not a trivial task — in fact, it may be impossible at all; care should always
be exercised to ensure that a certain randomized modulator complies with the
operating principles of the power converter it is intended for. Random PWM is
— in the opinion of the author — better suited for “simple” converter topologies,
like those studied in this thesis which all consist of parallel-connected half-bridges,
than for e.g. dc/dc converters. In the latter a proper intrinsic operation is usually
closely connected to the modulator. This complicates the use of random PWM.
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9.3 Future work

Several topics worthwhile a more in-depth study have not been pursued in this thesis.
For example, the derivation of a unified spectral theory for random PWM schemes has
been a major topic, but apart from the actual verifications, more practical use of the
spectral theory still remains. Other interesting topics for future research include:

• Use the developed spectral analysis to establish an objective comparison of volt-
age spectra generated by different random PWM techniques. For example, the
total power in a certain frequency range may be quantified.

• The spectral shaping problem mentioned in Chapters 1 and 5 may be explored
using the spectral analysis as a part of a numerical optimization process. The
objective may be to minimize the total power carried around a known system
resonance frequency by letting the optimizer determine the optimal probability for
e.g. each carrier frequency in a given pool of frequencies for the RCF technique.

• Derive a transfer function between the spectrum of the voltage and the spectrum
of the emitted noise in e.g. an ac drive in order to gain a better insight into which
voltage spectrum is optimal with respect to acoustic noise reduction.

• Quantify precisely the extent of the low-frequency current distortion caused by
the use of asymmetrical switching functions, which may be generated either delib-
erately as in some random PWM schemes or unintentionally due to e.g. imperfect
blanking-time compensation, PWM timer quantization, gate drivers, etc.

• The performance deterioration caused by the erroneous current detection for those
PWM techniques that generate asymmetrical switching functions could also be
further investigated.

• Study which impact a wide-band excitation has on different systems having res-
onances within the frequency range of the (random) excitation. Some claim that
resonances are not excited to any significant extent — in fact, systems may even
benefit from a non-periodic excitation1. Other investigations indicate, however,
that a wide-band excitation is disadvantageous, because even though the excita-
tion is non-repetitive, harmful resonances may still be built up2.

• Use random PWM for estimation of parameters in e.g. ac motor models. This
may be useful for auto-tuning of controllers in frequency converters.

• Study the merits and demerits of the novel random PWM technique denoted
as RPP-DPWM in Chapter 6 which is a randomized version of discontinuous
modulators for three-phase applications.

1For instance, for ac drives ABB states that the DTC technology results in “No harmful mechanical
resonances. Lower stresses in gear boxes, fans, pumps.” This quotation is taken from page 19 in
“Technical Guide No. 1 — Direct Torque Control,” (42 pp.) published by ABB Drives in 1999.

2Investigations by Morten Simonsen and Jens Engen Sørensen in their Master’s project in the
spring 2000 have shown that the resonance frequency in an LCL line filter for a three-phase active
mains rectifier is easily triggered when a wide-band excitation (RCF modulation in this case) is used.
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Appendix A

Laboratory facilities

A.1 Introduction

To support the spectral analysis presented in this thesis a large number of measurements
on laboratory set-ups have been made. The objective of this appendix is to present
an overview of the laboratory facilities used in the experiments underlying the results
reported in the main parts of this thesis.

Apart from supporting the spectral analysis, measurements on the set-ups described
below have also been used to acquire time-domain waveforms of signals of interest,
such as the phase currents supplied to a load from a randomly pulse-width modulated
converter.

Appendix outline

The appendix is divided into five sections. The first section presents an overview of
the hardware used in the experiments. The next three sections each gives a more
elaborative description of different parts of the set-up. Finally, a section listing several
tables with key specifications for the used instrumentation concludes the appendix.

A.2 Laboratory system overview

To facilitate the presentation, the overview shown in Fig. A.1 on the following page
may be used. As shown, the laboratory system may conveniently be divided into three
functional units:

Control unit
This part of the system includes all the auxiliary functions needed to generate
switching functions for the power converter. All computations are performed by
a PC-hosted digital signal processor (DSP) that interfaces to a micro controller.
The micro controller generates the actual switching functions, which are the input
signals to the gate drivers. To accomplish this task, the control system does also
include miscellaneous interfacing hardware between the power converters and the
control unit.

289
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Figure A.1 Overview of laboratory facilities showing the power electronic converter, the
control unit, and the measuring system.

Power circuits
The power stage includes the main power electronic converter and the load con-
nected to the converter. Depending on the experiment, either a full-bridge dc/dc
converter or a three-phase voltage source converter is used. Both converters have
built-in protective circuits, which ensure automatic shut down, if a fault occurs
(short-circuit/overload currents, etc.). Apart from the mains supply, the only
external signals needed to operate the converters are the switching functions pro-
vided by the control unit.

The measuring system
To record the characteristics of the power converter, state-of-the-art measurement
equipment is used. The primary instruments are a four-channel digital storage
oscilloscope for time-domain measurements and an advanced dynamic signal an-
alyzer for frequency-domain measurements. The measuring system also includes
transducers and pre-amplifiers for accurate acquisition of voltage, current, and
acoustic noise

More details regarding the laboratory facilities are given in the subsequent sections.

A.3 The control unit

The control unit maintains two important tasks: (a) it handles all computations per-
tinent to the pulse-width modulator besides the overall control of the converter and
(b) it provides an interface between the software and the optic fibers used to convey
information to the converter. The block diagram in Fig. A.2 outlines the control unit.

Originally, this system was designed and built by graduate students1 in 1996 at the
Institute of Energy Technology as a part of their Master’s project. However, in order to
adapt the system to the particular needs in the present project, a number of hardware
modifications have been made to the original system. Also, of course, almost nothing
of the original software has been reused, but, nevertheless, the original source code has
been a great source of inspiration.

1Uffe B. Jensen, Tonny I. Mortensen, and Morten P. Rasmussen.
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Figure A.2 Block diagram of the control unit.

A.3.1 Overall description of the control unit

Referring to Fig. A.2, the PC hosts the EZ-LAB Development System evaluation board.
This board has been designed by BittWare Research Systems and it is equipped with
an Analog Devices 21062 DSP and a number of peripheral functions. This 32/40 bit
floating-point DSP is based on the Super Harvard Architecture (SHARC).

The DSP has four internal buses that assure a very fast access to the the on-chip
memory used for both data and programme storage. Also, all instructions are executed
in a single clock cycle of duration 1/(40 MHz) = 25 ns. The DSP does also have a
number of I/O peripherals, including external data and address buses.

In addition to hosting the DSP board, the PC is used as a terminal where the
user may select the modulation method, change reference values, collect data, etc. All
algorithms for the control of the converter are implemented in the DSP.

Since the DSP lacks dedicated PWM timers, a Siemens 16-bit fixed-point micro
controller SAB 80C167 is used. Since the two systems are not synchronized to the
same clock, the DSP and the micro controller communicate through a dual-ported (DP)
RAM interface. A number of control lines are used to facilitate the communication. In
particular, interrupt request lines are important to assure proper timing of events.

The output from the micro controller is the commanded switching functions needed
to control the converter in form of a TTL-compliant digital signal. However, in order
to provide electrical isolation between the control unit and the power converters, a
fiber optic interface is used to transmit the gate signal to the converter. The needed
drivers, and the optic transmitters themselves, are physically located on the output
board shown in Fig. A.2.

Since the field-oriented control system studied in Part III relies on feed-back control,
an eight-channel analog-to-digital (A/D) interface board is used to measure the phase
currents, the dc-link voltage, and the shaft speed. These signals are sensed based on
Hall effect LEM modules (LA 50-P), an isolation amplifier (Hewlett-Packard HCPL-
7800), and a 2500-line encoder (Scancon 2R-series), respectively. The resolution of the
A/D converter (Analog Devices AD7891) is 12 bit, and the conversion time is 2.5 µs
per channel. All channels are sampled and held simultaneously by two four-channel
Analog Devices AD684 sample-and-hold amplifiers. The result of each conversion can
be read directly by the DSP into its on-chip memory.

Detailed descriptions and specifications for the components may be found in the
hardware manuals provided by the manufactures. In particular, the DSP evaluation
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board is described in [1] and all details regarding the SHARC 21062 DSP may be found
in [2]. Details of the micro controller are documented in [3].

A.3.2 Aspects of the implementation of modulators

No thorough descriptions of neither the hardware nor the software are provided, but
rather some of the key elements related to the implementation of random modulation
methods are highlighted below. The somewhat scattered list of topics treated in this
subsection includes (a) the PWM timers, (b) the problem of generating random number,
and (c) the software development.

PWM timers

The Siemens SAB 80C167 micro controller includes peripheral units dedicated to gen-
eration of PWM patterns. The so-called PWM module makes it possible to obtain a
50 ns resolution on the pulse widths. In this mode of operation, the output pulse is ei-
ther symmetric and center-aligned within the PWM period or alternatively, the output
pulse may be leading- or lagging-edge modulated. The PWM module is well suited for
the random carrier frequency PWM technique (Chapter 5) and the random zero-vector
distribution scheme (Chapter 6) that both generate switching functions that are sym-
metric around the center of the carrier. Also, the random lead-lag PWM method has
been successfully implemented using the PWM module in the micro controller.

For the PWM schemes that rely on dithering of the pulse position, the Cap-
ture/Compare unit is used. This unit allows the leading and lagging edges of the
pulse to be modulated independently of each other at the expense of a poorer resolu-
tion, i.e. 400 ns. This approach to implement the random center displacement method
is investigated in Chapter 6.

Random number generator

As explained on page 32 in Chapter 2, a source of random numbers with a known
distribution is required in all random modulation schemes. As intrinsically random
systems only exist in physical processes2, it is evident that an ideal noise source cannot
be programmed in software, no matter how complicated an algorithm is constructed.

Fortunately, thoroughly tested software-based random number generators (RNG)
suited for the purpose at hand can be found in the scientific literature. The literature
on RNG’s is vast and very mathematically oriented, but among others [6] provides
an introduction to RNG’s on an accessible level; source code is also provided in this
book. A much more in-depth treatment may be found in the book [7] by the renowned
Donald E. Knuth. This is the standard reference on RNG’s, frequently cited in [6] also.

The RNG implemented in the DSP for real-time use is the ran1.c algorithm in [6].
This generator outputs uniformly distributed random numbers in the range x ∈ [0; 1].
The sequence length is m ≈ 20·108 before the sequence repeats over again. Less compli-
cated algorithms requiring less computations for each new x may also be found in [6, 7].

2For example, the literature focusing on random PWM includes examples of how a random variable
may be generated by means of analog electronics. Ref. [4] relies on thermal noise in a reverse-biased
zener diode and [5] uses a similar approach, but here the noise is caused by a small-signal transistor.
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These so-called “quick and dirty” linear congruential generators have been popular in
the existing literature on random PWM (see [8–10] among others), because they can
be implemented in fixed-point micro controllers using only a very few multiplications
and additions. However, due to the power of the floating-point DSP used in the present
project, these simpler algorithms with inferior statistical characteristics have not been
used since the computation burden is of minor concern. Also, [6] recommends the use
of ran1.c, because this algorithm passes all statistical tests that are used to judge the
goodness of general-purpose RNG’s.

Software development

During the development of the software running in the DSP and in the micro controller,
emphasis has been put on the functionality rather than on the appearance. In other
words, no fancy graphic user interface has been made when a simple text-based menu is
sufficient, but rather, care has been exercised during the coding of hardware-near rou-
tines. As an example of the latter, it may be mentioned that when using floating-point
arithmetic, it is very unlikely that the carrier period and the pulse width calculated by
some (random) modulator conform to the resolution of the PWM timers in the micro
controller. If precautions are not taken, an accumulation of errors in the generated
volt-second results, which is undesirable.

Also, the algorithms discussed in Part III for closed-loop control using a non-uniform
sampling rate will deteriorate if the actual sampling periods differs from the values
used in the algorithm. Therefore, the DSP includes a routine which ensures that the
impressed PWM period is rounded to the nearest value which the PWM timers can
reproduce; the same happens for the pulse width. To prevent the built-up of local
deviations, the rounding error caused in one PWM period is added to the reference
value in the next.

Finally, it may be mentioned that all programming of the DSP and the micro
controller was made in the “C” programming language. Even the most hardware-
specific interfaces have been coded without the direct use of assembler routines. This
is possible because the C-compilers included with the used development systems provide
many C macro extensions dedicated to efficient use of the hardware.

A.4 Power circuits

As mentioned in section A.2, two different set-ups are used to test random PWM
schemes for dc/dc and dc/ac full-bridge converters, respectively. An overall description
of these two systems are provided below focusing on the parts of the systems that are
important in the context of this project.

A.4.1 Set-up for test of three-phase dc/ac PWM techniques

Apart from the control unit, this set-up includes an induction motor supplied from a
frequency converter. The induction motor is loaded by a dc generator feeding power
into a bank of resistors.
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Figure A.3 Block diagram of the vlt 3004 converter showing the signal paths of main
interest.

Power electronic converter

Amodified Danfoss vlt 3004 frequency converter is used for the tests. This converter
is rated at an input voltage of 3 · 400 V @ 50 Hz, and it is capable of supplying
5.6 A/phase at the output terminals. Other characteristics may be found in the user
manual [11].

A block diagram of the parts of interest of the converter is shown in Fig. A.3. A
diode-bridge rectifier and an LC filter convert the mains voltage into an uncontrolled
dc-link voltage. The dc/ac inversion is maintained by a standard three-phase voltage-
source converter as presented in Chapter 2.

The original control board in the vlt 3004 was removed in order to get almost
direct access to the IGBT’s in three converter legs. In this way, the converter state
may be controlled from the control unit through the fiber-optic interface. As shown in
Fig. A.3 it should be noted, however, that the switching functions are split into two
signals: one for the upper transistor and another for the lower transistor in each leg.
These signals propagate through a blanking-time circuit and a minimum pulse-width
circuit before they are transferred to actual gate drivers. The value of the blanking
time is td = 2 µs and the minimum pulse width is programmed to eliminate all pulses
shorter than tm = 0.875 µs (this causes a delay of tm). Clearly, these circuits distort
the ideal switching functions commanded by the control unit, but still these circuits
are needed to ensure a proper operation of the converter.

In addition to the power circuitry and the gate drives including their electrical
isolated power supplies, the original protective functions in the vlt 3004 are also
intact. This includes protection against short-circuit currents, over-load currents, and
thermal protection of the power module. The dc-link voltage is also monitored, and
the converter automatically trips, if the dc voltage leaves certain fixed limits.

Load system

The frequency converter is loaded by an 1.5 kW induction motor with the data listed
in Table A.1 on page 298. To the shaft of this motor, a dc generator is attached making
it possible to dissipate power in a bank of power resistors.
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A.4.2 Set-up for test of dc/dc random PWM techniques

In this set-up, the control unit is connected to a dc power supply, which is loaded by a
dc motor. The power supply is operating at a single-phase input (230 V @ 50 Hz) and
it is capable of delivering 10 A to a load at the full output voltage.

Power electronic converter

The dc power supply used for the testing of modulators suited for full-bridge dc/dc
converters has been designed and built by Per Sandholt3 and the author. From a
functional point of view, this converter behaves almost identical to the (modified)
Danfoss vlt 3004, except that the dc converter does only have two output terminals.
The interface to the control unit is the same as for the vlt 3004, and the dc converter
does also provide protection against short circuits, etc. making the converter easy to
use in the kind of tests of interest here. In this converter, the blanking time is 2.2 µs,
whereas it does not contain a minimum pulse-width filter.

Load system

The load connected to the power supply is comprised of two dc machines connected
to the same shaft. These dc machines are rated at 170 V/4.8 A; the rated speed
is 3000 rpm. Again, the machine operating as a generator is loaded by a variable
resistance capable of dissipating the required power.

A.5 Measurement system

This section presents an overview of the instrumentation used to record all measurement
results reported in this thesis. Key specifications for instruments, pre-amplifiers, and
transducers are given. The physical signals of interest are

• the pulse-width modulated voltage generated by the power converter,

• the current supplied to the load, and

• the acoustic noise emitted from the test object.

For these signals, the frequency-domain properties are of outmost importance as much
of theory presented in the main parts of the thesis is devoted to frequency-domain
models of the voltage generated by random PWM converters. Also, accurate acquisition
of time-domain waveforms is important, both during the final tests, but also during
the preceding design and debugging of the system.

A.5.1 Main measuring instrumentation

The most important instruments in the measuring system are a dynamic signal an-
alyzer and a digital storage oscilloscope used for frequency-domain and time-domain
measurements, respectively. Further details follow below.

3Currently, Per Sandholt is an Assistant Professor at the Institute of Energy Technology.
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Multi-channel dynamic signal analyzer

This instrument is a Brüel & Kjær (B&K) 3560 Multi-Analyzer System, also known as
Pulse. The Pulse system incorporates an acquisition front-end that houses a number
of slots available for input, output, communication, and signal processing modules.
The acquisition front-end is connected to a special DSP board hosted in a PC. All
processing of the signals sampled by input modules mounted in the acquisition front-
end is performed in this special DSP board.

Due to the modular design, no unique hardware configuration exists; the Pulse
system available to this project consists of the following main parts:

Acquisition front-end
The front-end is a B&K 2825 mainframe unit. The front-end houses four input
modules and an interface module to the PC-hosted DSP board.

Input modules
Among the input modules available, one B&K 3022 four-channel general-purpose
input module, one B&K 3028 four-channel microphone input module, and two
single-channel 0–102.4 kHz modules are installed in the front-end. The key spec-
ifications for these modules are listed in Table A.2 (page 298).

PC-hosted DSP board and application software
The DSP board performs all calculations regarding the signal processing of the
sampled data. The DSP board provides many different analyses, including e.g.
power spectral density calculations, octave analysis, cross spectra, coherence func-
tions. The PC is used as a virtual instrument and as a graphical user terminal
showing the result of all analyses.

The Pulse system is tailored towards the analysis of acoustic noise and vibrations,
but the system may also be used as a general-purpose signal analyzer for signals in
the dc to 102.4 kHz range. A screen shot of the Pulse system is shown in Fig. A.4.
Additional information about the features of the Pulse system may be found in [12].

Digital storage oscilloscope

The oscilloscope is a Tektronix 510A, which is a general-purpose instrument for
design, debugging, and analysis of electronic systems. The specifications are listed in
Table A.3(a) on page 299.

A.5.2 Transducers

As mentioned on page 295, the measuring system is capable of acquiring the following
signals: the output voltage and current from the power converter besides the acoustic
noise emitted by the converter-fed load, typically an electric motor. These signals are
sensed using the transducers and pre-amplifiers specified below.
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Figure A.4 Screen shot taken from the Pulse LabShop software. On the left, some of the
properties for the FFT Analyzer may be seen; below an overview of the configuration of the
acquisition front-end appears. On the right, sample spectra of the line-to-line voltage and
the emitted acoustic noise are shown.

Voltage and current measurements

Equipment from Tektronix is used for the sensing of both voltages and currents.
The P5205 high-voltage differential probe and the AM503S current measuring system
are used; specifications are listed at the end of this appendix in Table A.3(b) and Ta-
ble A.3(c), respectively. The output from these instruments can be directly connected
to either the Tektronix oscilloscope or the Pulse analyzer.

Acoustic noise measurements

Here, Brüel & Kjær equipment, which integrates seamlessly with the Pulse system
described earlier, is used. The microphones are of the pressure-field type suitable for
measurements in reflective acoustic environments like a reverberation chamber (such a
chamber is used here). Specifically, a B&K 4192 microphone connected to the Pulse
system through a B&K 2669 pre-amplifier is used. The specifications are given in
Table A.4 on page 299.
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A.6 Specifications for equipment and instruments

P U I cosϕ n

(kW) (V) (A) (rpm)

1.5 380 3.75 0.75 2900

(a)

rs rr 1s 1r Lm

(Ω) (Ω) (mH) (mH) (mH)

5.6 3.2 13 13 452

(b)

Table A.1 1.5 kW induction motor data: (a) nameplate data and (b) motor parameters. rs
and rr are the stator and rotor resistance, respectively. �s and �r are the leakage inductances,
and Lm is the magnetizing inductance.

B&K 3022
4-ch. input

B&K 3016
1-ch. input

B&K 3028
4-ch. microphone input

Freq. range 0–25.6 kHz 0–102.4 kHz 0–25.6 kHz

Input voltagea 4 mV to 30 V 1 mV to 80 V 4 mV to 30 V

Dynamic range >80 dB for max. input >10 mV

Sampling rate max. 132 kHz max. 262.5 kHz max. 132 kHz

A/D converter 16 bit 14 bit 16 bit

Attenuation >80 dB of those frequencies which can cause aliasing

0–1 kHz: 70 dB 0–1 kHz: 60 dB

CMMRb 1–25.6 kHz: 50 dB 1–25.6 kHz: 50 dB 0–25.6 kHz: >40 dB

>25.6 kHz: 40 dB

aThe peak input voltage range can be set in 28 steps in the interval listed.
bCommon mode rejection ratio (CMMR): typical values are listed.

Table A.2 Key specifications for the input modules for the Pulse system.
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No Ch. Bandwidth Max. sample rate Vert. resolution Record length

(MHz) (MSample/sec) (bit) (Points)

4 500 500 8 50K per channel

(a)

Bandwidth Max. diff. input Max. input Attenuation CMMR

(MHz) dc+ac (V) to gnd (V) (dB)

100 1300 1000 50X/500X >80 @ 60 Hz

>50 @ 100 kHz

(b)

Bandwidth Max. cont. current Max. peak current

dc–50 MHz 20 A 50 A

(c)

Table A.3 Specifications for Tektronix (a) 510A oscilloscope, (b) P5205 high-voltage dif-
ferential probe, and (c) AM503S current measuring system.

Sensitivity Frequency range Dynamic range Frequency response

12.5 mV/Pa 3.15 Hz–20 kHz 20–162 dB 5 Hz–7 kHz: ±1 dB

3.15 Hz–20 kHz: ±2 dB

Table A.4 Specifications for Brüel & Kjær 4192 microphone.
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Appendix B

References on random PWM

The references included in this Appendix do all relate to random pulse-width modu-
lation techniques for power electronic converters. The list is believed to include the
majority of all publications dealing with this subject published in the period 1970 to
August 2000.
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[110] A. M. Stanković, G. C. Verghese, and D. J. Perreault, “Analysis and Synthesis
of Random Modulation Schemes for Power Converters,” Proc. of the 24th IEEE
Power Electronics Specialists Conference, pp. 1068–1074, 1993.
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