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Robust Statistical Methods for Detection of

Missing RFID Tags
Petar Popovski,Senior Member, IEEE, Karsten Fyhn,Student Member, IEEE, Rasmus Melchior

Jacobsen,Student Member, IEEE, and Torben Larsen,Senior Member, IEEE

Abstract

The technology of Radio Frequency IDentification (RFID) is being deployed in many applications, such as

logistics and inventorying. However, a generic problem in all RFID systems is to ensure that the RFID readers can

reliably read a set of RFID tags, such that the probability ofmissing tags stays below some acceptable value. This

paper introduces statistical methods to deal with the problem of missing RFID tags. These methods are applied at the

reliability layer, which initiates multiplereader sessionsby invoking certain MAC-layer arbitration (anti–collision)

protocols to collect tag responses. The reliability layer obtains a running estimate of the probability of having at

least one tag missing. This estimate is used to detect if an additional reader session is required. We present several

estimators, which can be used at the reliability layer to obtain an estimate of the probability of missed tags after

R reader sessions have been carried out. These estimators arederived under idealized assumptions. However, when

tested under more realistic conditions, which violate these ideal assumptions, the estimators exhibit high robustness

and provide a very close approximation of the true probability of missing tags.

Index Terms

Missing tag problem, reliable RFID readings, tree–based arbitration protocol, RFID networks

I. I NTRODUCTION

RFID technology features a growing set of applications for identification of various objects. The applications

span from simply identifying objects, serving as more informative barcodes, gathering of sensory data and holding

private/confidential information [1][2][3]. Passive RFIDtags are powered from the signal transmitted from the

reader, and information is communicated via backscattering [4]. The proliferation of passive RFID tags and their

integration with sensors is expected to be one of the main enabling technologies for the “Internet of Things”

paradigm.

The communication paradigm in passive RFID systems is basedon request/response: in the first step, the reader

sends an interrogation signal to the tags within its range. In the second step the tags send their response to the
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reader by backscattering the signal. If multiple tags simultaneously reply to the reader, the reader experiences tag

collision. Hence, the reader should run a certain anti–collision protocol (also called collision resolution or arbitration

protocol) in order to successfully resolve each tag in its proximity. There are various anti–collision protocols, which

are in general divided into two groups: ALOHA–based [5][6] and tree–based [7][8].

Regardless of the actual arbitration protocol used,reader sessionis defined as a protocol run that is sufficient to

collect the ID of all the tags in the reader’s proximitywhen there are no errors. However, in practice errors do occur

during a reader session if either the query from a reader is not received correctly at a tag or the tag reply is not

received at the reader. In principle, if a tag is at a blind spot [9], the communication between the tag and the reader

is always in error. The probability that a tag is at a blind spot can be substantial and is primarily determined by

the physical disposition of the tag, but also by the materialto which the tag is affixed. In [10] test results indicate,

that if a tag is attached to solar cream, the probability of not resolving a tag is 30%, and with mineral water it is

67%. The error probability can vary a lot, increasing the probability of missing one or more tags. In summary, if

during an arbitration protocol run the link between a readerand a tag is in error, then this tag is not read by the

end of the reader session. We define this as the problem ofmissing RFID tags[11].

A. Possible Approaches to the Missing Tag Problem

There are multiple approaches to minimize the probability of missing a tag. In [12], a method for determining

group completeness in an RFID network is described, based oneach tag storing one or more references to

surrounding tags. The resolved tags and the references are compared, and if not all references are resolved, the

reading/comparison is repeated. Thereby the reader knows with high probability if tags are missing. This method is

targeting rather static constellations of tags, e.g. goodson pallets. In [9] one sample is gathered by a shelf equipped

with RFID readers in a retail store, while the other sample istaken by the RFID readers at the point of sales. These

samples are used in the classical capture–recapture model [13] to derive estimators for the tag set cardinality.

The approach presented here is termedmulti–capture–recapture, and it achieves reliability by using multiple

(> 2) reader sessions in a capture–recapture model. We introduce a reliability layer, which runs on top of the

anti–collision algorithm. When a reader session is finished, the reliability layer estimates the probability that there

are tags that have not been read. This estimation is based on the reading results of all sessions conducted so far.

If this probability is below an acceptable threshold, the reader sessions are stopped, otherwise a new session is

initiated. Hence, the reading process isreliable if, through a sequence of several readings, it can be guaranteed that

the probability of having unread tags remaining, stays under a certain tolerable value. This approach has first been

proposed in [11]. In this paper we present other types of estimators and demonstrates the robustness of the used

statistical methods when the idealized assumptions from [11] are violated.

Relevant target scenarios for our proposed approach are depicted on Fig. 1. Thefirst application exampleis a

turning table where goods are wrapped in plastic before theyare shipped. As the table turns, the box with goods

changes the position with respect to the reader. In addition, if the goods are not affixed within the box, then when

the table turns, the position of a given object and the associated RFID tag is changed, which may change the
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readability of that object. A question of interest is — how many times should the table be turned and read until

we can be certain that the chances that there is a missed tag ise.g. less than 0.001%? In this scenario, instead of

a turntable, there can be a person that uses a handheld readerand manually changes the position of the reader for

each reader session; when the reliability requirements aremet in a given session, the reader signals to the person

that the reading process is completed and the probability that there are missed tags is acceptable. In thesecond

application exampleon Fig. 1, the tagged goods are put in boxes that are moving on aconveyor belt. The reader

has multiple antennas, distributed along the conveyor belt. The question is: how many antennas to deploy in order

to guarantee certain reliability of the reading process?

The paper is organized as follows. In the next section we introduce the basic statistical mechanisms used in the

reliability layer. Specific estimators are proposed in Section III under idealized assumptions. In the next sections

we investigate the robustness of the estimators by considering realistic conditions, in which some of the idealized

assumptions are violated. Section V concludes the paper andprovides directions for future extensions.

II. A S IMPLE ILLUSTRATION OF THE MULTI –CAPTURE–RECAPTUREAPPROACH

Consider the following simple scenario: a set of tags is readby two different readers, call themr1 and r2, in

two separate reader sessions. The set hasN tags and the probability that tagi cannot be read during a session

(e.g. because there is an obstacle between the tag and the reader) ispi. We assume that this probability is the same

for all tagsp1 = p2 = . . . = pN = p. It is further assumed that the error isstatic and occurs throughout a reader

session. The best way to think about it is that, in a given session, the tag has a position that makes it unreadable.

Furthermore, from one reader session to another, the position of a given tag is randomized (e.g. due to the change

of the handheld position), such that the event of not being readable becomes independent of the previous session

and occurs again with probabilityp. Note that bothp andN are not known a priori and need to be estimated. In

our approach initially we rely on idealized conditions to make simple relations between parameters. Later we test

the algorithms against more realistic cases and show that the estimators are robust when the idealized assumptions

are violated. For example, this is the case when the probability that a tag is readable is not independent from the

reading outcome in the previous session.

The tag set is first read byr1 and then read byr2. The readers are cooperative, in a sense that they share

information about the outcome of the reading sessions and thus cooperate towards inferring information about the

set of tags. After two reader sessions, we have the followingsituation:k1 is the number of tags found in common

in both reader sessions,k2a is the number of tags only found in reader sessionr1, andk2b is found only in the

reader sessionr2. This amounts in total tok2 = k2a + k2b, each of them read only once. The number of missed

tags is denoted byk3. The main idea is that, by using the observable valuesk1, k2a, k2b, one can estimatek3, N,

and p. The tag readings are independent and the probability that atag is read by one of the readers isp(1 − p),

and the probability that a tag is not read in any reader session is (1− p)2. Using these, we can obtain the expected

values ofk1 andk2. Estimateŝp andN̂ are obtained by settingk1 andk2 equal to their respective expected values,
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leading to:

k1 = N̂(1 − p̂)2, k2 = 2N̂(1 − p̂)p̂. (1)

By solving these two equations, treating the estimatesN̂ and p̂ as unknowns, one can obtain the estimators:

p̂ =
k2

2k1 + k2
, N̂ =

k1 + k2

1− p̂2
. (2)

Using these estimators, one can estimate the probability that there isat least one missing tagafter the two sessions

to be P̂M = (1 − p̂2)N̂ . In general, afterR reader sessions, the estimatesp̂(R) and N̂(R) depend onR and the

probability to have at least one missing tag is:

P̂M = (1− p̂R)N̂ , (3)

If P̂M is above the acceptable threshold, another reading sessionis initiated.

Conceptually, these mechanisms are run at areliability layer, which sits on top of aarbitration layer that runs

the MAC protocol. The main role of the reliability layer is torun the following sequential decision process: afterR

reader sessions, use Eq. (3) to estimate the probability that there are missing tags and, if this probability is higher

than a predefined threshold, then another session is initiated. Similarly, one can estimate the number of reader

sessionsR needed for reliable reading given statistics of the setup (second application example).

III. E STIMATORS USED AT THERELIABILITY LAYER

When more than two reader sessionsR are performed, the estimatesp̂ andN̂ are not as easily determined as in

the case withR = 2. This section presents estimators used by the reliability layer, such that the reliability of the

estimates increases with the number of reader sessionsR. These estimators forp andN are used to calculatêPM

in Eq. (3). The assumptions under which the estimators are derived are rather idealized: (a) Reader sessions are

independent (no correlation between reader sessions); (b)Tags are read independently of each other in one reader

session (no correlation between tags); (c) Errors are static and occur due to a tag being in a blind spot; (d) Each

tag has an identical error probabilityp.

Obtaining an estimator that takes into account the outcomesof all R > 2 reader sessions is not a trivial task. The

estimation procedures are exemplified by a simple setup withN = 10 tags and a static error probabilityp = 0.1.

The outcomes ofR sessions over a set ofN tags can be represented in a binaryR×N matrix S. For example, if

R = 4 the matrix is:

S =

















1 0 1 1 1 0 1 1 1 1

1 1 1 1 1 1 1 1 0 1

1 1 0 1 1 1 1 1 1 1

1 1 0 1 1 1 1 1 1 1

















whereSrn = 1 if tag n is read in reader sessionr andSrn = 0 otherwise. Note that the number of columns,N , is

not a priori known, and that the number of rowsR is sequentially increased. The estimation methods requireat least

two reader sessions, and the reliability layer determines the estimates ofPM using Eq. (3). After a given session

November 15, 2010 DRAFT



5

and estimation ofPM , the reliability layer determines if a new session should bestarted. Clearly, the reliability

layer uses the estimated valuêPM to determine the criterion for stopping the reader sessions. It is desirable that

P̂M ≥ PM , wherePM is the true probability of missing a tag found with the not a–priori known values ofN and

p, since in that case it can be guaranteed that, when the readersessions are stopped, the probability of missing a

tag will be less or equal to the target value.

In principle, it would have been the best to directly estimate the probability of having missed tagsPM . However,

such an estimate is difficult to obtain, as this quantity is not straightforwardly related to the number of observed

tags. Therefore, we rely on techniques that find estimates ofp andN and then determinêPM . In [11] we have

presented two main schemes to obtainp̂ and N̂ . In the first schemep is estimated using the observations and,

using p̂, obtainsN̂ . Several heuristics for estimatingp have been presented in [11]. In thesecond scheme, first the

value of N̂ is obtained from the data, and̂p is estimated by using the value of̂N . For deriving estimator ofN̂ ,

we rely on the classical result for capture–recapture estimation by Schnabel [14]. The capture–recapture methods

are statistical methods that can be used to estimate the sizeof a population, for example the number of fish in a

lake. The simplest estimator is Lincoln–Petersen, which uses only two visits to the lake: in the first visitn1 fish

are captured, marked and released back in the lake; in the second visit,n2 fish are captured and it is noted thatm2

among them are marked. Then the size of the fish population is estimated asn1n2

m2

. In [14], the estimation method

is generalized to the case when there are more than two visitsto the lake.

To make the analogy, in our case a visit to the lake is a readingsession. The tags that are read in the first session

correspond to the fish that are marked during the first visit. The tags read in the subsequent sessions correspond

to the fish that are re–captured at the corresponding visit. Having established this analogy, we can directly use the

Schnabel method in order to estimateN̂ . For that purpose, letni denote the number of tags read in thei−th reader

session and letmi denote the number of tags that are re–found in thei−th session. Finally, letMi be the total

number of tags found before thei−th session. For the example matrixS, m = [0, 7, 9, 9], M = [0, 8, 10, 10]. Then

using the method from [14], the estimate ofN can be found as:

N̂S =

∑R

i=1
niMi

∑R

i=1
mi

.

By usingN̂S , we can estimate the static error probabilityp. Note that the probability of error can be estimated

for each individual reader session as1− ni

N̂S

, such that we can obtain an estimate ofp as:

p̂S =
1

R

R
∑

i=1

(

1−
ni

N̂S

)

(4)

We have investigated another type of estimator, which consists of multiple iterative steps. We first estimatêNS

and p̂S , as explained above. Then̂pS is used to obtain another estimate ofN as follows. If k is the number of

distinct tags’ ID found inR reader sessions, then the expected value ofk is N(1− pR). Havingk andpS, one can

estimate:

N̂multi =
k

1− p̂RS
.
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Finally, a new estimatêpmulti for p is obtained by replacinĝNS in Eq. (4) withN̂multi. A schematic representation

of the whole procedure isS −→ N̂S −→ p̂S −→ N̂multi −→ p̂multi. This estimation algorithm has exhibited robust

performance when the initial assumptions are challenged, as the next sections will show.

In Table I we have provided the value of the Schnabel estimator and multi–step estimator for the example with

four reader sessions. It can be seen that afterR = 4 reader sessions, the probability of a missed tag is below 0.3%.

Depending on the application, this may, or may not, be sufficient, and additional reader sessions can be carried out.

It turns out that the multi–step estimator produces the mostreliable estimates. Therefore, in the next section only

this estimator is used to carry out the numerical evaluationwhere experiments are set up to test the reliability of

this estimator when the assumptions specified in the construction of the estimator are violated.

IV. N UMERICAL EVALUATION

In this section we first show the performance of the estimators in an idealized scenario, in which all assumptions

that are used as a basis to derive the estimators are satisfied. After that, we challenge the estimators by evaluating

them in scenarios in which some of the assumptions are violated. The results show that the estimation methods are

robust and perform well even when the assumptions are not completely satisfied. The most important estimate is

that of P̂M , as it shows how many reader sessions are needed to be certain, with predefined probability, that all

tags are resolved.

A. Idealized Scenario

In the simple experiment in Fig. 2a withN = 50 tags, mean values from 1,000 experiments are shown for ideal

conditions, that is uncorrelated reader sessions and static error probabilityp equal for all tags, wherep = 0.1 and

p = 0.2. The curve “truePM ” is obtained by calculatingPM = (1− pR)N with the actual values ofp andN , as if

they were known a priori. The estimates ofPM are closely following the true value of the probability of having at

least one tag missing. For example, let the target reliability for the probability of missing at least one tag be10−3.

Then, if p = 0.1, the sequential decision process determines to stop afterR = 5 reader sessions, and forp = 0.2

it is R = 10.

B. Estimation with Unequal Error Probability across the Tags

Here the estimators are challenged by carrying out simulations in which the static error probability is not equal

for all tags. This models the situation in which the individual probability of tag reading error depends on the

position of the tag - e.g. closer/farther from the reader. Thus, we have generated the probability of missing each

tag as a Gaussian random variablepi ∼ N (p, σ2), with averagesp = 0.1 or p = 0.2 andσ = 0.01. More precisely,

pi is generated by using the normal distribution truncated such that pi ∈ (0, 1). As can be seen, also in Fig. 2a,

the estimates with randomly generated tag probabilities follow closely those where the errors are not following a

random distribution. The figure shows two important things:1) The standard deviation of the estimates follows

the mean values in a way where, by adding a small margin to the number of reader sessions needed, one can
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produce estimates with a desired reliability. 2) The estimators are robust in the case of static errors in a sense

that regardless of whether all tags have the same probability of error, or the error probabilities are generated by a

random distribution, the estimates will follow the mean of that distribution. Whenp is not constant across the tags,

the estimators are approximating the average value ofp, which in turn leads to good estimates ofPM , although

P̂M is a function ofpi’s and not directly of the average valuep.

C. Estimation with Correlated Reader Sessions

One can object the assumption that the reader sessions are independent. For example, a tag that is “stuck” in a

bad position during a reader session in the application example with the handheld reader, may stay in a bad position

with respect to the other positions of the handheld. In [11] we have developed a model for correlation in order to

capture such a dependence on the previous position of the tag. When building the correlation model from [11], we

have used the following two principles. First, if during therth session tagA was read and tagB was not read,

then for the sessionr + 1 the probability thatB is not read is higher than the probability thatA is not read. The

second principle used is related to the average probabilityof error: Constrain that the average probability of error

for all the tags stays identical. This is also intuitive, as random re–positioning of tags cannot increase or decrease

the average probability of tag reading error.

Here we present the results with static errors that are dependent across different reader sessions. We use the

correlation model from [11], where a level of correlation,ρ, can be specified in the interval0 ≤ ρ ≤ 1, where

ρ = 0 corresponds to independent reader sessions andρ = 1 is the case of fully correlated reader sessions. In the

evaluation the correlation valuesρ = 0.1 andρ = 0.3 are used.

The estimatêPM when reader sessions are correlated is shown in Fig. 2b, where it can be seen that the correlation

affects the estimates. The effect of the correlation is seenin that afterR reader sessions the true probabilityPM

may be higher than the estimated probabilityP̂M (e.g. forp = 0.2, ρ = 0.3 andR < 6). To tackle this problem

one needs to introduce a margin and thus apply more reader sessions than indicated by the value of̂PM .

D. Estimation with Arbitration Protocols and Dynamic Errors

In practice, the errors are often dynamic (e.g. noise–induced), and each transmission is independently subject to

error. Errors can occur both on (a) thereader–to–tag link, such that the tag is not initiated to send a response even

if it is supposed to, and (b) thetag–to–reader link, where the reader either does not detect the tag response (due

to low received power) or it receives it with errors.

One essential difference between static and dynamic errorsis their relation to the probability of missing tags. If

only static errors are present, then the event that the tag experiences static error is equivalent with the event that

the tag is missed when the reader session terminates. On the other hand, if the model is dynamic errors, i.e. the

probability of error in a single query during arbitration from a reader to tagi back to the reader isqi, then the

probability that a particular tag is missed after the readersession terminates ispi(qi, N), an increasing function of

qi andN and, in general,pi(qi, N) 6= qi.
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In tree–based arbitration protocols [7], the reader identifies a group of tags that should transmit in a given slot

based on the outcomes of the previous slots. In determining the group of transmitting tags, the reader probes the

population of tags by traversing a binary tree. Fig. 3 depicts an example of a basic variant of the tree protocol, that

does not contain additional optimizations. We assume that each tag has an array of bits where each bit is randomly

and independently equal to 0 or 1 with probability1

2
. Initially, in slot s1, all 8 tags are probed by the reader and

they transmit, resulting in collision. Ins2 only the tags with bit–array ’0*’ (i.e. the bit–array prefix is ’0’) are

probed and enabled to transmit, ins3 only the tags with bit–array ’00*’, in slot 4 only the tags with bit–array ’01*’,

etc.

In Fig. 3b we present results of the case, when the multi–stepestimator in the reliability module operate by using

the basic tree protocol for arbitration, while errors on thecommunication link are modelled with dynamic errors.

The probability of dynamic error is taken from the distribution qi ∼ N (µp=0.1, σ
2) andqi ∼ N (µp=0.2, σ

2). Here

µp=0.1 = 0.044 andµp=0.2 = 0.095 are found using the conversion functionpi(qi, N) for the binary tree protocol

from [15] translating static errors to dynamic errors. As can be seen, this model of dynamic errors does not severely

decrease the performance of the estimate. This was expectedbecause of the relation between static and dynamic

errors. The estimator shows again robustness, as it implicitly approximates the probability of a missed tagPM .

V. CONCLUSION

In this paper we have introduced statistical methods to dealwith the problem of missing RFID tags. For that

purpose, we have introduced a reliability layer, which ensures that when the reading process is considered over, the

probability to still have missing tags, i.e. tags whose ID has not been read at all, is below an acceptable threshold.

Conceptually, the reliability layer operates on top of the arbitration (MAC) layer, whose task is to resolve collisions

among tags and gather the ID of the tags. In absence of tag reading errors, a single reader session (single execution

of the arbitration protocol) is sufficient to gather the ID ofall tags. When there are tag reading errors, the reliability

layer runs multiple reader sessions and initiates a new session as long as its estimate of the probability of having

missed tags is above an acceptable threshold.

We propose several estimators that can be used by the reliability layer to calculate the probability of having a

missed tag. These estimators are derived under idealized assumptions. However, they are evaluated with numerical

experiments where these idealized assumptions are not met and the estimators exhibit high robustness in the sense

that the estimated probability of missing tags is closely approximating the actual probability of missing tags.

There are several interesting directions for future work. First, it is interesting to test the derived estimators in

an experimental setup and assess their robustness under error models that are stemming from the actual physical

transmission. Another interesting issue is to modify the estimators in order to work with smaller tag sets, as the

statistical methods presented here are suitable for relatively large tag sets. In that case it will be crucial to derive

new estimators which take into account the prior knowledge on the range of the tag set size.
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FIGURES 10

Reader

Reader 2

Reader 1

Fig. 1: Situations where multiple reader sessions can used to mitigate the problem of missing tags. The tagged
items are in the boxes.
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FIGURES 11
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Fig. 2: Simulated estimates ofPM vs. the number of reader sessions.(a) With static errorsp = 0.1 and p = 0.2
(blue lines) and random errors (green lines). In case of random errors, the probability for missing a tag is Gaussian
with mean value0.1 and0.2, respectively;(b) Same parameters, but with correlation between reader sessions, using
the correlation model described in Section IV-C.
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FIGURES 12
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Fig. 3: Arbitration with dynamic errors.(a) An instance of the binary tree algorithm forN = 8. The vertices
represent a slot, which state can be Idle (I), Single (S) or Collision (C). For channel state “S”,τi denotes the
resolved tag.(b) Comparison of simulated estimates ofPM with the true value ofPM vs. the number of reader
sessions for dynamic errors and static errors. Both error probabilities are taken from similar random distributions.
As a reference, the true value ofPM is also plotted.
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TABLES 13

Schnabel estimator Multi–step estimator
R p̂ N̂ P̂M p̂ N̂ P̂M

2 0.17 10.3 0.270 0.18 10.3 0.276
3 0.14 10.1 0.030 0.14 10.0 0.025
4 0.13 10.1 0.003 0.13 10.0 0.003

TABLE I: Example estimates provided by the two estimation methods.
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