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ABSTRACT

The problem of detecting the number of speakers for a particular seg-
ment occurs in many different speech applications. In single chan-
nel speech separation, for example, this information is often used to
simplify the separation process, as the signal has to be treated differ-
ently depending on the number of speakers. Inspired by the asymp-
totic maximum a posteriorirule proposed for model selection, we
pose the problem as a model selection problem. More specifically,
we derive a multiple hypotheses test for determining the number of
speakers at a frame level in an observed signal based on underlying
parametric speaker models, trained a priori. The experimental re-
sults indicate that the suggested method improves the quality of the
separated signals in a single-channel speech separation scenario at
different signal-to-signal ratio levels.

Index Terms— Double-talk detection, single-channel speech
separation, multiple-hypothesis test.

1. INTRODUCTION

An open problem in speech processing is the detection of the num-
ber of speakers present in a given segment of a signal. A special
case of this problem is the classification of speech segments into
what is often referred to as single-talk (one speaker), double-talk
(speech mixture), and noise-only regions, with the resulting detector
commonly referred to as a double-talk detector. Knowledge of such
regions is useful since in many speech applications, it is required to
process the underlying signals differently depending on the type. In
this regard, a detector solving this problem can be effectively used
as a pre-processor for improving the performance.

Double-talk detection has been used for a number of appli-
cations, two examples being acoustic echo cancellation and single-
channel speech separation (SCSS). In acoustic echo cancellation, the
double-talk detector is used to freeze the adaptation of an adaptive
filter during double-talk regions (when both far-end and near-end
speech is present) in order to avoid divergence of the adaptive filter,
and, as a consequence, avoid the cancellation of the desired speech
signal [1]. However, in SCSS, it is used to classify an observed
speech mixture into single-talk, double-talk, and noise only regions,
regions that have to be processed differently.

In the context of SCSS, a few separation methods implicitly
detect double-talk regions in various contexts, e.g., [2, 3, 4]. In [2],
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a state-based hypothesis test was proposed in order to determine
the reliability of each time-frequency cell in a given noise-corrupted
speech signal. It was observed that the method led to a signifi-
cant improvement in speech recognition performance in presence of
other competing speaker signals. Similarly, in [4], a silence state
was added to the speaker codebooks in order to deal with frames
where only one speaker is active.

A few participants in the speech separation challenge [5], made
use of a model-based speaker identification (SID) module, called
Iroquois [3] to identify speakers existing in the mixture.Iroquois
works based on excluding silence and mixture segments from its
parameter update procedure. Instead, it selects segments where only
one speaker is dominated which are known as discriminating fea-
tures for speaker recognition purpose. This decision-taking helped
narrowing down what speakers are present in the mixture, hence,
leading to an improvement in speaker recognition performance [3].
This required the calculation of speaker posteriors for different
trained models of speakers present in the whole dataset (e.g. 34
speakers in [5]).Iroquoisused a fixed threshold for calculating the
uncertainty in speaker identification, and, as a consequence, could
result in errors while determining which frame belongs to single-talk
and double-talk regions.

Source-driven approaches, mostly known as computationally
auditory scene analysis (CASA) [6], suggest to combine time-
frequency segments of the mixed signal that are likely to arise from
the same source and then concatenate them into a single stream. As a
consequence, CASA-based methods implicitly detect the number of
speakers in the speech mixture independently ofa priori knowledge
of any speaker model [6]. However, the methods predominantly
use estimated pitch trajectories by applying a multi-pitch estimator.
For the masked signal, as a consequence, the overall accuracy for
CASA-based method is limited by the accuracy of the multi-pitch
estimator.

To solve the problem of detecting the number of speakers in
a speech mixture, we take a different approach. We integrate the
maximum a posteriori(MAP) criterion proposed in [7] into SCSS
to solve the model selection problem. We derive multiple hypoth-
esis tests to determine double-talk/single-talk regions in segments
of the mixed signal. We present the results of signal classification
by applying the proposed method to speech mixtures composed
of two speakers at different signal-to-signal ratio (SSR) levels. In
addition, to put the idea into perspective, we demonstrate how using
the proposed detector will affect the quality of the separated output
signals. More specifically, by finding single-talk regions thanks to a
double-talk detector, the remaining problem to be solved in SCSS is
only to separate the mixture segments. For single-speaker frames,
the observed signal is directly re-synthesized according to the corre-



Fig. 1. The schematic block diagram for the proposed method for de-
tecting the number of speakers in mixture and showing how it can be
used in the SCSS problem. The decision lies in one of the following
three models:M0, M1, andM2 showing, noise-only, single-talk,
and double-talk classes, respectively. The separated output signals
are shown asy1 andy2 for speaker one and two, respectively.

sponding speaker models.
The paper is structured as follows: In the next section, we intro-

duce basic notation, definitions and the model-selection problem. In
Section 3, we derive multiple-hypothesis rules required for detect-
ing single-talk and double-talk regions in a segment of mixture. In
Section 4, we present the experimental results with showing the ac-
curacy of the proposed method. We also present the results showing
the improvements achieved by employing the proposed double-talk
detector in a SCSS scenario. Section 5 concludes on the work.

2. MODEL SELECTION FOR DETECTING THE NUMBER
OF SPEAKERS

We will now proceed to introduce some basic notation and defini-
tions. Consider a mixed signal withN samplesy ∈ R

N composed
of up toJ speaker signals asy =

∑J

j=1
s(ψj) + e, where the su-

perscriptT represents the matrix transpose,j ∈ [1, J ] the number of
signals in the mixed signal,s(ψj) ∈ R

N thejth signal characterized
by parameter vectorψj ande ∈ R

N the noise signal incorporated in
the model. For simplicity in the ensuing derivations and simulations,
we focus onJ = 2, that is, a mixture of two speakers and noise. As
our signal model, we use sinusoidal modeling as described in [8].
More specifically, we model thejth speaker signal in the mixture as
a parametric feature vectorψj , composed of sinusoidal parameters:
amplitude, frequency and phase vectors. We here useK = 3 candi-
date models each denoted byMk, for describing the mixed signal,
y, namely: M0, M1, andM2 to indicate noise-only, single-talk,
and double-talk, respectively. Each of these models is described by
parameter vectorθk with Lk sinusoids. A block diagram of the
proposed method for detecting the number of speakers in mixture
is shown in Fig. 1. The proposed approach addresses the following
problem: given the mixed signal, select the model which is the most
likely. We consider three models fory as:

M0: y = e,
M1: y = s(ψj) + e for j ∈ [1, 2],
M2: y = s(ψ

1
) + s(ψ2) + e,

wheres(ψ
1
) + s(ψ

2
) represents an estimate for the mixed signal,

ands(ψj) with j ∈ [1, 2] indicates thejth signal modeled by the
parameter setψj .

Following the model selection approach in [7], we adopt a

MAP criterion for multiple-hypothesis tests to determine double-
talk/single-talk regions in segments of a mixed signal. To this
end, we need to evaluate the posterior probabilities ofMk with
k ∈ ZK = {0, 1, 2}. The MAP estimate of the most likely hypoth-
esis is denoted bŷMk, and is obtained as

M̂k = arg max
Mk:k∈ZK

{
∫

θk

p(y|θk,Mk)p(θk|Mk)dθk

}

. (1)

The problem in (1) is a complicated nonlinear maximization problem
due to the used models. As proposed in [7], instead of numerical
integration for the evaluation of marginal density in (1), we employ
the asymptotic MAP criterion, which under certain conditions can
be shown to be

M̂k = arg min
Mk:k∈ZK

{

− ln p(y|θ̂k,Mk) + pc

}

, (2)

with pc being the model-dependent penalty of the MAP criterion,θ̂k

an estimate ofθk for thekth modelMk, and− ln p(y|θ̂k,Mk) the
log-likelihood term obtained from an approximation of (1).

3. MULTIPLE-HYPOTHESIS ALGORITHM

The problem is now to determine− ln p(y|θ̂k,Mk) for each of the
three underlying candidate modelsMk with k ∈ ZK = {0, 1, 2}.
Here, we use sinusoidal modeling in [8] to model the speaker signals
in the mixture. Letsi(ψ̂j) be thejth speaker signal withj ∈ [1, 2]

for the ith frequency band modeled by the parametric vectorψ̂j .
Here we assume that the signal modeling error,e has a Gaussian
distribution and the modeling error subband signal,ei is white in
eachith frequency band. Then from the subband decomposition and
the independece assumption for all frequency bands, assuming that
ei is independent from one band to another, one can show that the
likelihood function for all bands for each classMk is given by

p(e|σ2) =
∏Q

i=1

p(ei|σ
2

i )

=
1

(2π)
N

2

∏Q

i=1
σi

exp

(

−
1

2

Q
∑

i=1

eT
i ei

σ2

i

)

, (3)

whereQ is the total number of frequency bands,σi denotes the vari-
ance due to the modeling error signal in theith band,ei.

For single speaker class,M1, the modeling error at theith fre-
quency band, is given bŷei = yi − si(ψ̂j). For the mixed class,

M2, let us define the estimated error asêi = yi − si(ψ̂1
)− si(ψ̂2

)
as the noise estimated for theith frequency band as a colored noise
not fitted byM2. The MAP criterion [7] for sinusoids composed of
unknown amplitudes and frequencies reduces to

M̂k = arg min
Mk∈ZK

{

N

2

Q
∑

i=1

ln σ̂
2

i +
5Lk

2
ln N

}

. (4)

where we definêσ2

i = 1

N
êT

i êi as the estimated variance for theith
frequency band and we remind the reader thatLk is the number of
sinusoids. In the mixture classM2, we require a mixture estimate
to replaces(ψ̂

1
) + s(ψ̂

2
) in order to find the best pair of{ψ̂

1
, ψ̂

2
}

from the speaker models of the underlying speakers. Here, we use
the minimum mean square error (MMSE) estimator for the mixture
magnitude spectrum in [9], in order to find the the joint best states in
the speaker models which when combined best describe the magni-
tude spectrum for the observed mixture,y.



Table 1. Speaker labels used for training the gender-dependent mod-
els for male and female speakers.

Male 3 5 6 9 10 12 13 14 17 19
Female 4 7 8 11 15 16 21 22 23 24

We include the noise model,M0 as one of the examined models
by settingy = ê and setting the number of sinusoids equal to zero
(Lk = 0). The estimated noise variance is given byσ̂2

i = 1

N
yT

i yi.
Finally, using the estimated value forσi depending on each pos-

sible class ofMk with k ∈ ZK = {0, 1, 2}, the best model, as a
result, is the one which yields high log-likelihood and low model or-
der, which is achieved in (4). The proposed method for detecting the
number of speakers in the speech mixture can be summarized in the
following three steps:

(1) Find the variance of noise,̂σi at eachith band.
(2) Compute the MAP criterion for each class:{M0,M1,M2}.
(3) Select the model with largest log-likelihood.

4. SIMULATION RESULTS

4.1. System Setup and Database

To evaluate the proposed approach, we used the database in [5] with
a sampling rate of 8 kHz. The speaker models are obtained by the
split-VQ (vector quantization) [8] composed of sinusoidal ampli-
tude and frequencies trained based on 10 minutes of speech sig-
nals for each speaker. For training the speaker models we used
2048 codevectors for amplitude and 8 codevectors for frequency
part. Throughout the experiments, a Hamming window of length 32
ms with frame-shift equal to 8 ms was used to segment the speech
files both in the training and test phase. As our test data, we used
the mixture of target and masker speakers in the test setup of [5]
mixed at six SSR levels of{-9,-6,-3,0,3,6} dB. To relax the speaker-
dependent assumption, we used gender-dependent models and we
trained a male speaker model using utterance from ten speakers and
a female speaker model trained on ten female speakers. The speaker
labels used for training our gender-dependent models are shown in
Table 1.

4.2. Experiment 1: Detection Accuracy

Figure 2, shows the clean signal (prior to mixing) for speaker one
and two together with their mixture. In Fig. 2, the detection results
of the number of speakers in speech mixture are shown for gender-
dependent scenario. The hypotheses for single-talk and double-talk
regions are also shown as ground truth. It is observed that, the
double-talk detector effectively finds the regions of the non-speech
and mixture segments and determines at each frame that which
speaker(s), if any, are active. Comparing with the ground-truth, it
is observed that the accuracy of the proposed double-talk detector
is high. In our experiments, the modelsMk with k ∈ ZK are
considered as either speaker-dependent or gender-dependent. It is
important to note that, in the speaker-dependent scenario, the pro-
posed method solves a four class problem, namely noise, speaker
one, speaker two, and mixture classes. However, using gender-
dependent speaker models, the proposed double-talk detector solves
a three-class problem for same gender or same talker scenario, since
the estimated error signal, given by single-talk classes, will be the
same.
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Speaker 2 signal
Ground truth
Estimated hypothesis using the detector

Speaker 1 signal
Ground truth
Estimated hypothesis using the detector

Mixed signal
Ground truth
Estimated hypothesis using the detector

Fig. 2. Showing the performance for detecting the number of speak-
ers in a mixture of a male and a female speaker mixed at 3 dB SSR.
The mixed signal is composed of a male (speaker 12) uttering“Lay
white with e 8 again”with female (speaker 11) uttering“Set green
with v 3 soon”. Decisions are -1 for no speech, 1 for speaker one, 2
for speaker two and 0 for mixed signal regions.

4.3. Experiment 2: Speech Separation

In another experiment, we aim to study the effectiveness of em-
ploying the proposed double-talk detector in a SCSS system. More
specifically, as a proof of concept, we report the signal quality of the
separated signals obtained by using a model-based separation system
with and without double-talk detector proposed in this work. Fig-
ure 3 shows the perceptual evaluation of speech quality (PESQ) [10]
scores averaged over 50 mixtures The results are reported for both
speaker-dependent and gender-dependent scenarios. From thePESQ
curves shown in Fig. 3, it is observed that integrating double-talk
detector into a model-based SCSS improves the speech quality of
the re-synthesized signals. It is also observed that the PESQ scores
obtained in the gender-dependent scenario were slightly lower than
those obtained in speaker-dependent scenario. However, as the SSR
increases the performance of gender-dependent scenario aysmpto-
tates to the one offered by speaker-dependent scenario. From infor-
mal listening test, it was observed that, the improvement obtained by
employing the proposed detector is noticeable.
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Fig. 3. Showing the PESQ scores obtained for speech separation
in speaker-dependent and gender-dependent scenarios for two cases:
with and without using the proposed method for detecting the num-
ber of speakers in a given speech mixture: (top panel) the PESQ
scores for the first speaker and (bottom panel) for the second speaker
in terms of the SSR level in decibels.

5. CONCLUSION

To conclude on our work, we have presented a solution to detecting
the number of speakers in an observed segment of mixed speech sig-
nal. To solve the problem, we applied the MAP criterion already pro-
posed for model selection and derived the multiple-hypothesis test
algorithm to determine double-talk/single-talk regions for a particu-
lar segment in a given mixed signal in SCSS framework. We showed
that, such information can be used to narrow down the separation
problem only for mixed frames. Experiments showed that the pro-
posed method successfully determines the single-talk and double-
talk regions in both speaker-dependent and gender-dependent sce-
narios. The proposed detector approach also led to improvement in
the signal quality of the separated signals compared to the scenario
where no detector was used.
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