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ABSTRACT

Recently, multiple description spherical trellis-coded quanti-
zation (MDSTCQ) for quantization of sinusoidal parameters
was proposed, which suffered from a suboptimal implementa-
tion. Therefore, we propose the multiple description spherical
quantization with repetition coding of the amplitudes (MD-
SQRA) scheme. Here, we apply repetition coding to the am-
plitudes, whereas the phases and the frequencies are coded
using multiple description quantization. We measure the re-
lation between the expected perceptual distortions for the two
quantization schemes, which shows that MDSQRA outper-
forms MDSTCQ for most packet-loss probabilities. Also,
we measure the perceptual distortion obtained when apply-
ing MDSQRA on synthetic data and show that it matches
the expected perceptual distortion. Furthermore, due to MD-
STCQs suboptimal implementation, MDSQRA outperforms
MDSTCQ in terms of measured perceptual distortion even at
packet-loss probabilities where the expected perceptual dis-
tortion was lowest for MDSTCQ.

Index Terms— Multiple description coding, parametric
audio coding, spherical quantization, robust audio coding, si-
nusoidal coding

1. INTRODUCTION

The problem of reducing the bit-rate for a given audio qual-
ity has attracted a considerable amount of attention in the last
couple of decades. In many applications, it is desired to re-
duce the bit-rate significantly without sacrificing the percep-
tible audio quality. Therefore, it is often not sufficient to just
reduce the statistical redundancies of the audio signals, if a
large amount of compression is required. The solution to this
problem could be to use a perceptual audio coding scheme.
In such a coding scheme, it is taken into account that certain
parts audio signals are inaudible to the human ear. By intro-
ducing a perceptually weighted coding error, the coding gain
can be improved compared to a lossless coding scheme. The
perceptual weighting can be performed by applying a mask-
ing threshold below which signal components are inaudible.
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This masking threshold can be calculated from the time, fre-
quency ad amplitude characteristics of the audio signal [1].

Parametric audio coding is a subclass of perceptual au-
dio coding schemes, in which it is exploited that many audio
signals can be represented by a few perceptually important
parameters. A well-known parametric audio coding scheme
is sinusoidal coding, where the audio signal is described as
a sum of sinusoids. Sinusoidal coding thereby entails the
task of estimating the most perceptually relevant parameters
and quantization of the parameters to allow for transmission.
There exist several methods for estimation of the sinusoidal
parameters (see, e.g., [2]). Recently, there has also been de-
veloped several methods for quantization of the parameters.
Common for these methods is that they minimize a percep-
tual distortion measure subject to a certain rate constraint.
Some fundamental quantization schemes in this regard are
polar quantization (PQ) in [3, 4] and spherical quantization
(SQ) in [5]. Another scheme, which achieves a lower dis-
tortion compared to PQ and SQ, is trellis-coded quantization
(TCQ) proposed in [6]. However, both SQ and TCQ are not
suited for quantization of parameters to be transmitted over
lossy networks. One error concealment method that can im-
prove the transmission robustness is multiple description cod-
ing (MDC) [7]. A recent quantization scheme employing
MDC is the multiple description spherical trellis-coded quan-
tization (MDSTCQ) scheme proposed in [8].

One downside of the MDSTCQ scheme is that it can
not be implemented directly. The reason for this is, that
the phase and frequency quantizers depend on the quantized
amplitudes. Since MDC is used on all parameters in MD-
STCQ, the decoded amplitudes will be different if one or two
side descriptions are received by the decoder. This will in-
evitably imply a encoder/decoder mismatch and a suboptimal
implementation. Therefore, we propose a new quantization
scheme, namely, multiple description spherical quantization
with repetition coding of the amplitudes (MDSQRA). That
is, in the proposed MDSQRA scheme, the amplitudes are
coded repetitively, making MDSQRA directly realizable. In
this paper, we consider the derivation of the quantizers and



evaluation of them using objective measurements. For details
on how the quantizers can be implemented into a sinusoidal
coder and for subjective listening tests see, e.g., [9].

The rest of the paper is organized as follows. In Section 2
we derive the proposed MDSQRA scheme for robust quanti-
zation of sinusoidal parameters. We measure the performance
of the proposed quantizers and the experimental results are
delivered in Section 3. Finally, Section 4 concludes on our
work.

2. PROPOSED QUANTIZATION SCHEME

In parametric audio coding, the audio signals are modeled
by a set of few relevant parameters. One popular paramet-
ric audio coding scheme is sinusoidal coding, where we for
n =20,..., N — 1 assume the following sinusoidal model

L
B(n) = arcos(vin+ ) , )
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with a;, v; and ¢; denoting the amplitude, frequency and
phase characterizing the [th sinusoid, respectively, and L is
the model order. There are mainly two important tasks in
a parametric audio coder: 1) estimation of the parameters
best describing the audio signal (e.g., using the perceptual
matching pursuit algorithm [2, 10]) and 2) quantization of
the parameters to allow for transmission. In this paper, we
consider the latter part, namely, quantization of the sinusoidal
parameters.

The proposed quantizers are derived on the basis of mini-
mization of a perceptual distortion measure subject to an en-
tropy constraint. The utilized perceptual distortion measure
was first introduced in [11] and is defined as
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where fiz(q,4,,)(V) is a perceptual weighting function and
€(w) is the DTFT of the windowed error. The error can be
expressed €(w) as
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with 2(n) being the observed signal and w(n) is a window of
length N. We assume sufficiently long windows such that the
cross-term distortion of the sinusoids are neglectable. There-
fore, we only consider minimization of the distortion contri-
bution from quantization of one sinusoid. It follows from [5],
that under high-rate assumptions, the perceptual distortion
measure can be approximated by
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where 0% = oz 2512_15/2 w?(n)n?, {a,¢,v} is the set
of quantized parameters, and ||w||? is the squared norm of
the window. Using high-rate assumptions we can assume
that @ = @2 in (4). Furthermore, it can be seen from (4)
that the amplitude, phase and frequency quantizers can be de-
signed independently. As mentioned introductory we design
the quantizers to be robust against transmission over lossy
network channels. Therefore, the MDC principle is employed
such that each quantizer generates two descriptions. If only
one description is received in the decoder, a low quality re-
construction is obtained with a side distortion D, where s =
{1, 2}. If both descriptions are received the distortion reduces
to the central distortion Dy. We design the quantizers for ro-
bust transmission over a packet erasure channel, where the
packets are lost independently with probability p. The ex-
pected distortion for such a channel is

E[D] = (1 - p)*E[Do] + 2p(1 — p)E[D;] + po7,  (5)
with o2 being the signal variance. The side distortions are
assumed balanced, i.e., E[D1] = E[D3]. It can be shown that
the expected side distortion can be approximated by
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where fa ¢ v(a,¢,v) is the joint pdf of the amplitudes,
phases and frequencies, and g,, g4 and g, are the quantiza-
tion point densities. For the phase and frequency quantizers,
the ratio between the central and side distortions is m
since we use the modified multiple description scalar quanti-
zation (MMDSQ) principle in [12] on these parameters. Note
that Ny is the number of refined reconstruction points for

the kth parameter. We can then express the expected central
distortion as
||2
faex(a, ¢, v)e(a,p0)(P)
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The total expected distortion can then be approximated by in-
serting (6) and (7) into (5). We design the quantizers sub-
ject to an entropy constraint on one side description. By us-
ing high-rate assumptions we can approximate the entropy for
one side description as
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Table 1. Total expected distortions for MDSQRA and MDSTCQ.

where h(a, ¢, v) is the joint differential entropy of the ampli-
tudes, phases and frequencies. We introduce a new variable
Hy; = H, — h(a, ¢, ) and define a cost-function

J = (1—p)®E[Do] + 2p(1 — p)E[D,] + AH,,  (9)

with A being the Lagrange multiplier. By minimizing the
cost-function (9) using the Lagrange multiplier method, it can
be shown that the optimal quantization point densities and
numbers of refined reconstruction points are given by
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By inserting (10)-(13) into (6) and (7), which are then in-
serted into (5) we get an expression for the total expected
distortion. The total expected distortion expression is given
in Tab. 1 along with the total expected distortion of MD-
STCQ [8]. Note that I" in Tab. 1 is a correction factor used
for approximating the expected distortion of MDSTCQ [6].

3. EXPERIMENTAL RESULTS

We will now present the experimental results obtained from
the performance measurements of the proposed quantization
scheme. First, we compare MDSQRA and MDSTCQ using
their respective expected perceptual distortion expressions.
The expressions used for this simulation are found in Tab. 1.
Note that the only difference between the quantizers are two
distortion factors which depend on the packet-loss probability
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Fig. 1. Comparison of the quantizer distortion factors

Empsora (p) and kmpstco(p,I') for a selected packet-loss
probability range with I' = 1.

pand I'. These factors, which are proportional to the expected
perceptual distortion approximations, can be written as

3 1—p\3/ 4 \?
kvpsara(p) = o7 (1= 7?) (J) (1+p) (16)
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In Fig. 1, we have plotted the factors in (16) and (17) for a
limited range of packet-loss probabilities and for I" = 1. Set-
ting I' = 1 leads to the lowest expected perceptual distor-
tion for MDSTCQ and it corresponds to an infinite number of
states and an infinite dimension in the MDSTCQ scheme [6].
From these results, it can be seen that the expected perceptual
distortion of MDSTCQ is lower than the distortion of MD-
SQRA for 0.2% < p < 0.8% for this experimental setup. For
0.8% < p < 1.4%, however, the expected perceptual distor-
tion of MDSQRA is lower than for MDSTCQ. That is, we
can not unequivocally conclude, that the expected perceptual
distortion of MDSQRA will be lower than for MDSTCQ for
all packet-loss probabilities and vice versa.

However, it is not sufficient to compare the expected per-
ceptual distortions directly, since MDSTCQ requires a sub-
optimal implementation. Therefore, we have measured the
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Fig. 2. Expected and measured perceptual distortions for
MDSQRA and MDSTCQ. The quantizers were designed for
p=0.78% and T = 1.

59 T T

T T
MDSQRA (theoretical)|
— — — MDSTCQ (theoretical)|

58.8 4

58.6

58.41

Distortion [dB]

58.21

58

57.81 B

I I I I I I I I I
19.75 198 19.85 199 19.95 20 20.05 20.1 20.15 20.2 20.25
Rate [Bit/sinusoid]

Fig. 3. Zoomed plot of the expected and measured perceptual
distortions for MDSQRA and MDSTCQ. The quantizers were
designed for p = 0.78% and I = 1.

perceptual distortion of MDSQRA and MDSTCQ as a result
of quantization of synthetic sinusoidal parameters. The per-
ceptual distortion was measured using the expression in (4).
Both MDSQRA and MDSTCQ were designed to have
N = 4 number of refined reconstruction points for the quan-
tizers employing MDC. For MDSTCQ, the factor I" was set
to one, resulting in both MDSQRA and MDSTCQ being de-
signed for p = 0.78%. Note that MDSTCQ is implemented
using the suboptimal implementation proposed in [8]. The
synthetic sinusoids were generated by assuming Rayleigh dis-
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Fig. 4. Comparison of the quantizer distortion factors
Empsora (p) and kypsteo(p, I') with I' = {2, 4}, respectively
(top). Also, zoomed plots for the lower (middle) and upper
(bottom) packet-loss probability ranges are shown.

tributed amplitudes and frequencies with the pdf

T 22
= Ze 28
fx(z) ﬂe .
We chose 3 = {1000, 0.25}, respectively, for the amplitudes
and frequencies. The phase was assumed to be uniformly dis-
tributed in the interval 0 < ¢ < 2.

The quantization point densities of the quantizers were
found from a training set consisting of 100,000 sinusoidal
parameter sets. Following, we used the designed quantiz-
ers to quantize 10,000 sinusoidal parameter sets for different
target entropies. In Fig. 2 we have plotted the expected and
measured perceptual distortions as functions of the target en-
tropies for both MDSQRA and MDSTCQ. First, notice that
the measured perceptual distortion of MDSQRA converges
against the expected perceptual distortion for an increasing
bit-rate. Due to the use of high-rate assumptions it is expected
that the expected and measured perceptual distortion do not
match at low bit-rates. Second, it can be seen that the sub-
optimal implementation of MDSTCQ leads to a significant
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increase in perceptual distortion. That is, even though the ex-
pected perceptual distortion of MDSTCQ is lower than for
MDSQRA in this experiment, MDSQRA outperforms MD-
STCQ in terms of measured perceptual distortion. To verify
that the expected perceptual distortion of MDSTCQ is lower
than for MDSQRA at p = 0.78%, see the zoomed plot in
Fig. 3.

Finally, we have compared the factors in (16) and (17)
for the whole range of packet-loss probabilities. However, in
this simulation we chose two different I's for MDSTCQ, i.e.,
I' = {2,4}, respectively. The factor " can be found through
simulation and from [6] we conclude that I" being somewhere
between 2 and 4 is typical. The results from this simulation
are depicted in Fig. 4. From the figure it is clearly seen that
MDSQRA outperforms MDSTCQ for most packet-loss prob-
abilities. Also, MDSQRA might also perform MDSTCQ at
the other packet-loss probabilities in terms of measured per-
ceptual distortion due to the suboptimal implementation of
MDSTCQ.

4. DISCUSSION

In this paper, we considered a novel multiple description cod-
ing scheme for quantization of sinusoidal parameters, namely,
multiple description spherical quantization with repetition
coding of the amplitudes (MDSQRA). The proposed quan-
tizers are simple, closed-form and computationally efficient
since the multiple description scalar quantization principle
is employed. One of the major advantages of the proposed
quantization scheme is, that it is directly implementable as
opposed to multiple description spherical trellis-coded quan-
tization (MDSTCQ) proposed in [8]. Another advantage is
a reduced computational complexity. We found that only a
single factor, dependent on the packet-loss probability and
a scaling factor which relates TCQ to SQ, differs between
the proposed quantizers and MDSTCQ. Through simulations
we plotted the distortion factors of MDSQRA and MDSTCQ
and found that MDSQRA outperforms MDSTCQ for most
packet-loss probabilities. Also, we applied the proposed
quantizers and MDSTCQ on synthetic sinusoidal parameters
and measured the perceptual distortion. These simulations
showed, that even though the expected perceptual distortion
of MDSTCQ is lower than for MDSQRA at some packet-loss
probabilities, MDSQRA might still outperform MDSTCQ for
the exact same packet-loss probabilities in terms of measured
perceptual distortion. In other work [9], we described how the
proposed quantization scheme can be implemented into a real
audio coder, and verified the simulation results in this paper
using listening tests. In future work, the proposed quantizers
should be generalized to support more than two descriptions,
which would be preferable for high packet-loss probabilities.
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