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Abstract—This paper investigates evaluation methods of thermal
transient measurements to obtain the internal thermal structure of
semiconductor devices. First, the study uncovers the limitations of
a widely accepted standard method that uses frequency-domain
deconvolution. An important finding is that the sideband of
the time constant spectrum by the standard method has no
physical meaning despite it has been interpreted as a continuous
spectrum for a long time. Second, by understanding the limitations
of the existing method, the paper proposes an alternative
method that remodels the frequency-domain deconvolution as
a regularized least squares problem in the time domain. With
the benchmark of the true values of several thermal networks
based on simulation, the proposed sparsity-promoting method
demonstrates several advantages, including a better ability to
identify adjacent parameters in the time-constant spectrum and
the obtained structure function reducing relative error by an
order of magnitude. The influence of varying noise levels has also
been evaluated. Finally, a proof-of-concept experiment using a
commercial power semiconductor device validates its effectiveness.

Index Terms—Reliability, system identification, semiconductor
device packaging, transient analysis, thermal analysis.

I. INTRODUCTION

THERMAL modeling and characterization are crucial in
various fields of electronics [1]–[3]. Around two decades

ago, a non-destructive method known as network identification
by deconvolution (NID) was introduced for evaluating the
inner structure of electronic devices (see Fig. 1). By analyzing
measurable thermal transient responses, the NID method
produces a detailed heat-flow map of the device’s internal
structure. This transformative method has revolutionized several
areas, including identification of inner structure [4], [5], non-
destructive failure analysis [6], thermal model estimation [7],
[8], thermal characterization of wide band-gap devices [9], [10],
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junction temperature estimation [11], [12], and characterization
of materials such as thermal grease [13]. Thanks to its
effectiveness, the NID method has been standardized in [14]
and widely adopted in industry today.

Despite the widespread acceptance of the NID method,
research on this approach over the past two decades has
predominantly focused on various applications [6]–[8], [11],
new devices [9], [10], [16], and thermal coupling effects [17].
However, little attention has been paid to the limitations or
challenges of the NID method itself [18], and the development
of this method appears to have stagnated for years. Therefore,
it is crucial to revisit the origin of this method. By investigating
the first publication in [15] and a series of subsequent efforts
[6], [7], [14], [19], the existing NID method exhibits limitations
in solving the crucial thermal time constant spectrum as
shown in Fig. 1. Specifically, the existing method uses an
ill-posed frequency-domain deconvolution. This leads to an
indistinct spectrum and the blurred structure function which
are introduced as follows.

First of all, the NID method based on a frequency-domain
inversion is an ill-posed problem. The unknown structure
function is obtained as an inverse Fourier transform of the
quotient, where the denominator is the Fourier transform of
the convolution kernel. Since the convolution kernel for this
problem is a very smooth function, the resulting denominator
rapidly tends to zero for higher frequencies, making the
deconvolution into an ill-posed problem. As a result, the
measurement noise will be strongly enhanced in the identified
structure information. This apparent challenge was pointed out
when the NID method was originally proposed in [15]. The
standard approach to alleviate this issue is to utilize a low-pass
filter [14]. This does indeed suppress the effect of the noise
but inevitably lowers the resolution of identification [20].

As a result, the essential intermediate of the conventional
NID method, i.e., the time constant spectrum, has limited
resolution. For instance, the effectiveness of the time constant
spectrum is often validated by RC networks. When the distance
between two time constants is more than a decade, see [15],
the conventional NID method performs well. In contrast, time
constants which are close to each other are more difficult to
identify [19].

Meanwhile, reference [15] also constructs a graphic repre-
sentation of the heat-flow path with the thermal resistance
and capacitance map of the structure, which is known as
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The main scope of this paper

Fig. 1. The framework for internal structure identification in power semiconductors through thermal transient response analysis and the main scope of this
paper. (NID represents network identification by deconvolution [15]. R(z) is thermal time constant spectrum and V (Φ) is its frequency-domain expression.
a(z) is a normalized step temperature response. w(z) is a conventional kernel as referred to (6).)

structure function. Theoretically, the jumps in the slope of the
structure function correspond to material or geometry changes.
Thermal resistance and capacitance, geometrical dimensions,
and material parameters may therefore in theory be directly read
from the structure function. In practice, however, computed
structure functions by the NID method often do not contain
obvious slope changes, or instead have many illusive inflection
points, which are difficult to relate to structure properties [6].
Further improvements over the state-of-the-art identification
methods are thus highly desirable.

Some prior studies have partially investigated the aforemen-
tioned challenges. For instance, the utilization of a Bayesian
iterative approach [20] for deconvolution computation has been
explored, effectively eliminating the necessity for low-pass
filtering and achieving better resolution. However, this method
necessitates a substantial number of iterations and lacks a clear
understanding of convergence properties [21], particularly in
scenarios involving complicated spectra.

In contrast with the conventional NID method or the
Bayesian method for carrying out the deconvolution in the
frequency domain, this paper proposes a sparsity-promoting
time domain evaluation method to solve the problem. This
work has following contributions:

1) This paper comprehensively investigates the limitations of
the standard NID method. Apart from the aforementioned
ill-posed nature and under-performances, an important
finding is that the sideband/lobe of the time constant
spectrum by the standard method holds no physical
meanings. However, this sideband has been interpreted
as a continuous spectrum for a long time.

2) Based on a better understanding of the limitations of the

existing approach, this paper proposes an alternative
method to compute the measured thermal transient
response in the time domain directly. The proposed
sparsity-promoting method respects the underlying physi-
cal constraints of the problem and does not prevent sharp
(high frequency) variations in the recovered quantities.

3) With benchmarked against true values of different thermal
networks, the proposed method has exhibited a better
resolution in the time constant spectrum and a better
accuracy in the structure function. For instance, two
adjacent time constants with a distance less than a
decade can be clearly identified in the time constant
spectrum while the conventional method fails to do so.
The obtained structure function by the proposed method
reduces the relative error by an order of magnitude.
A proof-of-concept experiment based on a commercial
power semiconductor device is also presented to verify
its viability.

II. LIMITATIONS OF THE STANDARD METHOD AND THE
PROPOSED APPROACH

This section briefly revisits the theory of the thermal transient
measurement and the conventional NID method. An important
contribution is to unveil the three limitations of the conventional
approach. In particular, this paper mathematically verifies
that the sideband of the thermal time constant spectrum has
no physical meanings, although it is often interpreted as a
continuous spectrum. Based a better understanding of the
limitations, a time-domain evaluation method is proposed
to address aforementioned challenges. The proposed method
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does not have artificial sidebands and respects the underlying
physical constraints of the problem well in the solution.

A. Mechanism of Thermal Transient Measurement

Thermal transient measurement is a widely accepted method
for evaluating the inner structure of electronic devices. By an
abrupt power dissipation step onto the device under test, the
measured thermal transient response is utilized to generate a
heat-flow map of the device structure nondestructively. The
following part briefly introduces the mechanism of this method.

For a semiconductor package with multiple materials and
layers, the unit step response a(t) of the thermal structure can
be represented as a sum of N individual exponential terms
with different time constants τi and magnitudes ri, that is,

a(t) =

N∑
i=1

ri ·
(
1− e−t/τi

)
. (1)

It should be noted that the parameters τi and ri here represent
the inner structure physically, which is fundamentally different
from a Foster network obtained by curving fitting [22].

Considering the heat propagation along the semiconductor
packaging across a wide range of time constants, a logarithmic
time is introduced as

z = ln (t) and ζ = ln (τ) . (2)

A continuous expression of (1) is now introduced

a(z) =

∫ ∞

−∞
R (ζ)

(
1− e− exp(z−ζ)

)
dζ, (3)

where R (ζ) is a density function with respect to the logarithmic
time, also known as the thermal time constant spectrum [15].
Note that (1) is formally recovered by putting

R (z) =

N∑
i=1

riδ (z − ln τi), (4)

that is a linear combination of Dirac δ-functions.
By differentiating both sides of the convolution integral (3),

the obtained integral equation is given by

da

dz
(z) =

∫ ∞

−∞
w (z − ζ)R (ζ) dζ, (5)

where

w (z) = ez−exp(z). (6)

For the system identification of the semiconductor package,
the problem essentially becomes to compute R (z) from (5)
given the measured transient response a(z). Mathematically,
equation (5) is the most iconic example of an ill-posed problem,
the Fredholm integral equation of the first kind. To make things
even worse, the measurement noise in a(z) is further amplified
by the presense of the differentiation operator.

Φ
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Fig. 2. The process of converting a single time constant into frequency
domain and re-inverting into time domain by conventional NID method. The
regenerated time-constant spectrum is modulated by the applied low-pass filter
H(Φ).

B. The Conventional NID Method in Frequency Domain

Owing to the convolution structure of (5), the conventional
NID method utilizes a frequency-domain method based on
Fourier transform to solve R (z). Namely, the computation of
the Fourier transform of both sides of (5) is given by

M (Φ) = V (Φ) ·W (Φ) , (7)

where Φ is the generalized frequency corresponding to the
logarithmic time z. M(Φ), V (Φ), and W (Φ) are the Fourier
transforms of da/dz, R(z), and w(z), respectively. Equipped
with this knowledge the computation of the R(z) is expressed
as the inverse Fourier transform F−1 of a quotient in the
frequency domain, that is

V (Φ) = M (Φ)/W (Φ),

R (z) = F−1 [V (Φ)] .
(8)

C. Investigation of the Limitations of the NID Method

The standard NID method of (7) and (8) based on the
frequency domain has three limitations as follows.

1) The ill-posed limitation: It is evident that formally
expressing the solution of (5) into (8) does not alleviate
the ill-posed nature of the problem. Indeed, in the context
of (8) the ill-posedness manifests itself through the fact, that
owing to the smoothness of the convolution kernel (6) its
Fourier transform appearing in the denominator of (8) will be
diminishingly small for large frequencies Φ. In this way, any
high-frequency measurement and discretization noise present
in M(Φ) = F [da/dz] = 2πjΦF [a] will be significantly am-
plified in the inversion process [23]. Note that the deteriorating
effect of the differentiation operator present in (5) is particularly
apparent in this representation.

2) Physically meaningless sidebands in the time-constant
spectrum: To alleviate the ill-posed limitation, the standard
method [14] applies a low-pass filter in the formula (8) prior
to evaluating the inverse Fourier transform. While this deals
with the high-frequency noise amplification, it causes artificial
side bands in the obtained time-constant spectrum R(z). More
importantly, these artificial side bands have been regarded as
a continuous form of the time-constant spectrum in existing
studies [15], [23], which is a misunderstanding. As shown in
Fig. 2, to demonstrate this effect, a simple system with a single
time constant is assumed, that is

R (z) = rδ (z) (9)
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and an ideal low-pass filter H(Φ), which is expressed as

H(Φ) =

{
1, |Φ| ≤ Φ0

0, else , (10)

where Φ0 is the cut-off frequency of the filter. By converting
(9) into the frequency domain and applying the low-pass filter,
the re-generated time-constant spectrum R̃ (z) via the inverse
Fourier transformation is expressed as

R̃ (z) = F−1 {F [R (z)] ·H(Φ)} =
r sin (Φ0z)

πz
, (11)

which is clearly not identical to (9). The original amplitude
r is modulated by the filter parameter Φ0/π. Meanwhile, the
generated side band with a width of 2π/Φ0 is purely related to
the filter without any physical meaning. However, in the existing
studies, this side band is often explained as a continuous time-
constant spectrum, which is a misunderstanding.

3) Ignoring physical constraints: In passing, we also note
that the deconvolution formula (8) does not respect the physical
constraints of the problem. As a result, the obtained spectrum
R(z) may have negative amplitudes which has no physical
meaning. It can be seen from R̃ (z) in Fig. 2 and following
simulations and experiments.

D. Proposed Sparsity-Promoted Time Domain Evaluation
Method

Armed with a better understanding of the limitations of
the conventional NID method, this paper proposes to apply
inversion of (5) directly in time domain. Compared to the
inversion in the frequency domain using Fourier transformation,
the proposed method is able to address the aforementioned
challenges. Thus, the problem (5) is converted into

inf
R(·)≥0

[F (R) +G(R)], (12)

where

F (R) =

∫ ∞

−∞

[
da

dz
(z)−

∫ ∞

−∞
w(z − ζ)R(ζ) dζ

]2
dz,

G(R) = γ

∫ ∞

−∞
|R(ζ)| dζ,

(13)

that is, the problem (5) is converted into a standard ℓ1-
regularized constrained least squares formulation. It is noted
that one needs to seek R(·) in the space of measures to
guarantee that the infimum in (12) is attained, which is of
course consistent with (4). Aside from this technical difficulty,
classical splitting-based convex optimization algorithms [24],
[25] are available for solving discretized versions of (12). The
first term, F , in (12) represents the data fidelity, which keeps
the consistency between the data predicted by the model and
the measured data. The second term, ℓ1-regularization term
G, is sparsity-promoting, so that we expect that the obtained
constant spectrum R(·) will be zero apart from narrow peaks
around ln τi, see (4). In this way, the proposed method is
able to improve the resolution over the standard NID method.
Parameter γ is adjusted to balance the two terms. In this
paper, we use L-curve to select a proper γ. L-curve is a log-
log plot of the norm of G(R) versus F (R), which displays

the trade-off between the regularized solution and the data
fidelity. For a better balancing of these two terms, the parameter
γ near the corner of the L-curve is selected. More theories
about L-curve should be referred to [26]. R(·) ≥ 0 guarantees
the underlying physical constraints of the problem that the
spectrum density function is non-negative. The details about
the numerical solutions utilized in this work are provided in
Appendix. A similar work [27] also applied optimization efforts
to thermal problems, but they aimed to a good curve fitting of
the Foster network and had a different target from the proposed
method.

III. COMPARISON OF THE CONVENTIONAL NID METHOD
AND THE PROPOSED APPROACH BASED ON FOUR

DIFFERENT CASES

To compare the effectiveness of the conventional NID
method and the proposed method, a lumped circuit is modeled
in simulation with precisely known values of the thermal
resistance and capacitance. This verification method is also
used in [15]. However, in contrast to [15] using a Foster
network, this paper uses a Cauer network to associate the
thermal resistance and capacitance to the different physical
regions of semiconductors. Moreover, the different noise levels
are also evaluated. The corresponding thermal time constant
spectrum and the structure function of the NID method can be
easily obtained by the software attached in the standard JESD
51-14 [28] or the commercial tool [29], thus the process is not
repeated here.

A. Test of the Conventional NID Method on Three-Layer
Thermal Networks

As shown in Fig. 3(a), a three-layer Cauer network with
two sets of parameters is used, which is referred to as case 1
and case 2, respectively. The corresponding thermal transient
responses are shown in Fig. 3(b), where the curves are across
seven decades from 10−6 s to 10 s. The parameter variation of
the second-order RC pair of case 2 causes a larger steady-state
thermal impedance and a different transient process.

By applying the conventional NID method, the transient
curve of case 1 is converted into a time constant spectrum R(z)
as shown in Fig. 3(c). The time constant spectrum has three
peaks, which essentially depict the three dominated poles of the
evaluated network. However, each peak in the spectrum R(z)
has a side band with a width of around a decade. For instance,
the first peak in Fig. 3(c) has a side band of around 1.1×10−4s,
with the other two peaks demonstrating similar behavior. It
should be noted that the original network has three RC pairs
only. The sidebands of R(z) with intensive minor magnitudes
around the three peaks reveals that the conventional NID
method does not reconstruct the original system well. Moreover,
the negative amplitudes of the time constant spectrum are also
in conflict with the underlying physics. The causes of these
under-performances are investigated in Section II-C.

The structure function of the NID method is further obtained
as shown in Fig. 3(d). The true values of the RC network are
marked with red dots. The inflection points of the structure
function should in theory allow us to identify the parameter
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Fig. 3. Two cases of the three-layer Cauer networks based on the conventional NID method: (a) the network and the RC values, (b) thermal transient
responses, (c) time constant spectrum of case 1, (d) comparison of the structure function and the true values of case 1, (e) and (f) are the corresponding time
constant spectrum and structure function of case 2.
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Fig. 4. Proposed method for the three-layer Cauer networks in Fig. 3: (a) time constant spectrum of case 1, (b) obtained structure function vs. the true values
of case 1, (c) and (d) are corresponding results for case 2.

variations, that is, thermal properties of different layers of
semiconductor packages. When comparing the generated
structure function with the true values for this benchmark, it
can be seen that the first true value coincides with the inflection
point of the curve. However, the structure function curve starts
to separate for the next two true values, which have around
0.029 K/W (9% relative to the total thermal resistance) distance
from their nearest major inflection points. Meanwhile, multiple
small illusive inflection points are visible along the curve but

without any physical meaning. It is therefore challenging to
accurately infer the parameter values and their variations simply
by the inflection points of the structure function curve.

The time constant spectrum and the corresponding structure
function of case 2 are shown in Figs. 3(e) and (f), respectively.
With the increase of the second-layer RC values in case 2, the
last two peaks of the spectrum R(z) are merged, which means
that the limited resolution of the conventional NID method
makes it challenging to identify two adjacent time constants.
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Fig. 5. Comparison of the conventional NID method and the proposed method in two more cases for consistency verification: (a) the five-layer thermal
network and two sets of parameters, (b) transient thermal responses, (c) time constant spectrums with the NID method, (d) the structure functions vs. the true
values with the NID method, (e) and (f) are corresponding results with the proposed method.

Similarly, the structure function of case 2 is shown in Fig. 3(e).
The inflection points of the curve are not well aligned with
the true values with a even larger distance (around 0.045 K/W,
or 10% of the total thermal resistance) than in case 1.

B. Test of the Proposed Method on Three-Layer Networks

With applying the proposed method, the computed time
constant spectrum R(z) and the structure functions are shown
in Fig. 4. For case 1, the obtained spectrum R(z) has three
peaks as shown in Fig. 4(a). Compared to the conventional
NID method, each peak of the proposed method is much more
pronounced and without any negative amplitudes. It reveals
that R(z) is computed with a much better resolution using the
present approach, which has thus better potential for resolving
thermal time constants located closer to each other. Moreover,
the generated structure function is more distinctive as shown
in Fig. 4(b). The major inflection points coincide well with the
true values. The distance between the inflection points and the
true values is less than 1% of the total thermal resistance.

Similarly, the computations for case 2 based on the proposed
method are shown in Figs. 4(c) and (d), respectively. In contrast
to the conventional NID method, which cannot distinguish the
second and the third peaks in case 2, the proposed method
clearly depicts the two peaks without any overlaps. It confirms
our hypothesis that the proposed method has better resolution

for identifying two thermal time constants that are close to
each other. Meanwhile, the corresponding structure function
also reflects the true values as shown in Fig. 4(d).

C. Comparison based on Five-Layer Thermal Networks

To further examine the consistency of the proposed method,
we investigate two more cases with different structures and
parameters as shown in Fig. 5(a). The five-layer Cauer network
is typically used to represent a simple power semiconductor
assembly, including the semiconductor package, thermal inter-
face material (TIM), and the heat sink. In the standard JEDEC
JESD 51-14 [14], a transient dual interface test method is
proposed to identify the junction-to-case thermal resistance of
semiconductor devices. Two thermal impedance measurements
with different TIM conditions are applied. The structure
function at the separation point of these two measurements is
defined as junction-to-case thermal resistance. Thus, the varied
parameters of Rth4 and Cth4 are used to mimic the different
TIM conditions. The simulated transient thermal impedances
are therefore shown in Fig. 5(b).

Two time constant spectra R(z) based on the conventional
NID method are shown in Fig. 5(c). First, the obtained R(z) has
four major peaks for case 3 while five peaks for case 4 although
both cases are five-layer Cauer networks. Meanwhile, each peak
has a wide spread, making it possible for two neighboring peaks
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TABLE I
COMPARISON OF THE RESULTS OF THE STUDIED FOUR CASES.

Layers of the network Number of peaks in R(z) Maximum distance1 [K/W] Relative error2

Conventional Proposed Conventional Proposed Conventional Proposed

Case 1 3 3 3 2.9×10−2 5.0×10−4 8.9% 0.2%
Case 2 3 2 3 4.5×10−2 1.7×10−3 9.9% 0.4%
Case 3 5 4 5 5.7×10−2 3.7×10−3 9.1% 0.6%
Case 4 5 5 5 8.7×10−2 8.0×10−3 11.2% 1.0%
1Distance between the true value and the inflection point of the structure function curve
2Relative error = maximum distance ÷ total thermal resistance

(a)

(b)(b)

Fig. 6. Influences of varying noise levels in the thermal transient response on the resulting thermal time constant spectrum and structure function based on the
parameters of case 1: (a) using the conventional NID method and (b) employing the proposed approach. (SNR: signal-to-noise ratio)

along the spectrum to merge and become indistinguishable.
Meanwhile, apart from the time constants within the range
from 10−5 s to 1 s, some small peaks exist outside this range.
For example, a minor peak exists around 5 s, yet neither of the
considered systems has a time constant around 5 s since the
transient response has reached the steady-state after 2 s. Thus,
the minor peaks above 1 s are caused by the methodological
artifacts of the NID method instead of any physical meaning.

Furthermore, the NID method generates the structure func-
tions as shown in Fig. 5(d). Obviously, the last two true values
are not well aligned with the inflection points of the curves.
The distance between the nearest inflection point and the true

value is more than 0.02 K/W for both cases. Moreover, the
structure function has many minor inflection points as well.
In the standard [14], the separation point of the two structure
functions is used to identify the location of the parameter
starting to change. Comparing the structure functions of case
3 and case 4, the separation point occurs slightly ahead of the
third true value.

The proposed method also generates the time constant
spectrum and the structure functions as shown in Figs. 5(e)
and (f), respectively. In Fig. 5(e), both cases have five peaks
within the range from 5×10−5 to 1 s. Beyond this range, there
is no noticeable peaks. The parameter change of the 4th-layer
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Standard NID method: thermal time constant spectrums and the structure functions
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The proposed method: thermal time constant spectrums and the structure functions

Measurements

Fig. 7. Experimental setup and results: (a) the photo of the experimental setup, (b) the circuit configuration of the setup, (c) measured transient junction
temperatures and their thermal impedance curves, and (d) the thermal time constant spectrums and the structure functions based on the conventional NID
method and the proposed method, respectively. (IGBT: insulated-gate bipolar transistor, TIM: thermal interface material)

of the Cauer network causes different time constants in R(z).
Meanwhile, the structure functions are shown in Fig. 5(f).
All true values agree well with the inflection points and the
generated curves are clean and with few illusive inflections.
When we take the separation point into account, the two curves
are exactly divergent at the third true value.

D. Summary of the Four Different Benchmark Cases

The key results of the four aforementioned cases are
summarized in Table I in terms of both the R(z) and the
structure functions. Case 1 and case 2 are three-layer networks
while case 3 and case 4 are five-layer networks. Comparing the
time constant spectrum of the two methods, the conventional
NID method generated R(z) has three and five peaks for
case 1 and case 4, respectively, but only two and four peaks
for case 2 and case 3. In contrast, the obtained R(z) by the
proposed method has the exact number of peaks as the provided
network for all cases. Moreover, the relative errors between
the generated structure functions and the true values are also
compared. The proposed method reduces the relative error to
around 1% from 10% of the conventional method. It suggests
that the proposed method is better in reflecting the parameter

changes of the thermal network. The four cases with different
networks and parameters verify the consistency of the proposed
method.

E. Impacts of Noise on the Obtained Results

Apart from the above validations based on pure data, this
part evaluates the impact of noise on the obtained results.
Four different artificial noise levels are added into the thermal
transient response of case 1. Fig. 6 shows the obtained thermal
time constant spectrum and structure functions based on the
conventional NID and the proposed methods. The NID method
is more robust when the noise level is low (e.g., SNR = 60
or 40 dB) because of applying a low-pass filter. However,
as the noise level increases (e.g., SNR = 20 or 10 dB), the
inherent ill-posed nature may amplify leakage noise from the
filter, resulting in numerous artificial peaks in the time constant
spectrum and distortion of the structure function [see Fig. 6(a)].
Conversely, the proposed method is indeed more sensitive to
noise. Although a slight increase of the noise from SNR = 60
to 40 dB, a small deviation in the obtained structure function
is visible as shown in Fig. 6(b). With higher noise levels (e.g.,
SNR = 20 or 10 dB), an artificial peak emerges around 10−2 s.
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TABLE II
EXPERIMENTAL PARAMETERS.

Parameter Value

Heating current Iheat 30 A
Sensing current Isense 100 mA
Gate voltage Vge 15 V
Heating time 100 s
Cooling time 100 s
Coolant temperature 25◦C
Temperature sampling frequency 1 MHz

However, the inflection points of the structure function remain
more consistent compared to the NID method when SNR = 10
dB. Instead of adding a purely numerical study with artificially
added noise we have opted out to presenting an experimental
study in the following, which thereby includes the realistic
noise.

IV. EXPERIMENTAL VERIFICATION

To verify the effectiveness of the proposed method, a
commercial 1200-V/20-A IGBT device with TO-3P package
is selected (FGA20N120FTD [30]). The experimental setup
is shown in Fig. 7(a). The copper block with a large thermal
capacitance provides a constant temperature reference for the
device under test. The temperature of the copper block is
managed by a liquid-cooled system. Two different interface
conditions have been applied between the device and the copper
block, namely, with and without thermal grease, which are
denoted as TIM and dry, respectively.

The measuring circuit is shown in Fig. 7(b). The heating
current Iheat is used to heat up the device and provides
sufficient temperature gradients within the device. The sensing
current Isense is a small current that is used to measure the
junction temperature by utilizing the forward voltage Vce as
a temperature-sensitive electrical parameter. The gate voltage
Vge keeps the channel of the IGBT activated. An external
temperature control unit keeps the cooling plate at a constant
temperature. The exact parameters are listed in Table II.
Subsequently, the measured transient thermal responses under
two different interface conditions are shown in Fig. 7(c). The
varied interface conditions cause a separation between the two
curves, which is similar to the aforementioned simulation cases.

Based on the conventional NID method, the obtained time
constant function R(z) and the structure function are shown in
the top of Fig. 7(d). The function R(z) has positive amplitudes
almost along the entire spectrum from 10−6 to 102 s, which
is in contrast to the fact that the tested power semiconductor
device is composed of limited materials and three major layers.
As the obtained structure functions, the two curves separate
around 0.4 K/W, but the exact separating point is difficult to
determine. Within the IGBT package, the two curves have
multiple inflection points which are difficult to identify the
parameter changes in the system.

On the other hand, the proposed method generates the time
constant spectrum R(z) and the structure function are shown
in the bottom of Fig. 7(d). The function R(z) only has around
eight major peaks across the time constants from 10−6 to
102 s, which emphasizes the tested device with the cooling

system has a few numbers of dominant thermal constants.
Furthermore, the generated structure functions exhibit three
clear inflection points within the package, which agree with
that the tested device consists of three major layers. Moreover,
the obtained structure functions have a more distinct separation
point between the two interface measurement, which is easier
for identifying separating boundary.

V. CONCLUSIONS

The present study sets out to unveil the limitations of the
conventional NID method and proposes an alternative method
for the thermal transient measurements. A series of simulation
and experimental case studies have shown that the conventional
NID method is limited in its ability to estimate the parameters
of the original thermal network based on the thermal transient
measurements. The evidence includes that the obtained thermal
time constant spectrum has smeared distributions, which makes
it difficult to identify the adjacent time constants within a
decade, and the corresponding structure function cannot reflect
the thermal network parameters well.

This paper remodeled the frequency domain deconvolution of
the conventional NID method into a regularized least squares
problem in the time domain directly, which brings several
advantages. In particular, the proposed method has a better
resolution for time constant spectrum, which in turn implies
better capability for identifying the neighboring thermal time
constants. Furthermore, the relative error in terms of the
structure function based on benchmark studies reduces to 1%
from the 10% provided by the conventional method. These
results suggest that the proposed methods is a superior way of
identifying the thermal transient measurements.

Finally, due to the limited scope of this article, some open
questions still remain to be answered within the framework
of the thermal transient measurement as shown in Fig. 1. It
is imperative to revisit this framework thoroughly, identify
potential challenges, and address them with new perspectives,
which would be a fruitful direction.

APPENDIX

This appendix provides details about the numerical solutions
utilized in this work. The proposed ℓ1-regularized least squares
method is proceed as follows. First, the logarithmic time
interval [z, z] is subdivided into K subintervals uniformly. The
endpoints of the time interval correspond to the first and the
last measurement points. The unknown time constant spectrum
is thus represented as the form

R(z) ≈
K∑

k=1

RkNk(z),

where {Nk}Kk=1 form the standard basis for the piece-wise
constant polynomials. Note that the non-negativity requirement
on R simply amounts to the lower bounds Rk ≥ 0 for the
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underlying physics. With these definitions, the functions F and
G in (13) are approximated as

F (R) ≈
K∑

k1=1

K∑
k2=1

Rk1
Rk2

×

∫ ∞

−∞

∫ zk1

zk1

∫ zk2

zk2

w(z − ζ1)w(z − ζ2)Nk1
(ζ1)Nk2

(ζ2) dζ2dζ1dz

− 2

K∑
k=1

Rk

∫ zk

zk

∫ ∞

−∞

da

dz
(z)w(z − ζ)Nk(ζ) dz dζ + const,

G(R) ≈
K∑

k=1

Rk

∫ zk

zk

Nk(z) dz,

where const is the term independent from the vector of un-
knowns {Rk}Kk=1, and therefore does not have to be computed.
In the formula above, the notation (zk, zk) is introduced for
the support of the basis function Nk. The derivative da/dz
is approximated using central finite differences based on the
measurement points. All integrals in the formulas above are
computed using numerical quadratures. In this way, the problem
is reduced into a convex quadratic optimization problem
with bound constraints, which can be efficiently solved using
standard optimization solvers. We utilize Matlab’s quadprog
interior point solver for this purpose.
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