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Model-Agnostic Semantics in Shipboard Systems
Against Data Availability Attacks

Kirti Gupta, Subham Sahoo, Senior Member, IEEE, and Bijaya Ketan Panigrahi, Fellow, IEEE

Abstract—Data availability attacks, such as latency attacks,
data dropouts and time synchronization attacks (TSAs) still
remain a prime concern not only at the network level but also
impair the control system performance & stability of the physical
layer in medium voltage DC (MVDC) shipboard power systems
(SPSs). To address its impact on the physical layer, we equip a
model-agnostic semantic architecture that can compensate using
process-aware delay compensation capabilities. Unlike traditional
model predictive controllers (MPCs) with a limited prediction
horizon, the proposed architecture offers long event-driven pre-
diction even during large random delayed measurements. The
semantic prediction policy is governed using the inner control
loop dynamics of power generation modules (PGMs) to provide
reconstructed signals for delay compensation. Its robustness has
been extensively tested and validated on nominal 12 kV two-zone
MVDC SPS, in an OPAL-RT environment for above-mentioned
attacks. Overall, the proposed model-agnostic estimator (MAE)
has the potential to significantly improve the resilience of SPSs
against cyber-attacks without revealing any model information.

Index Terms—Latency attack, data dropout, distributed con-
trol, inner control loop dynamics, model-agnostic estimator
(MAE), MVDC shipboard power systems (SPSs), time synchro-
nization attack (TSA).

I. INTRODUCTION

THE development of all-electric ships (AES) has been
primarily facilitated by the emerging medium voltage DC

(MVDC) technology. For operation of shipboard power sys-
tem (SPS), this work considers distributed secondary control
(DSC) to achieve average voltage regulation and proportional
current sharing among the power generation modules (PGMs)
in enhancing the system efficiency and preventing overloading
[1]. To ensure controlled power generation, SPS is inter-
connected through global positioning system (GPS), global
navigation satellite system (GNSS), etc [2]. This enables
efficient and reliable operation of the system by facilitating
real-time data sharing, monitoring and control across the ves-
sel. However, the resulting cyber-physical SPS is potentially
vulnerable to cyber-attacks. Notably, the maritime sector has
recently experienced cyber intrusions in four major companies
[3], highlighting the urgency of cyber-threat analysis.

DSC architecture offers reliability against single point-
of-failure and supports sparse communication networks, but
heavy reliance on communication makes it vulnerable to
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cyber-attacks. Therefore, out of the various cyber-attacks [4],
this work specifically investigates the impact of data availabil-
ity attacks, such as, latency attacks, data dropouts and time
synchronization attacks (TSAs) on MVDC SPS. The latency
attacks and TSAs aim to cause information delay whereas, the
data dropout causes loss of measurement/control information.
These attacks can disrupt the vessel operation by impairing
control signals, cause stability issues and/or service downtime.

To address the problem of latency attacks and data dropouts,
[5] introduces a distributed predictive control framework,
while [6] discusses a finite frequency approach. However,
these methods necessitate a priori modeling expertise, and the
need for observer design elevates system complexity. To detect
TSAs, the authors of [7] propose deployment of passive oscil-
lator circuits (POCs), introducing an additional cost. Latency
attacks and TSAs are detected in [8] and [9], respectively
through data-driven approaches. These potentially entails high
memory and data requirements for training. Although existing
literature investigates the issue of above-mentioned attacks
separately, there is a requirement of a scheme which actively
manages all these vulnerabilities using a single plane, without
demanding extensive model information.

To bridge this gap, this paper proposes for the first time
a model-agnostic estimator (MAE) to compensate random
delays and missing information in MVDC systems using the
semantic event-driven signal reconstructed from their voltage
controller dynamics. The main contributions of this work are:

• The proposed MAE in each PGM exploits the physical
layer semantics extracted from their inner control loop
dynamics to provide reconstructed signals to the sec-
ondary controller (SC), thereby facilitating delay com-
pensation.

• The proposed scheme is robust against latency attacks,
data dropouts and TSAs.

• The proposed MAE employs a distributed approach,
streamlining operations and enhancing manageability
compared to complex centralized methods.

• The model-agnostic nature simplifies its implementation
by eliminating the need for parameter-centric models.

• Unlike data-driven approaches that demand substantial
computational resources, extensive datasets, and hyperpa-
rameter tuning, the proposed approach operates without
training.

II. MODELING PRELIMINARIES

A. Physical Framework
To demonstrate the modeling and control framework, a

notional 12 kV two-zone MVDC SPS with zones Z1 and
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Z2, is presented in Fig. 1(a), powered by two PGMs [10].
Throughout this investigation, each PGM comprises of a DC
source (denoting an energy storage system), DC/DC converter,
LC filter, and RL output impedance. In addition to PGM, each
zone includes power conversion modules (PCMs) and propul-
sion motor modules (PMMs), modeled as resistive loads. The
SPS network is structured with cable sections and switches that
connect various sources (PGMs) and loads (PCMs and PMMs)
to it, as shown in Fig. 1(a). The control framework comprises
inner control loops, such as voltage control (VC) and current
control (CC), cascaded with primary droop control (DC)
loop, as in Fig. 1(b). The merging units (MUs) transmit the
time-synchronized measurements (facilitated by GPS) to these
controllers for the control operation. As shown in Fig. 1(b),
the GPS clock offers synchronized measurements of time by
utilizing various methods, such as, modulated or unmodulated
serial time codes (such as IRIG-B), precision time protocol
(PTP) through Ethernet, or one pulse per second (1PPS) [11].
More information about its control layer modeling can be
referred from [12]. The adopted voltage droop control is:

V∗
j (t) = Vref − Rvir

j ij(t) (1)

where, subscript ‘j’ represents parameters associated to jth

PGM. The terms Vref and V∗
j are nominal voltage of DC

system and local reference voltage for PGM, respectively.
Moreover, droop gain and current are denoted by Rvir and i,
respectively. Since primary control inherently results in non-
zero steady-state error, DSC is integrated, as shown in Fig.
1(b), which is described in Section II.B.

B. Cyber Framework

Let us consider a SPS with ‘p’ PGMs in a sparsely-
connected DSC framework. These PGMs are termed as
agents/nodes in cyber layer and are represented as x =
{x1, x2, . . . , xp}. These agents are linked to their neighbouring
agents by edges E via an associated adjacency matrix, AG =
[ajm] ∈ RN×N . The neighbours to jth agent is represented as,
Nj = {m | (xm, xj) ∈ E}. Here, the communication weight
ajm (from agent m to agent j) is modeled as: ajm > 0,
if (xj , xm) ∈ E. If there is no cyber link between xj and

xm, then ajm = 0. Any agent sends/receives the information
from the neighbouring agent(s) i.e, σm = [Rvir

m im Vm]T,
where Vj(t)is the average voltage of the mth agent. The
matrix representing incoming information can be given as,
Din = diag{dinj }, where dinj =

∑
m∈Nj

ajm. Combining the
sending and receiving end information into a single matrix,
we obtain the Laplacian matrix L = [ljm], where ljm are its
elements defined as, L = Din–AG. According to [12], the local
reference voltage of PGM, as expressed in (1) is redefined as:

V∗
j (t) = Vref − Rvir

j ij(t) + ∆V1j(t) + ∆V2j(t)︸ ︷︷ ︸
∆Vj(t)

(2)

where, ∆V1 and ∆V2 are voltage correction terms from
voltage observer (VO) and current regulator (CR) respectively:

∆V1j(t) = H1(s) (Vref −Vj(t))︸ ︷︷ ︸
uV
j (t)

, ∆V2j(t) = −H2(s)u
i
j(t)

(3)
where, H1(s) and H2(s) are PI controllers for VO and CR,

respectively. Here, uVj and uij represent the control input to
SC from VO and CR, respectively. The local control input of
SC can be defined as:

uj(t) = gj
∑

m∈Nj

ajm (σm(t)− σj(t))︸ ︷︷ ︸
ejm(t)

(4)

where, uj = [uVj uij ], ejm = [eVjm eijm], depending on
the elements in σ; and gj is the convergence parameter. The
average voltage of the jth agent, Vj(t) is expressed as:

V̇j(t) = V̇j(t) +
∑

m∈Nj

ajm
(
Vm(t)−Vj(t)

)
(5)

These information exchanges can be limited by data availabil-
ity cyber-attacks, which then aggravate the system controlla-
bility due to missing information, as explained in Section III.

III. OVERVIEW OF DATA AVAILABILITY ATTACKS

A. Latency Attacks and Data Dropouts

Real-time periodic communication is vital for the proper
functioning of DSC. However, congestion of data packets can
result in communication delays that are influenced by cyber
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Fig. 1. (a) A notional 12 kV two-zone MVDC SPS with two PGMs; and (b) block diagram of cyber-physical PGM.
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sampling rate, data volume, and cyber graph topology. If these
delays exceed the timescale operation of SC (typically in
seconds), it can cause oscillatory instability due to continuous
missed updates. Moreover, an intentional time delay can be
added to the time-critical messages by the adversaries as
shown in Fig. 2(a). Here, the information transmitted from
the SC of mth agent i.e, σm(t1) to the SC of jth agent at
time t1 experiences a delay. This causes it to be received at a
later time, t2. These are commonly termed as latency attacks.
Furthermore, network congestion can also lead to frequent data
dropouts [13]. This is also presented in Fig. 2(a), where the
information sent by the SC of mth agent (σm(t3)) to the SC
of jth agent encounters excessive delay, beyond the acceptable
limits. Consequently, this prolonged delay results in the data
being dropped from the communication stream. The control
law under the influence of latency attacks is:

uL
j (t) = gj

∑
m∈Nj

ajm (σm(t− τm)− σj(t− τj)) (6)

where, τj and τm are local and neighbouring delays.

B. Time Synchronization Attacks (TSAs)

Recently, TSAs have become a huge concern due to ever-
increasing frequency across all sectors. The integrity of GPS
signals can be compromised by unintentional sources such
as radio frequency (RF) interference and solar flares. This
interference can cause timing errors or even result in a com-
plete loss of signal reception [14]. Moreover, the GPS receiver
in a substation clock or a MU can be tricked by fraudulent
GPS signals being broadcasted or by re-broadcasting of GPS
signals captured at a different time-step [15]. The GPS receiver
depending on GNSS for time transfer, using 1PPS [11] is
shown in Fig. 2(b). It can be observed that the 1PPS signal of
the neighbouring agent (mth PGM) is fabricated to a different
time stamp under TSA. Assuming TSA fabricates the time-
stamped information of σm(t) by nTs samples:

σT
m(t) = σm(t± nTs) (7)

Whether the adversary chooses to add or subtract these nTs

samples, time synchronization is lost.

t0 t1 t2 t3 tt

Time

Time

Latency Data
Dropout

1σ (t )m 3σ (t )m

mSC 

jSC 

mSC 

1PPS

Time

Normal

TSA

mSC 

jSC 

(a)                                                        (b)

Fig. 2. (a) Latency attack and data dropout; and (b) TSA.

The above-mentioned cyber-attacks can either lead to sub-
optimal operating conditions, or even cause stability issues
in SPS. This may also lead to unintentional disconnection
of source/loads causing local/full shut down of the SPS,
disrupting the security of electrical supply. Hence, in this
paper, the efforts are accumulated to combat these issues.

IV. PROPOSED MODEL-AGNOSTIC ESTIMATOR

Within the SC, the integrator continually accumulates errors
based on the latest accessible data. Continuously missed
updates due to data availability attacks lead to a gradual
accumulation of error over time, representing the physical
layer’s semantics. The proposed MAE scheme (local to each
SC), harnesses these semantics to generate delay compensation
signals. Therefore, in order to comprehend the proposed MAE
approach, it is crucial to apply the PI consensusability law
[16]. It anticipates the physical layer semantics through the
dynamics of local controller. These physical semantics are
used to generate the reconstruction signals. This reconstruction
process compensates for missing samples of information. Fi-
nally, the reconstructed signals are input to local SC for delay
compensation. Therefore, at first, the error signal provided to
the VC (eVC

j ) is downsampled as (eDj ) by:

eDj =

W−1∑
w=0

eVC
j [nD− w].δ[w] (8)

where, δ[w] is an impulse response, W is the length of
window, D is the downsampling factor. Downsampling is
a resampling technique that decreases the resolution of the
incoming signal, typically used to minimize memory usage.
However, in this study, it is performed to align the dynamic
performance of the error being fed to the VC (i.e, eVC

j ) and
the error being fed to the SC (i.e, uj). This crucial step aids
in the synchronization of the multi-time scale error signals.
Furthermore, the generated downsampled signal (eDj (t)) is
compared with the local control inputs from the SC (i.e,
uVj (t) and uij(t)), as in Fig. 3. The semantic prediction policy

VCe (t)j

δ

Ve (t)j

δ

ie (t)j

Downsampling

eqn. (8)

Error calculation

eqn. (9)

Vu (t)j

iu (t)j

Prediction policy

eqn. (10)

Feedback to SC

eqn. (11)

Fig. 3. Proposed MAE scheme.

subsequently rebuilds the signals used for delay compensation
(i.e, ej(ta) = [eVj (ta) eij(ta)]) based on following expression:

ej(ta) = eDj .[1 1]− uj (9)

Additionally, the error is fed into the prediction policy stage
to generate a signal that compensates for significant delays.
The prediction policy condition is expressed as:

||ej(ta)|| > α||e−t/TeVC
j .[1 1]|| (10)

where, α is a tunable parameter, T = Kp/Ki is the controller
time constant of H1(s) and H2(s) PI control loops. If the con-
dition expressed in (10) is met, triggers are produced. These
triggers are utilized to reconstruct ej(ta) using a sample-and-
hold circuitry, with ta as the triggering moment. The resulting
reconstructed signals are subsequently fed back to VO and CR
in SC, with their tunable gains, k1 and k2, represented as:

eδjV(ta) = k1ej(ta) , eδji(ta) = k2ej(ta) (11)

Finally these inputs are added to the control inputs of SC as:
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uVf
j (t) = uVj (t) + eδjV(ta) , uifj (t) = uij(t) + eδji(ta) (12)

where, uVf
j and uifj are the final predictive inputs to the

SC to compensate the delays. The proposed scheme is for
distributed learning, where the final predictive inputs to SC
can be expressed as:

uVif
j (t) = eδj(t) + gj

∑
m∈Nj

ajm (σm(t)− σj(t))︸ ︷︷ ︸
uj(t)

(13)

where, uVif
j (t) = [uVf

j (t) uifj (t)]
T and eδj(t) =

[eδjV (t) eδji(t)]
T. Hence, neighbouring agents’ dynamics

are taken into consideration during the reconstruction process.

V. PERFORMANCE EVALUATION

A real-time simulation testbed setup [17], used to test the
feasibility of the proposed scheme is shown in Fig. 4. It
comprises of OP-5700 (real-time simulator), which is inte-
grated with HYPERSIM software (on the host PC) to model a
notional 12 kV two-zone MVDC SPS. The host PC and OP-
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Fig. 4. Deployment of the proposed scheme in real-time simulation testbed
with notional 12 kV two-zone MVDC SPS powered by two PGMs. The
testbed is interfaced with Ethernet to facilitate establishment of IEC 61850
sampled values protocol.

TABLE I
TEST SYSTEM PARAMETERS

Parameters for PGMs
Parameter Symbol Rating

Power rating, Nominal voltage P, Vref 72 MW, 12 kV
Filter parameters Lf , rf , Cf 3 mH, 1 mΩ, 12.1 mF

Output impedance Lo, ro 0.97 mH, 0.121 Ω
Proportional gain (CC, VC) Ki

p, KV
p 0.2, 2

Integral gain (CC, VC) Ki
i, K

V
i 0.01, 7.1

Secondary control (SC) parameters
Proportional gain (CR, VO) KSi

p , KSV
p 0.15, 0.1

Integral gain (CR, VO) KSi
i , KSV

i 15, 10
Network and load parameters of notional 12 kV MVDC SPS ( [10])

5700 simulator are interconnected through Ethernet interface.
This interface facilitates establishment of the cyber layer of
the considered system, over IEC 61850 sampled values (SV)
protocol. The attack models expressed by (6) and (7) are

developed in the HYPERSIM software, installed in the host
PC. The design and control parameters of the considered
system is tabulated in Table I. The evaluation of the proposed
scheme for various test conditions is presented further.

A. System under latency attacks
A latency attack on the measurements from PGM 2 was

injected with τm=0.05 s. Further, it was accompanied by load
changes at following time instants i.e, 10 s, 15 s and 20 s. It
can be observed from Fig. 5(a) and 5(b) that the system takes

(c)   
(d)   

(a)   (b)   

τm τm =0.05 s=0 s
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Fig. 5. Time-domain signals during latency attack, without the proposed
scheme for (a) average voltage; (b) current; and with the proposed scheme
for (c) average voltage and (d) current, received at PGM 1.

time to converge to the steady state values corresponding to
the average voltage and the current. Moreover, after the load
change at 20 s, the system becomes unstable. On deploying
the proposed scheme to the MVDC SPS network, it can be
observed from Fig. 5(c) and 5(d) that the system reaches
convergence (in less time) and remains stable.

B. System under latency attacks and data dropouts
A latency attack (τm=0.05 s) along with 10% data dropout

was carried out on the measurements from PGM 2. This case

(a)   (b)   

(c)   
(d)   

τm τm =0.05 s=0 s

τm τm =0.05 s=0 s
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0
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2
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(k

V
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0
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4

Fig. 6. Time-domain signals during latency attack and data dropouts, without
the proposed scheme for (a) average voltage; (b) current; and with the
proposed scheme for (c) average voltage and (d) current, received at PGM 1.

study was also accompanied by the same load changes, similar
to case A. It can be observed from Fig. 6(a) that with the
inclusion of data dropout, the system tends to become unstable
at about 7.5 s. However, this was not the case in Fig. 5(a).
Therefore, the data dropout further intensifies the impact of
latency attack on the system. With the proposed scheme, it
can be observed from Fig. 6(c) and 6(d) that the system not
only converges to steady state but also remains stable.



5

C. System under TSAs

On applying TSA, it can be observed in Fig. 7(a) and
7(b) that the system is tending towards instability from 10 s
onwards. With the adoption of the proposed scheme, it can be
observed in Fig. 7(c) and 7(d), that the system becomes stable
with the average voltage and current reaching the steady state.
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Fig. 7. Time-domain signals during TSA, without the proposed scheme for
(a) average voltage; (b) current; and with the proposed scheme for (c) average
voltage and (d) current, received at PGM 1.

The key competitive advantages of the proposed scheme is
summarized in Table II. In contrast to existing methodologies

TABLE II
FEATURES OF THE PROPOSED MAE SCHEME.

Parameters Proposed work
Delay compensation (during latency attacks and TSAs) ✓
Data dropout resiliency ✓
Distributed approach ✓
Computational complexity Low
Additional resources ✗

tailored for specific attack types, such as latency attack [8]
and TSA [9], our proposed scheme offers a comprehensive
solution addressing latency attacks, TSAs, and data dropouts
in a unified manner. Furthermore, while conventional ap-
proaches like the distributed predictive control framework
[5] and finite frequency approach [6] necessitate intricate
modeling expertise, our proposed model-agnostic estimator
(MAE) eliminates the need for parameter-centric models.
Leveraging a distributed architecture, our scheme enhances
computational efficiency through nodal semantic intelligence.
Unlike the solutions necessitating supplementary resources [7],
our scheme emerges as a cost-effective solution without any
additional resources. These distinguishing features position
the proposed MAE as a promising solution for widespread
commercial application.

VI. CONCLUSION AND FUTURE SCOPE

The proposed MAE approach addresses the challenges of
random communication delays due to data availability attacks
in MVDC SPS. The proposed model-agnostic approach lever-
ages inner control loop dynamics to construct local delay com-
pensation signals. It eliminates model-intensive requirements

and their associated prediction accuracy, inherent in existing
controllers. The real-time simulation results have demonstrated
the efficiency of the proposed controller. As a future scope of
work, a theoretical investigation of the system stability and the
maximum communication delay that it can withstand will be
carried out. Hence, the findings of this study contributes to new
model-agnostic technologies for MVDC SPS cybersecurity,
opening promising avenues for future research.
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