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Beamforming via Large and Dense Antenna Arrays above a Clutter

Osama N. Alrabadi, Member, IEEE, Elpiniki Tsakalaki, Member, IEEE, Howard Huang, Senior Member, IEEE and Gert F. Pedersen

Abstract—The paper sheds light on the beamforming (BF) performance of large (potentially unconstrained in size) antenna arrays when equipped with arbitrarily many elements. Two operational modes are investigated: Single-layer BF and multi-layer BF. In the first mode, a realistic BF criterion namely the average BF gain is revisited and employed to understand the far-field and the near-field effects on the BF performance of large-scale antennas above a clutter. The diminishing throughput returns in a single-layer BF mode versus the number of antennas necessitate multi-layering. In the multi-layer BF mode, the BF coverage is divided into a number of directive non-overlapping sector-beams in a deterministic manner within a multi-user multi-input multi-output (MIMO) system. The optimal number of layers that maximizes the user’s sum-rate given a constrained antenna array is found as a compromise between the multiplexing gain (associated with the number of sector-beams) and the inter-beam interference, represented by the side lobe level (SLL).

Index Terms—Beamforming, Capacity, Clustering channels, EM Coupling, MIMO, Large Arrays, High Order Sectorization.

I. INTRODUCTION

MIMO is a technology that enables multiple parallel data streams to be communicated by equipping the transmitter and the receiver with multiple antennas, without sacrificing extra bandwidth or transmit power. Thanks to scattering environments that make the separation of the transmitted mixture of signals possible by decoding their unique spatial signatures, the data rate achieved by each individual antenna can be added up so that the multiple antennas act as a rate multiplier [1] [2]. Such scattering environments may exist in indoor propagation scenarios where signal rays (multipaths) are organized into clusters with wide enough angle spread [3]. However, this is not true when considering a base-station (BS) on top of a clutter as the multipath concentration seen by a BS in a rural area is only within $\theta^\circ$ and within $5^\circ - 7^\circ$ in urban environments [4]. Based on this, observing independent fading channels at the BS dictates the need for an interelement spacing of several wavelengths (almost ten times the carrier wavelength), leading to impractically large array architectures. The problem of large arrays can be mitigated by deploying collocated polarized antennas [5], or by using parasitic antennas [6], i.e., by employing angular rather than space diversity. However, having the antenna elements decorrelated (be it by distance, polarization or angle) degrades the BF potential of such antenna arrays as grating lobes, i.e., multiple main lobes in the array far-field start to appear. An alternative candidate to diversity MIMO systems is to employ BF MIMO systems where the BS is equipped with a set of correlated antenna elements (almost of half a wavelength spacing) leading to a powerful BF system. The motivation behind such BF communication systems is the fact that the free-space BF gain (which is the highest possible BF gain in a sector-beam) is almost maintained in low angular spread channels [7].

The idea of equipping the BS with BF antennas is scaled up within the ‘massive MIMO’ concept, which proposes to equip the BS with a huge number of antenna elements [8]. Theoretical results promise unprecedented capacity gains, RF frontends complexity reduction as well as remarkable energy savings [9]. The optimal signal precoding in the limiting conditions is found to be matched filtering. From signal space point of view, matched filtering in low angle spread channels together with a massive array shapes pencil beams directing toward the users’ clusters. Massive MIMO is mainly proposed for time division duplex (TDD) systems as the downlink BF weights are estimated from the uplink channel. In this paper, unlike the free-space analysis in [10], we conduct a comprehensive analysis regarding the BF performance of arrays equipped with massive number of antennas, including both the far-field scattering environment, i.e., the distribution of the scatterers in the channel, as well as the near-field environment, i.e., the array electromagnetic (EM) coupling and the power reflections due to impedance mismatch. The far-field analysis is simplified by obtaining the diffused sector-beam as a circular convolution of the free-space sector-beam with the channel angular power spectrum (APS). A proper BF criterion is proposed and utilized to evaluate the BF potential of different array topologies under different propagation conditions. On the other hand, the analysis of the near-field is made tractable by replacing the conventional array steering vector with the vector of the active element responses, thus taking into account the EM coupling with the neighboring antenna elements and the coupling with the chassis of the radome. Regarding the TDD mode of operation, simulation results show that the significance of the full channel state information (CSI) at the transmit BS is small when
communicating in narrow clustering environments compared to the mere stochastic knowledge. Consequently, instantaneous channel estimation and pilot contamination requirements can be relaxed. We also analyze the BF potential when densifying a constrained physical area with many antennas. It is found that, in theory, dense arrays can still have a high BF gain while having the simplest matching network. However this is true when considering only the array matching efficiency but is hard to get in practice because of the higher Ohmic losses owed to the strong reactive fields [11].

The paper then shifts the analysis from single-layer BF to multi-layer BF. MIMO in such systems is enabled via beam multiplexing where the users’ signals are mapped onto a set of orthogonal sector-beams thus leading to multi-beam / multi-data stream communication. In the baseband domain this is done by multiplying the vector of users’ data symbols with a precoding matrix each column of which shapes a sector-beam (in the signal space) toward a different user. The signal space analysis is made tractable by employing a set of circularly symmetric sector-beams (i.e., each precoding vector is a cyclic rotation of the other), illuminating a coverage of uniform users distribution. A multi-layer beamforming is applied onto a circular cylindrical array (measured) prototype thus multiplexing B directive sector-beams. The optimal number of sector-beams that maximizes the users’ sum-rate is found as a trade off between the multiplexing gain and the SLL (under size-constrained arrays).

Notation: In the following, boldface lower-case and upper-case characters denote vectors and matrices, respectively. The operators $\cdot^T$, $\cdot^H$, $(\cdot)^{-1}$ designate complex conjugate, transpose, complex conjugate transpose (Hermitian) and matrix inverse operators, respectively. The notation $\mathbb{I}_N$ indicates an identity matrix of size $N \times N$ whereas the notion $\mathcal{C\mathbb{N}}(0, \sigma^2)$ refers to circularly symmetric complex Gaussian distribution with zero mean and $\sigma^2$ variance. $(\cdot)_{ij}$ returns the $(i,j)$ entry of the enclosed matrix and $(\cdot)_i$ returns the $i$th element of the enclosed vector. $||\cdot||$ denotes the Euclidean norm of the enclosed vector and $\cdot^\dagger$ returns the absolute value. $E\{\cdot\}$ is the expectation operator and $\mathbb{C}$ denotes the set of complex numbers of the specified dimensions. The operators $\in$ and $\sim$ indicate that the (random) variable belongs to a certain set of numbers and to a certain distribution, respectively.

The rest of the paper is divided as follows: Section II describes different antenna array models to be utilized later for BF and throughput analysis. Section III sheds light on single-layer BF systems whereas Section IV extends the analysis to multi-layer BF. Finally, Section V suggests some future work.

II. ARRAY SYSTEM MODELS

In this paper we consider different antenna array topologies ranging from a uniform linear array (ULA), a uniform circular array (UCA) and uniform cylindrical array (UCyA). The most common and most analyzed geometry is the ULA which consists of $N$ antenna elements placed on a straight line. We employ ULA topologies for investigating the BF potential of large arrays by increasing the array elements while fixing the interelement spacing (to a distance at which the EM coupling can be safely assumed negligible), thus the array length keeps increasing (potentially size-unconstrained). The steering vector $\alpha(\varphi) \in \mathbb{C}^{N \times 1}$ of a ULA of $N$ isotropic elements has the Vandermonde structure [12] such that

$$ (\alpha(\varphi))_n = \exp(j \pi n d \cos(\varphi)), $$

where $n \in \{1, \ldots, N-1\}$, $d$ is the interelement spacing in wavelengths, $\kappa = 2\pi/\lambda$ is the wavenumber, $\lambda$ is the free-space wavelength and $\varphi$ is the azimuth angle. From signal precoding point of view, a large number of BF techniques have been taken from digital signal processing to shape far-field patterns with small 3dB power beamwidth a.k.a. half-power beamwidth (HPBW), or low SLL. These techniques perform a type of weighting over the array elements by adopting proper functions, such as Gaussian, Kaiser-Bessel [14] and Blackman windows [15]. Widely adopted synthesis techniques for ULA’s are the Dolph-Tschebyscheff [16] and the binomial methods [17], which consider a nonuniform distribution of the excitation amplitudes. Comparing the characteristics of uniform, Tschebyscheff and binomial arrays, it can be observed that the uniform arrays provide the smallest HPBW and the highest SLL while the binomial arrays yield the largest HPBW and the lowest SLL [17]. In particular, a binomial array with interelement spacing lower than or equal to half the carrier wavelength has no side lobes. The HPBW and the SLL of a Tschebyscheff array lie between those of binomial and uniform arrays. Besides, for a given SLL, the Dolph-Tschebyscheff arrays provide the smallest first null beamwidth (FNBW) and, reciprocally, for a given FNBW, the Dolph-Tschebyscheff arrays provide the lowest possible SLL.

Another commonly employed configuration is the UCA [18] in which the elements are regularly arranged on a circular ring. The UCA has significant practical interest and is often adopted in radar and sonar systems as well as in cellular BSs. In this paper we employ the UCA mainly for investigating the BF potential of the array when densified with many antenna elements while fixing the array physical area (size-constrained array). Our choice on the UCA topology is owed to the UCA’s high degree of symmetry simplifying the analysis. Therefore, we consider a UCA of radius $r$ and $N$ half-wavelength thin electrical dipoles. For properly calculating the EM coupling, the type of the antenna elements comprising the UCA as well as the elements’ terminations need to be specified. All the dipoles are terminated with the characteristic real impedance $Z_0(\Omega)$ which is the simplest matching technique. Along these lines we should remark that such simple matching is favored to sophisticated decoupling and matching networks (DMN) as the complexity of the DMN grows significantly when dealing with more than three antennas [19]. Moreover, the insertion losses introduced by such complex networks are larger than the matching efficiency gains that can be recovered [20]. Finally, the use of DMN, in general, reduces the operative bandwidth of the array [21]; this needs to be taken into account, especially for wideband communication systems.

As stated before, the UCA will be employed to investigate the BF potential of size-constrained arrays, thus the active element response rather than the ideal response should be considered (because of the non negligible effect of the EM coupling). The active element response is the radiation pattern
obtained when exciting the corresponding antenna element with a unit excitation voltage signal while terminating the other antenna elements with their corresponding matching impedances [22]. Consequently, the active element response takes into account the EM coupling with the neighboring antenna elements and the coupling with the chassis of the radome. The active element response of the first element can be expressed as

\[
G_1(\varphi) := \alpha^T(\varphi)(Z_T + Z_o I_N)^{-1} u_1,
\]  
where \(\alpha(\varphi) \in \mathbb{C}^{N \times 1}\) is the array steering vector under no EM coupling, defined from the array topology as

\[
(\alpha(\varphi))_n = \exp\left(-jkr \cos(\varphi - (n-1)\frac{2\pi}{N})\right),
\]

where \(n \in \{1, \ldots, N-1\}\). In (2), \(Z_T\) is the mutual impedance matrix calculated using the analytical expressions in the Appendix and \(u_1\) is a selection vector given by

\[
u_1 = [1 \ 0 \ 0 \ \ldots \ 0]^T.
\]

In general, \(u_k\) is defined as a vector of all zeros except a unity at the \(k\)th position. The active element response of the \(k\)th element is given by

\[
\begin{align*}
\mathbf{G}(\varphi) &= G_k(\varphi) = \\
G_1\left(\varphi - \frac{2\pi}{N}(k-1)\right) \exp\left(-jkr \cos\left(\varphi - \frac{2\pi}{N}(k-1)\right)\right),
\end{align*}
\]

i.e., the \(k\)th element response is a rotated and phase-shifted version of the first element response \(G_1(\varphi)\). On the other hand, the input impedance seen by all elements is equal (by the array symmetry). The input impedance can be written in a compact form as

\[
Z_{in} = u_k^T Z_T (Z_T + Z_o I_N)^{-1} u_k
\]

The input reflection coefficient is expressed as [25]

\[
\Gamma_{in} = \frac{Z_{in} - Z_o}{Z_{in} + Z_o},
\]

from which the matching efficiency of each element becomes [25]

\[
\eta_k = 1 - \Gamma_{in}^* \quad \forall \ k.
\]

Although ULAs and UCAs are widely adopted geometries based upon a regular and symmetrical design, these configurations are mainly suitable for applications in which the mounting support is able to sustain the structure and particular size or shape constraints are not present. However, in many practical scenarios, the mounting surface is irregular and/or the available space is limited. In these situations the array geometry must be designed to match the particular require-ments of the support and so a conformal array is needed. The antenna elements can be disposed on an ellipse, on an arc, or can be placed according to more complex three-dimensional topologies, usually circularly symmetric surfaces, such as cylinders, cones or spheres [26]. We consider a practical array design for BS, namely the UCyA. We study a UCyA prototype (rather than a theoretical model) comprised of four patch antennas with a total of 96 patch antennas exist. The array as well as the measured column (active) response are shown in Fig. 1. The rest of the entries of \(\mathbf{G}(\varphi)\) are obtained from the same expression (5), i.e., by physical rotation along with phase-shifting.

\[
\text{Fig. 1. UCyA Prototype (left) and the array diagram of the measured active element response at 2.45 GHz with a bore-sight gain of 6.4 dBi (right).
}

\section{III. SINGLE-LAYER BF}

\subsection{A. Signal Model}

Assume a BS equipped with an array of \(N\) antenna elements beaming a complex data symbol \(x_T\) toward a single antenna user terminal by exciting the antenna elements with the BF vector \(w\) (normalized to a unit power, i.e., \(w^H w = 1\)). Using the Kronecker separability [27], the signal received by the user terminal can be expressed as

\[
y = \sqrt{h^H} w x_T + n = \sqrt{\rho} h^H R_T^{-\frac{1}{2}} w x_T + n,
\]

where \(n \sim \mathcal{CN}(0, 1)\) is the noise symbol at the receiver side, \(h \in \mathbb{C}^{N \times 1}\) is the complex conjugate of the channel vector between the transmit array and the receive antenna such that \(h \sim \mathcal{CN}(0, R_t)\). \(h \in \mathbb{C}^{N \times 1}\) is an independent and identically distributed channel vector such that \(h \sim \mathcal{CN}(0, I_N)\). The transmit signal-to-noise ratio (SNR) is denoted by \(\rho\) whereas \(R_T\) is transmit correlation matrix defined as

\[
R_T := \frac{E_h \{hh^H\}}{\sqrt{\mathbb{E}_h \{||h||_F^2\}}}
\]

From a signal space point of view, the transmit correlation
matrix can be alternatively found by obtaining the transmit covariance matrix as
\[
\mathbf{R}_C = \int \mathbf{A}(\varphi) \mathbf{A}^H(\varphi) d\varphi,
\]
(11)

where \( \mathbf{A}(\varphi) \) is the channel APS. From (11) the correlation (normalized covariance) matrix becomes
\[
(R_{ij}) = \frac{(R_{ij})}{(R_{ii})^{1/2} (R_{jj})^{1/2}} \quad \forall \{i, j\} \in \{1, \ldots, N\}.
\]
(12)

The fact that the transmit covariance can be either expressed by the expectation of the channel fading vectors’ outer product (10) or alternatively by the integration of the array steering vectors’ outer product (11) is explained in [28]. The steering vector conventionally represents the responses of antenna elements when each element is alone, i.e., when there is no EM coupling with the other antenna elements or any neighboring objects. However this is not the case in real-life antenna implementations and thus (11) is replaced with
\[
\mathbf{R}_C = \int \mathbf{G}(\varphi) \mathbf{G}^H(\varphi) \mathbf{A}(\varphi) d\varphi,
\]
(13)

where \( \mathbf{G}(\varphi) \) is a column vector formed by stacking the array active element responses. The \( k \)th active element response is normalized such that
\[
\int \mathbf{G}_k(\varphi) \mathbf{G}^*_k(\varphi) d\varphi = \eta_k,
\]
(14)

where \( \eta_k \) is the efficiency of the \( k \)th element. In (9), if we set \( \mathbf{w} \) to be equal to the eigenvector that corresponds to the maximum eigenvalue of \( \mathbf{R}_T \), then the signal model becomes
\[
y = \sqrt{\rho} h_{\text{xt}} + n,
\]
(15)

where the composite channel \( h^H \mathbf{w} \) is replaced by the fading component \( h \in C^{1 \times 1}, h ~ \mathcal{CN}(0, \lambda_{\text{max}}(\mathbf{R}_T)) \) and \( \lambda_{\text{max}}(\mathbf{R}_T) \) is the maximum eigenvalue of \( \mathbf{R}_T \) corresponding to the array beamforming gain or the variance of \( h \). The signal model in (15) can be further written as
\[
y = \sqrt{\rho} \lambda_{\text{max}}(\mathbf{R}_T) \tilde{h}_{\text{xt}} + n,
\]
(16)

where \( \tilde{h} \sim \mathcal{CN}(0, 1) \).

B. Proper BF Criterion

The normalization in (12) which is found in many text books and research articles, e.g. [29] [30], does not reflect the actual BF potential or the directivity of the antenna array as the BF gain \( \lambda_{\text{max}}(\mathbf{R}_T) \) from (12) is merely connected to the number of the antenna elements. For example, a \( N \)-element small-sized as well as a \( N \)-element large-sized ULA will both have a free-space BF gain equal of \( \lambda_{\text{max}}(\mathbf{R}_T) = N \) based on such normalization. This is indeed not true as we shall explain in the lines. In order to resolve BF gain conflict, we review the concept of the distributed directivity \( \mathcal{D} \) which measures the array potential of focusing the power in a certain direction. Assume a free-space sector-beam \( \mathcal{G}_{\text{sect}}(\varphi) \) illuminating a cluster of scatterers with an APS of \( \mathcal{A}(\varphi) \), such that the cluster center of mass is aligned with the beam bore-sight, then the array directivity \( \mathcal{D} \) is defined from [4] as
\[
\mathcal{D} = \frac{\int \mathcal{G}_{\text{sect}}(\varphi) \mathcal{A}(\varphi) d\varphi}{\int \mathcal{P}(\varphi) \mathcal{A}(\varphi) d\varphi} = \frac{1}{P_T} \int \mathcal{P}(\varphi) \mathcal{A}(\varphi) d\varphi,
\]
(17)

where \( \mathcal{P}(\varphi) = \mathcal{G}_{\text{sect}}(\varphi) \mathcal{G}_{\text{sect}}^*(\varphi) \) is the power sector-beam and \( P_T \) is the transmit power. Please notice that (17) is a generalization of the free-space directivity obtained by setting \( \mathcal{A}(\varphi) = \delta(\varphi - \phi_{\text{max}}) \), i.e., zero angle spread channel (Dirac function) in the direction of the maximum power \( \phi_{\text{max}} \). Moreover, (17) can be generalized to all angles, thus \( \mathcal{D}(\varphi) \) is obtained by the circular convolution of \( \mathcal{P}(\varphi) \) with \( \mathcal{A}(\varphi) \) thus obtaining
\[
\mathcal{D}(\varphi) = \frac{1}{P_T} \int \mathcal{P}(\varphi) \mathcal{A}(\varphi - \varphi) d\varphi.
\]
(18)

The distributed directivity is a figure of merit for designing BS antennas [4] analogous to the directivity of point-to-point applications. The better the average match of the sector-beam to the distribution of the scatterers, the better the average gain of the multipath components. The average BF gain \( \mathcal{G}_{\text{av}} \) can now be obtained by multiplying the distributed directivity with the array efficiency \( \eta_f \), i.e.
\[
\mathcal{G}_{\text{av}} = \eta_f \mathcal{D}.
\]
(19)

The free-space sector-beam \( \mathcal{G}_{\text{sect}}(\varphi) \) of an array of \( N \) antenna elements is generally expressed as
\[
\mathcal{G}_{\text{sect}}(\varphi) = \mathbf{w}^H \mathbf{G}(\varphi).
\]
(20)

By plugging (20) into (17) we get
\[
\mathcal{D} = \frac{\int \mathbf{w}^H \mathbf{G}(\varphi) \mathbf{A}(\varphi) d\varphi}{\int \mathbf{w}^H \mathbf{G}(\varphi) \mathbf{w}^H \mathbf{G}(\varphi) d\varphi} = \frac{\mathbf{w}^H \mathbf{R}_C \mathbf{w}}{\mathbf{w}^H \mathbf{R}_C \mathbf{w}} = \mathbf{w}^H \mathbf{R}_C \mathbf{w} \mathbf{R}_U \mathbf{w},
\]
(21)

From (21), the distributed directivity in a channel of a given APS is maximized when the precoding vector is equal to
\[
\mathbf{w}_{\text{opt}} = \mathcal{V}(\mathbf{R}_C, \mathbf{R}_U),
\]
(22)

where \( \mathcal{V}(\cdot) \) is the operator that returns the eigenvector that corresponds to the maximum generalized eigenvalue \( \lambda_{\text{max}}(\mathbf{R}_C, \mathbf{R}_U) \). In order to highlight the importance of the average BF gain criterion we consider ULAs of \( N \) isotropic antennas, spaced by a sufficient interelement spacing such that the EM coupling is safely assumed negligible whereas the elements’ efficiencies are set to unity. Fig.2 shows the broadside sector-beams obtained by driving two ULAs with \( \mathbf{w}_{\text{opt}} \) in (22). The sector-beam of the ULA with \( d = 0.5 \) is
more directive than the ULA with \( d = 10 \). This is indeed logical as the antenna elements of the latter array lie out of the correlation distance from each other thus leading to multiple main lobes as illustrated in the same figure. Fig. 3 shows \( G_{av}(\varphi = \pi/2) \) for both ULAs versus the number of the antenna elements, together with \( \lambda_{\text{max}}(\mathbf{R}_C) \) for both arrays (coinciding over one another which is not logical). The figure shows that \( \lambda_{\text{max}}(\mathbf{R}_T) \) may overestimate or underestimate the true BF gain according to the scenario.

Finally, the signal model in (15) can now be accurately replaced with

\[
y = \sqrt{\rho}G_{av} \, \tilde{h}_{xx} + n. \tag{23}
\]

\[C. \text{ Effect of Channel Statistics}\]

In order to understand the interaction between the sector-beam and the channel statistics represented by \( \mathcal{A}(\varphi) \) we assume a Gaussian free-space sector-beam with a HPBW of \( \sigma_B \sqrt{2\ln 2} \) and zero mean angle, thus according to [4] we get

\[
G_{\text{tot}}(\varphi) := \frac{1}{\sqrt{2\pi\sigma_B^2}} \exp\left(-\frac{\varphi^2}{2\sigma_B^2}\right). \tag{24}
\]

We also assume a Gaussian cluster of scatterers with a HPBW of \( \sigma_A \sqrt{2\ln 2} \) and zero mean angle, i.e., aligned with the sector-beam, thus

\[
\mathcal{A}(\varphi) := \frac{1}{\sqrt{2\pi\sigma_A^2}} \exp\left(-\frac{\varphi^2}{2\sigma_A^2}\right). \tag{25}
\]

By convolving (24) with (25) we obtain

\[
D(\varphi) = \frac{1}{P_T \sqrt{2\pi} (\sigma_B^2 + \sigma_A^2)} \exp\left(-\frac{\varphi^2}{2(\sigma_B^2 + \sigma_A^2)}\right), \tag{26}
\]

i.e., the diffused beam is Gaussian too. The convolution in (26) was performed by first taking the Fourier transform of (24) and (25), multiplying them and then taking the inverse Fourier transform of the product. From (26), if \( \sigma_B << \sigma_A \), i.e., the sector-beam is too sharp with respect to the cluster, the resultant diffused beam will have angle spread slightly bigger than the cluster spread. On the other hand, if \( \sigma_B >> \sigma_A \) then the free-space sector-beam is almost identical to the diffused beam. Fig. 4 illustrates how a Gaussian beam of certain HPBW, illuminating a nearly zero angular spread cluster is equivalent to a pencil beam illuminating a cluster having the same HPBW of the Gaussian beam.

From (26), the (maximum) array directivity is obtained by setting \( \varphi = 0^\circ \), thus we get \( D_{\text{max}} = D(0) \propto \left(\sigma_B^2 + \sigma_A^2\right)^{-1} \). Moreover, since the number of antennas \( N \) is gen-
D. Effect of Array Efficiency

Till the moment we have been considering potentially unconstrained arrays where the array length grows with the number of the array elements by maintaining the interelement spacing to a minimum of $\lambda/2$ (thus the EM coupling could be safely neglected). In this part we consider physically constrained arrays where the interelement spacing gets smaller when increasing the number of the array elements. The element response when accounting for the EM coupling is given in (2) and (5). On the other hand, the average BF gain according to (19) is the multiplication of the array efficiency\(^1\) and the array distributed directivity $D$. While $D$ was shown to be a function of the BF vector $\mathbf{w}$ in (21), it is still not clear how the BF vector affects $\eta_T$. The transmit array efficiency is in turn the product of the array matching efficiency $\eta_M$ and the array Ohmic efficiency $\eta_R$, i.e., $\eta_T = \eta_M \eta_R$. The former is due to the mismatch between the RF source and the load (the antenna) as well as the coupling with the neighboring antennas. The latter is owed to resistive as well as dielectric losses. In this part we assume $\eta_R = 1$ which is not true when the quality factor of the array increases. On the other hand, $\eta_M$ in arrays with negligible EM coupling is a mere function of the array terminations and remains constant for all excitations. However this is not true when the array has strong EM coupling among its antenna elements. In this part we overview the way the array efficiency is calculated when simultaneously exciting the elements of an arbitrary array. Given the excitation vector $\mathbf{w}$ the input power is given by $\mathbf{w}^H \mathbf{w}$. Part of the input signal reflects back to the sources, given by $\mathbf{S}_T \mathbf{w}$ where $\mathbf{S}_T$ is the array scattering matrix (normalized to the source impedance). The radiated power is the difference between the incident power and the reflected power while the array efficiency $\eta_T = \eta_M$ is ratio of the radiated power to the input power, i.e.,

$$\eta_T := \frac{\mathbf{w}^H \mathbf{w} - \mathbf{w}^H \mathbf{S}_T^H \mathbf{S}_T \mathbf{w}}{\mathbf{w}^H \mathbf{w}} = \frac{\mathbf{w}^H (\mathbf{I}_N - \mathbf{S}_T^H \mathbf{S}_T) \mathbf{w}}{\mathbf{w}^H \mathbf{w}} = \frac{\mathbf{w}^H \mathbf{T} \mathbf{w}}{\mathbf{w}^H \mathbf{w}}, \quad (27)$$

where $\mathbf{T} := \mathbf{I}_N - \mathbf{S}_T^H \mathbf{S}_T$ is the radiation matrix. From (27), the maximum efficiency is obtained when the precoding vector $\mathbf{w}_{\text{opt}} = \mathcal{V}(\mathbf{T})$ is applied, where $\mathcal{V}(\cdot)$ is the operator that returns the eigenvector that corresponds to the maximum eigenvalue $\lambda_{\text{max}}(\mathbf{T})$. Consequently, the precoding vector that maximizes the average BF gain is neither the one that maximizes the array directivity (i.e., the one in (22)) nor the one that maximizes the array efficiency (i.e., the one in (28)), but a compromise in between. Finding the optimal precoding vector that maximizes the average BF gain requires direct search algorithms and gets complicated when the number of the antennas grow. In Fig. 8 we show that the free-space BF gain is quite comparable to the free-space directivity when employing a UCA of $N$ dipoles and $r = \lambda/2$, as modeled in Section II. The dipoles are terminated with $Z_0 = 50 \, \Omega$ while the precoding vector is the one in (22). The figure thus shows that the \textit{hit in the}

\(^1\)The array efficiency is different from the elements efficiency $\eta_k$. The former is the one obtained when the array elements are excited simultaneously with $\mathbf{w}$ whereas the latter is obtained when the array is excited with $\mathbf{u}_k$.\n
Fig. 5. Maximum distributed directivity $D(0) \propto (\sigma_B^2 + \sigma_A^2)^{-1}$ versus $(\sigma_B^{-1})$ for different values of $\sigma_A$.\n
\[\text{Graph showing} \quad \sigma_A = 0^\circ \quad \text{and} \quad \sigma_A = 20^\circ \quad \text{versus} \quad \sigma_B^{-1} \quad \text{in dB.} \]
average BF gain owed to the impedance mismatch (matching efficiency) is quite small when driving the array with the excitations that maximize the array directivity. Consequently, maximizing the average BF gain of large-scale antenna arrays can be simply done by maximizing the array directivity using (22) while accepting the (small) hit of the non maximum matching efficiency.

E. Discussion

• In single-layer BF systems the performance is governed by the average BF gain. In non-zero angle spread channels the BF gain tends to saturate beyond a threshold thus further added antennas seem to bring no gain. However, this is not completely true as there could be other hardware and complexity-reduction gains e.g. splitting the power over the antennas relaxes the design of the power amplifiers and RF filters in the transmit RF chain.

Moreover, having more antennas immunizes the array against element-branch failures [31].

• From throughput point of view, the logarithmic growth of the capacity with the number of BS antennas is not attractive when operating in a single-layer BF mode. A topology that combines the benefits of diversity as well as BF arrays is illustrated in Fig. 9. The idea is to synthesize a super-array comprised of a set of subarrays. Each subarray serves as a single directive virtual antenna. The virtual antennas are decorrelated from each other by distance (could alternatively be by polarization). The subarray preserves most of the BF benefits by having a moderate number of antenna elements within the correlation distance from each other. On the other hand, the super-array preserves the benefits of diversity systems by having the virtual antennas decorrelated. Fig. 10 shows the throughput potential of two subarrays having a total number of antennas $N$ equally divided between the two subarrays, as well as the throughput potential when the $N$ antennas are collocated in one UCA. The RF channel is Rayleigh fading, Laplacian clustering with angle spread of $5^\circ$ and a mean angle aligned with the broadside axis of symmetry of the two subarrays. The figure shows that 40 collocated antennas provide the same spectral efficiency (or capacity) as 2 (subarrays)× 4 (antenna/subarray) = 8 antennas.

• Last but not least, in order to investigate the (in)significance of full CSI on the throughput potential when transmitting under different channel statistics, we consider a UCA of 20 and 100 dipole elements with $r = 0.5$, illuminating a Laplacian cluster of angle spread $\sigma_A$. Fig. 11 shows the capacity versus the $\sigma_A$ at SNR= 10 dB, when partial CSI (denoted by P) is available at the transmit BS, i.e., the UCA is beamforming according to the transmit covariance matrix, and when full CSI (denoted by F) is available, i.e., the UCA is time-reversing the uplink channel [32]. The figure shows that...
the significance of full CSI knowledge decreases as $\sigma_A$ decreases which is an important issue when dealing with channel estimation limits (or pilot contamination issues).

IV. MULTI-LAYER BF

Till now we have been investigating the BF potential of antenna arrays in a single user scenario thus the term single-layer BF. However, future wireless systems will allow many users to share the spatial resources within space division multiplexing (SDM). SDM is a technology that allows one BS to serve a number of users in a point-to-multi-point fashion. The key difference between SDM and point-to-point MIMO stems from the independent decoding of the users received signals, thus users’ unintended signals are seen as colored noise. The fact that every user knows his own channel but not the others’ necessitates careful processing at the BS for minimizing the inter-user interference which otherwise rules out any MIMO multiplexing gain. Generally, this requires a feedback channel from the end users back to the BS which in turn applies a transmit filter like a conventional zero forcing precoding matrix. From a beam-space point of view and under low angle spread channels, e.g., users’ channels seen by a BS on top of a clutter, the transmit filter maps the users’ signals onto a basis of directive beams toward the desired users and nulls toward the interfering ones i.e., the geometrical and the physical (actual) directions of the channel coincide. A simple SDM technology that utilizes the BF potential of BS arrays is the high order sectorization (HOS) [7] [33]. HOS maps the users’ signals onto a predefined basis of directive sector-beams with low inter-beam interference, regardless of the users’ instantaneous channels. The approach is found practical as it requires the minimum feedback from the users to the BS although some assumptions should be made on the users distribution within the RF coverage. In the following parts we show how the sector-beams can be designed to maximize the system throughput while maintaining full RF azimuthal coverage.

A. Signal Model

We consider a scenario where a set of circularly symmetric sector-beams (see Fig. 12 in [7]) serve a number of users (equal to the number of beams) uniformly distributed within the RF coverage. The precoded signal is given by $\mathbf{x} = \mathbf{Wx}$, where $\mathbf{W} \in \mathbb{C}^{N \times B} = [\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_B]$ is the precoding matrix, $B$ is the number of BF layers (sector-beams) and $\mathbf{w}_k$ is the $k$th precoding vector (cyclic rotation of $\mathbf{w}_1$). $\mathbf{x} = [x_1, x_2, \ldots, x_B]^T \in \mathbb{C}^{B \times 1}$ is the vector of the complex data symbols to be transmitted. Assuming single antenna users and uniform power distribution across the sector-beams, the signal received by the first user is given by

$$y_1 = \sqrt{\frac{\rho}{B}} \mathbf{h}_1^H \mathbf{w}_1 x_1 + \sqrt{\frac{\rho}{B}} \sum_{k=2}^{B} \mathbf{h}_k^H \mathbf{w}_k x_k + n_1$$

$$= \sqrt{\frac{\rho G_\text{av}(\phi_1)}{B}} h_1 x_1 + \sqrt{\frac{\rho}{B}} \sum_{k=2}^{B} G_\text{av}(\phi_k) h_k x_k + n_1$$

(29)
B. Sum-Rate Analysis

Assume every user is immersed in a cluster with a center of mass being uniformly distributed within the angular domain of his sector-beam, then \( \phi_j \) becomes a random variable of uniform distribution within \( \Phi \). Assuming every single beam serves one user and by the fact that the users are assumed to be uniformly distributed within the RF coverage, the users’ sum-rate will then be equal to the average rate (of one user) scaled by the number of sector-beams as follows:

\[
R_{\Sigma} = E_{h, \phi} \left\{ B \log_2 \left( 1 + \text{SINR}(h_1, \phi_1) \right) \right\} \quad (30a)
\]

\[
= E_{h, \phi} \left\{ B \log_2 \left( 1 + \frac{\frac{1}{\pi} |h_1|^2}{1 + \frac{1}{\pi} |h_{\ell 2}^T h_1|^2} \right) \right\} \quad (30b)
\]

\[
\leq E_{h, \phi} \left\{ B \log_2 \left( 1 + \frac{\frac{1}{\pi} |h_1|^2}{1 + \frac{1}{\pi} |h_{\ell 2}^T h_1|^2} \right) \right\} \quad (30c)
\]

\[
\leq E_{\phi} \left\{ B \log_2 \left( 1 + \frac{G_{av}(\phi)}{\ell (B - 2)} \right) \right\} \quad (30d)
\]

\[
\leq B \log_2 \left( 1 + \frac{G_{av}}{\ell (B - 2)} \right), \quad (30g)
\]

where SINR is the signal to interference and noise ratio, \( \frac{G_{av}}{\ell} \) is the average of \( G_{av} \) over the random variable \( \phi \), finally \( \ell \) is the minimum value of \( G_{av}(\phi) \). From (30b) to (30c) by the fact that \( \log_2(.) \) is a monotonic function. This approximation approaches equality in the high SNR regime. From (30d) to (30e) by the fact that \( \ell \leq \tilde{G}_{av}(\phi) \). From (30e) to (30f) by the fact that \( \frac{G_{av}}{\ell (B - 2)} \) is an F-distribution with a mean \( \frac{1}{\ell} \). Finally from (30f) to (30g) by Jensen’s inequality and the concavity of the \( \log_2(.) \) function.

C. Sector-Beam Design

Classical filter-design techniques like Prolate [34], Taylor [35], Chebychev [16] etc, can not be directly applied on the proposed UCyA (as the element response may not be factored out and thus adaptive beamforming techniques are adopted. We set the width of the sector-beam to \( \Phi = \frac{\pi}{B} \) so that the \( B \) sector-beams cover the full azimuth plane. The distribution of the users is assumed uniform, however other user distributions can be considered resulting in some amplitude tapering within the side-lobes (beyond the scope of this paper). The sector-beam is designed by minimizing the maximum (infinite norm) response within the complementary region of \( \Phi \) denoted by \( \tilde{\Phi} \), while maintaining a unit response (with some tolerance \( \tau \)) at the desired direction \( \phi_1 \), i.e.,

\[
\min_{(\text{over } \mathbf{w}_1, \phi_1 \in \tilde{\Phi})} \max \left( \mathbf{w}_1^H \mathbf{G}(\phi) \mathbf{G}^H(\phi) \mathbf{w}_1 \right)
\]

subject to

\[
\text{real} (\mathbf{w}_1^H \mathbf{G}(\phi_1)) \leq 1 + 10^{-\tau} \quad \text{real} (\mathbf{w}_1^H \mathbf{G}(\phi_1)) \geq 1 - 10^{-\tau} \quad (31)
\]

(31) is a convex optimization problem that is efficiently handled by the software CVX [36]. The choice of the maximum norm is known to provide the optimal solution by creating side-lobes with equal ripple (thus a constant signal to interference ratio is maintained), while the factor \( \tau \) ensures the problem not getting over constrained. Having obtained \( \mathbf{w}_1 \), the circular rotation of \( \mathbf{w}_1 \) by \( \ell \) taps shifts the direction of the desired response by \( \frac{\pi}{B} \).

- The fact that we optimize the free-space sector-beam in (31) is justified by the slight beam diffusion over
the narrow users’ clusters. Under a non-zero channel angle spread, the diffused sector-beam will have a smaller BF gain (as explained in Section III) whereas the deep nulls observed in the free-space sector-beam are smeared. Fig. 12 illustrates this by showing the angular convolution of a free-space sector-beam (obtained using (31) and the UCyA in Fig. 1), with a Laplacian APS having angle spread of $4^\circ, 8^\circ, 12^\circ$.

- In order to investigate the tightness of (30g) with respect to (30a), we consider the UCyA in Fig. 1 and optimize its sector-beam using (31). The rest $B - 1$ precoding vectors are obtained by cyclic rotations of $w_1$ by $B \in \{3, 4, 6, 8, 12, 24\}$ rotations. Fig. 15 shows the sum-rate for SNRs of 10, 20 and 30 dB as well as sum-rate upperbound. Although (30g) is somehow loose even at high SNRs, it still provides some useful insights by preserving the same trend of (30a).

- In case the antenna system is constrained, e.g., by size or the number of the antenna elements, then the minimum of the side-lobe level $\ell$ increases by decreasing $\Phi$, or increasing the number of sector-beams (fundamental trade off [37] as shown in Fig. 13), leading to sum-rate deterioration beyond a threshold number of sector-beams.

- As $\mathcal{G}_m$ decreases by increasing the channel spread, the sum-rate consequently degrades as shown in Fig. 14. Notice that in case the channel angle spread becomes relatively wide (e.g. indoor access point surrounded by many scatterers), the multi sector-beams have no multiplexing gain anymore (above a single sector-beam) as the inter-beam interference of the diffused sector-beams becomes intolerable.

- If the ratio $\mathcal{G}_m/\ell$ is made independent of the number of beams, for example by keep increasing the array size and the number of the antenna elements (unconstrained antenna system), then the sum-rate upperbound converges asymptotically to $\mathcal{G}_m/(\ell \ln(2))$. Thus, the higher the ratio $\mathcal{G}_m/\ell$, the higher the system capacity.

Based on the aforementioned remarks, HOS provides considerable performance gains in channels with low angle spread, making such a technique a viable candidate for outdoor cellular systems where feedback is costly and the narrow concentration of multipath is satisfied.

V. FUTURE WORK

In the future, we aim at conducting some channel measurement campaigns using both large as well as dense antenna arrays, for better understanding the interaction of the complex RF propagation channel with large-scale antenna systems. An example of the antenna arrays we intend to investigate is the uniform rectangular array shown in Fig. 16, comprised of 64 short monopoles above a small finite a ground operating at $5 - 6$ GHz. Moreover, since the explosion in the antenna dimension may lead to implosion in the RF hardware dimension, an important issue that we will address is the implementation of reduced-complexity BF-MIMO system architectures. In Fig. 17 we propose a hybrid analogue/digital 2-layers BF system. In such systems, the number of the RF chains scales with $B$ rather than $N$. However, each antenna in such architecture is connected to $B$ paths of analogue gain controllers and phase-shifters. The RF complexity can be further simplified exploiting the concept of HOS where deterministic multi-layer BF approach requires static phase-shifters and gain controls (i.e. static BF network).

APPENDIX

An approached expression of the dipoles self-impedance is given by the impedance of an $n$ wavelength long isolated dipole [23]:

$$\{ \mathcal{Z}_T \}_{ij} = 30 [\ln (2\pi n \gamma ) - \text{CI} (2\pi n) + j \text{SI} (2\pi n)] , \quad (32)$$

where $\gamma$ is the Euler constant ($\gamma = 0.5772156649\ldots$) and $\text{SI}$ and $\text{CI}$ are the sine and cosine integral functions defined as follows

$$\text{SI} (z) = \int_0^z \frac{\sin (t)}{t} \, dt$$

$$\text{CI} (z) = \int_\infty^z \frac{\cos (t)}{t} \, dt = \gamma + \ln z + \int_0^z \frac{\cos (t) - 1}{t} \, dt . \quad (33)$$

The coupling-impedance terms $\{ \mathcal{Z}_T \}_{ij} = R_{ij} + j \lambda_{ij}, \ i \neq j$
are calculated using the induced electromotive force method [24]

\[
\begin{align*}
R_{ij} &= \frac{\eta_0}{4\pi} \left[ 2\text{CI}(u_0) - \text{CI}(u_1) - \text{CI}(u_2) \right], \\
X_{ij} &= -\frac{\eta_0}{4\pi} \left[ 2\text{SI}(u_0) - \text{SI}(u_1) - \text{SI}(u_2) \right],
\end{align*}
\]

where \( u_0 = \kappa d \), \( u_1 = \kappa \left( \sqrt{d_{ij}^2 + L^2} - L \right) \), \( \eta_0 = 120\pi \) is the free-space impedance, \( d_{ij} \) is the spacing between the \( i \)th and the \( j \)th adjacent dipoles and \( L = \lambda/2 \) is the dipole length.
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