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ABSTRACT
Recommendation systems often neglect global patterns that can
be provided by clusters of similar items or even additional infor-
mation such as text. Therefore, we study the impact of integrating
clustering embeddings, review embeddings, and their combinations
with embeddings obtained by a recommender system. Our work
assesses the performance of this approach across various state-of-
the-art recommender system algorithms. Our study highlights the
improvement of recommendation performance through clustering,
particularly evident when combined with review embeddings, and
the enhanced performance of neural methods when incorporating
review embeddings.

CCS CONCEPTS
• Information systems→ Recommender systems; Clustering;
• Computing methodologies → Information extraction.
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1 INTRODUCTION
The principal idea of any recommender system method is to find
items from the recommendation domain that are the most relevant
to user interests or preferences. Most recommendation methods
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map item profiles, users’ interests, and preference profiles in a
common vector space where a similarity measure can be applied
to find associations between them. These methods aim to embed
items that are more relevant to the user’s interests and preferences
closer to a user in such vector space.

Several approaches are proposed in the literature, such as k-
nearest-neighbor methods [11], dimensionality reduction meth-
ods [10], and different neural network architectures [6] to reduce
the dimensionality of items and users embedding vectors. Recently,
graph-based methods have been considered, especially on knowl-
edge graphs [20], which connect entities representing knowledge
about items and user rating behavior. These approaches exploit
the structured information provided by knowledge graphs, which
could be more beneficial than using unstructured data.

As for user preference data, the rating history of users serves
as valuable data for mining information about users’ interests. Re-
cently, there has been a growing interest in using review text data
as a valuable source for understanding user preferences. This data
source has the potential to complement the information derived
from rating histories. We hypothesize that the insights gained from
analyzing review text may be even more robust or enhance the
patterns observed in rating behavior.

The idea of grouping related data points in a vector space can also
be found in the clustering domain. Clustering algorithms are also
often based on mapping objects to a vector space where a similarity
measure can be used to group together relevant data points. The
difference is that clustering algorithms are mostly unsupervised,
[13], while recommender system methods require labeled data.

We investigate the impact of clustering, review embeddings,
and their combinations on recommender systems. To this end, we
propose a methodology for combining clustering and review
embeddings with embeddings obtained from a recommender
system. We study the performance of this methodology on differ-
ent representative state-of-the-art recommender system algorithms.
In addition, we provide the following contributions and findings: a)
A graph clustering algorithm, i.e., SpectralMix [13] is, for the first
time, adapted for recommendations with two additional variants
of objective functions: DOT product and multiplication between
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DOT product and Euclidean Distance; b) Embeddings from clus-
tering improve the recommendation performance on embeddings
obtained from non-neural methods and neural methods when con-
sidered together with review embeddings; c) Integrating review
embeddings into embeddings obtained by all methods improves
the recommendation performance; d) Integrating embeddings from
clustering decreases the performance of the collaborative filtering
method LightGCN [6].

2 RELATEDWORK
Previous work on clustering and review text analysis in the context
of recommender systems focuses mostly on specific methods and
usually provides either a view on clustering and recommendation
or review text analysis and recommendation.

[16] proposes to recommend items a user has not seen yet and
purchased by users from the same cluster where a user is assigned to.
Several clustering algorithms are compared there, but the impact
on the state-of-the-art recommendation methods is not studied.
Clustering of social tagging data showed scalability and perfor-
mance benefits in tensor-based recommender [7] or in the context-
dependent variant of hierarchical clustering-based recommender
[14]. Recently, a multi-clustering approach was applied in a fashion
recommender system based on neighborhood approaches [1].

Hybrid recommenders that consider review text have also been
studied. [3] surveys the approaches for review text-based recom-
menders. [4] studies selected text embedding methods in connec-
tion to recommenders by measuring mean squared error. Text rep-
resentation learning methods have been applied in multi-modal
recommender systems [18] but only on categorical, title, and text
descriptions of items. In both works, the focus is on adding informa-
tion from the text to recommender systems. In our work, we study
in detail the impact of both clustering and recommendation. We use
sentence embeddings instead of word embeddings to investigate
the impact of the text reviews. Due to space limitations, we show
our study on simple text review embedding aggregations for users
and items to show the impact on recommendation accuracy.

Overall, in this paper, we provide a unique analysis of the impact
of clustering, review text embeddings, and their combination on
different selected state-of-the-art methods for recommendation sys-
tems. We consider representative methods from the neighborhood-
based class, collaborative filtering class with dimensionality reduc-
tion, graph convolutions, graph-based methods considering con-
trastive learning, and spectral analysis considering homogeneous
and heterogeneous graphs.

3 METHODOLOGY
Methods Selection
We have selected the following representative methods, including
statistical, deep learning and spectral clustering based approaches:

KGCL [20]: A Knowledge Graph (KG) based method with a
contrastive learning component bringing a de-noising component
which overcomes noise and sparsity in knowledge graphs.

LightGCN [6]: A collaborative filtering method where user and
item embeddings are computed in convolutions over a collaborative
rating graph. It belongs to a group of neural graph convolutional
techniques with a minimal set of components in its neural network

architecture. In various experiments, it performed better than more
complex neural collaborative filtering algorithms.

BPRMF [10]: A representative matrix factorization method
that produces user and item vectors with significantly reduced
dimensionality. It learns the most representative features of items
and user profiles from implicit rating data.

UserKNN [11] (KNN): A neighborhood-based collaborative
filteringmethod exploiting information from co-rated items or users
who co-rated items. 𝑁 most similar user or item rating vectors are
considered to predict an item’s recommendation/rating score. It is
a simple yet well-performing method in many cases. Since KNN
is not an embedding-based method, we are not integrating it with
review or cluster embedding.

Spectral Clustering Based Recommendation [17]: Produces
embedding as an eigenvector decomposition of the laplacian ma-
trix of the knowledge graph enhanced with user-item interaction
(rating relation added). This is similar to how other matrix factor-
ization methods work on rating data. The difference is that here, we
consider rating interaction, knowledge graph relations, and eigen-
vector decomposition of a matrix constructed from the collaborative
knowledge graph. In simple spectral clustering, we do not consider
relation and node types. For recommendation purposes, we select
embeddings of user and item nodes to perform DOT product or
Euclidean Distance between them.

SpectralMix Based Recommendation [13]: It is an unsuper-
vised embedding approach that enhances spectral clustering by
utilizing information from multiple types of edges and nodes. For
recommendation purposes, we select user and item embeddings
to perform prediction with DOT product or Euclidean Distance.
Euclidean distance is originally used as an objective function for
learning in SpectralMix. We add the DOT product and the mul-
tiplication of the DOT product with Euclidean distance objective
functions.

ReviewBasedRecommendation:Aheuristicmethod designed
to investigate the impact of a single review-based embedding com-
ponent in the recommendation.We construct an item-related review
embedding as a mean aggregate of review text embeddings that are
linked to that item. Similarly, to obtain a user-related embedding,
we aggregate (mean) item-related review embeddings from all users
related to the items the particular user has rated. Thus, we obtain a
single embedding for each user and each item, respectively, as an in-
put to calculate the prediction, as both DOT product and Euclidean
distance between them. We utilize the SentenceTransformer model
[9] for review text embeddings.

Learning
SpectralMix is designed for multi-relational graphs, and we con-
struct different relations between users and items. Also, we consider
two versions of ratings to obtain embeddings. The first version
learns only from movie ratings, and the second version learns from
all ratings, including ratings on entities in the knowledge graph.
In the other recommendation methods, we utilize their learning
methods without modification, as mentioned by their authors.

Prediction
Each method, except KNN, produces embeddings of users and items.
We test for two prediction methods: 1) DOT product of user and
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item embedding vectors as it is the standard method used for pre-
diction in all state-of-the-art recommendation methods, and 2) Eu-
clidean distance of user and item embedding vectors because it is
used for the objective function in the SpectralMix. In the case of the
KNN, we apply the standard weighted rating average of neighbors
for prediction.

Integration of Cluster Centroid and Review Embeddings
Cluster Centroid Embeddings. Our aim is to investigate how
helpful the cluster centroid embeddings are. We apply the K-Means
algorithm to the embeddings obtained from each recommendation
method, producing cluster centroids of similar users and items. We
discuss in section 4 regarding the number of clusters parameter
for the K-Means algorithm. We include two versions of cluster
centroid embeddings integration: 1) By concatenating user and
item embeddings with the cluster centroid embeddings for a cluster
where user and item belong to, respectively; 2) By computing DOT
product between user and item embeddings and a cluster centroid
embeddings of a cluster where user and item belong to, respectively.
These enhanced user and item embeddings are used for prediction
in the same way as described above (DOT product or Euclidean
distance).

Text Review Embeddings.We construct text (sentence) embed-
dings of the reviews using the widely used SentenceTransformer
model [9]1. Each item has up to 𝑁 reviews. We compute an aggre-
gated (mean) embedding of reviews for each item to integrate it
into an item embedding. We concatenate such review embeddings
to the corresponding item embeddings. Similarly, we aggregate
(mean) review embeddings of items that a user has rated. After the
aggregation, we concatenate such aggregated review embeddings
with user embeddings. Ideally, we would want to have reviews writ-
ten by users from our repository, as in [4]. Unfortunately, this data
is not available, and thus, we apply the above-mentioned heuristic.

Integration. We also combine embeddings of cluster centroids,
reviews, and recommendations. We consider two options: 1) We
concatenate review embeddings with user and item embeddings
enhanced with cluster centroid embeddings ( cluster centroid em-
beddings are obtained before review embeddings are concatenated
with user and item embeddings); 2) We cluster user and item em-
beddings enhanced with review embedding (cluster centroid em-
beddings are obtained after the review embedding is concatenated
with user and item embedding).

4 EXPERIMENTAL RESULTS
Datasets. We evaluate our solutions on the Mindreader dataset
[2]2. The Mindreader dataset features a knowledge graph in the
movie domain and contains user ratings for movies and entities in
the knowledge graph. It also contains explicit ratings for expressing
an undecided preference and a negative rating. The dataset con-
tains 218, 794 ratings from 2, 316 users, over 12, 206 entities, and
an associated knowledge graph of 18, 133 movie-related entities.
The knowledge graph is used for KGCL, Spectral Clustering, and
SpectralMix. For KGCL, only positive ratings of movies are used
since it cannot deal with other ratings. For SpectralMix, a full set

1Model available in the Transformers library[19] at https://huggingface.co/sentence-
transformers/all-MiniLM-L6-v2.
2Available at: https://mindreader.tech/dataset/

of ratings is used to obtain embeddings, but only positive ratings
for the prediction are considered, and 8 different relations between
movies are constructed, such that two movies are connected if they
share the same director, producer, genre, etc. For LightGCN, only
the user-movie bipartite graph is used. For KNN and BPRMF, only
the rating matrix derived from positive ratings of users for movies
is used. We consider items and users that appear at least once in
the testing fold for a particular fold of evaluation. In addition to the
Mindreader dataset, we use a movie review dataset [8]. This dataset
contains 50, 000 English movie reviews along with their associated
sentiment labels "positive" and "negative". The link between movies
and reviews is obtained through the same movie ID in both datasets.

Number of Clusters. We used the Silhouette score [12] and
Elbow analysis [15] to find an optimal number of clusters on the
Mindreader dataset. The analysis suggested that the optimal number
of clusters should be 3, 4, and 5. Additionally, we include 𝐾 = 2
clusters to see how the performance changes, and we keep the same
number of clusters for all considered recommendation methods.

Metrics.We perform Top K recommendations evaluation on 5
folds and utilize LensKIT [5] for our evaluations. We adopt standard
Top K recommendation metrics provided by LensKIT. Normalized
Discounted Cumulative Gain (NDCG)@K computes a mean
utility score of ranked lists of recommendations of the size K. It
values more if the relevant items are in the upper part of the list.
Hit@K computes the fraction of the lists of the size K with at least
one relevant item for a user appearing in a list generated for the
user. Recall@K computes a mean recall of ranked lists of size K.
Reciprocal Rank@K computes the reciprocal rank of the first
relevant item in the list of recommendation with size K.We evaluate
our methods on ranked lists of 5, 10, 50, and 100 items.

Results. Figure 1 shows experimental results for selected meth-
ods for varying sizes of recommendation lists (𝑘 = 5, 10, 50, 𝑎𝑛𝑑100).
We have studied all mentioned combinations of methods. Due to
space limitations, we selected only the 10 best-performing ones.
In the names of methods, we use the following abbreviations: 1)
DP – DOT Product ; 2) ED – Euclidean Distance; 3) DP KC –
K is a number and C means clusters, meaning the number
of clusters; 4) CC – Concatenating cluster centroids; 5) DC –
DOT product with cluster centroids; 6) CR – Concatenating
Reviews; 7) OF-Method – Objective function in SpectralMix
with DP, ED, or DP x ED.

Adding the information provided by review embeddings im-
proved all the methods, and the improvement is rather large. We
can also note that the 10 best-performing results include the heuris-
tic method based only on review embedding. That alone says that
reviews are a valuable source of information and often even better
than some established methods, such as KNN or some combina-
tions of SpectralMix with clustering and review embedding. This is
natural since the reviews contain rich information about user pref-
erences, and when connected with ratings, it can further amplify
the user preference insights.

The impact of clustering depends on the method. In the Light-
GCN, the clustering applied on embedding from collaborative rating
makes the performance worse. KGCL performance is improved by
integrating the text review embeddings, but the integration of the
clustering makes it worse. It seems that clustering on embedding
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Figure 1: Performance for selected method and their integration with clustering, review embedding, and their combination.
Abbreviations: 1) DP – DOT Product; 2) ED – Euclidean Distance; 3) DP KC – K is a number, and C means clusters, meaning the
number of clusters; 4) CC – Concatenating cluster centroids; 5) DC – DOT product with cluster centroids; 6) CR – Concatenating
Reviews; 7) OF-Method – Objective function in SpectralMix with DP, ED, or DP x ED. Example: LightGCN-DP-DC-CR-3C means
LightGCN recommendation method with dot product prediction function (DP) with cluster centroids embeddings integrated by
dot product (DC), concatenated review embeddings (CR), with 3 clusters (3C).

from collaborative information can not help to catch hidden infor-
mation but rather introduce contradictory information into the rec-
ommendation process. Methods based on graph cuts or non-neural
methods, such as BPRMF, benefit from text review embeddings. Ad-
ditionally, clustering on integrated information from collaborative,
knowledge-based, and review sources provides the best perfor-
mance. Thus, clustering helps to reduce the noise in those methods.

The collaborative information has by far the largest influence,
as shown by the best-performing method, LighGCN. The Light-
GCN considers a bipartite graph of user ratings on movies. Even
the original prediction method without integration with review
embeddings achieves the second-best performance, except when
overperformed by the KGCL on the Reciprocal Rank metric on
larger lists and the KNN on the HIT metric on larger lists. The
high dimensional rating vectors and the prediction of the weighted
rating average are capable of satisfying more users with at least
one relevant recommendation.

5 CONCLUSIONS AND FUTUREWORK
We provided a study on the impact of clustering and review em-
bedding on the performance of selected state-of-the-art recom-
mendation methods. We have shown that clustering and review
embeddings both positively impact performance. Moreover, the
collaborative signal with the review embeddings of the LightGCN
method is superior to the others except for HIT@50 and HIT@100
metrics, where the KNN overperforms more complex methods.

For future work, we will include more datasets to investigate
whether the impact is similar across different domains. Different
methods that consider the sparsity of the knowledge graph are also
interesting to study to improve the state-of-the-art.
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