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It is generally accepted that collaborative information is important for the performance of recommender
systems. It is also generally accepted that if this information is sparser, it impacts recommendation systems
negatively. Various approaches have tried to lift this problem by employing side information. However, global
patterns that can be provided by clusters of similar items and users or even additional information such as
text are often not used together with collaborative information. We study the impact of integrating clustering
embeddings, review embeddings, and their combinations with embeddings obtained by a recommender system.
We study the performance of this approach across various state-of-the-art recommender system algorithms
including graph-based methods. We highlight that graph structures are important with sparser datasets and
both, in knowledge graphs with side information as well as in collaborative bipartite graphs. In less sparse
datasets, a collaborative bipartite graph is usually sufficient. We also highlight that the improvement of recom-
mendation performance through clustering, particularly evident when combined with review embeddings is
most visible on sparser data, while on less sparse data incorporating review embeddings may be sufficient
when combined with one of the graph-based methods, or otherwise when combined with clustering in other
methods.
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1 INTRODUCTION
Recommender systems try to find items from the recommendation domain that are the most
relevant to user interests or preferences. The key is to map the interests or preferences to a common
space with items where a similarity measure can be used to identify those items that are closer
to a user’s preference or interest. Each item and user is typically represented as an embedding
vector in such a common space. Items closer to the preference or interest in such space are then
recommended to the user.

Different approaches exist in the literature ranging from for example k-nearest-neighbor meth-
ods [38], through dimensionality reduction methods [37], and different neural network archi-
tectures [17] to reduce the dimensionality of items and users embedding vectors. Furthermore,
graph-based methods have been recently proposed, considering for example knowledge graphs [51],
which connect entities representing knowledge about items expanded with edges between users
and items representing rating behavior. Techniques that use graphs promise that by exploiting
relations between items and users, they would improve recommendation performance over the
methods using less structured data.

It is widely accepted that user rating history is a good source of information for learning a user’s
preferences and interests. In addition, review data is recently considered a good data source for
preference and interest learning. The review data seems to serve as a good complement for missing
information about user ratings. We hypothesize that the insights gained from analyzing review
text may be even more robust or enhance the patterns observed in rating behaviour.
The main motivation for using reviews is that they provide explicit evidence on sentiments

on aspects of the items reviewed. When users write a review, we tend to believe that the user is
really interested (be it positively or negatively) in the item he/she is writing about. Further, the text
often contains mentions and sentiments for specific features of such an item. Therefore, learning
features from the review text provide additional information which sometimes reflects even better
the preference on certain aspects of the items than standard metadata.
Furthermore, similar to the idea of finding closely related items to a user’s preference in a

common vector space, clustering can be employed to group relevant data points in such a common
space. Clustering algorithms often operate on embedded data points into a common vector space
where a similarity measure is used to group together relevant data points. The difference is that
clustering algorithms are mostly unsupervised, [40], while recommender system methods require
labeled data.
We are motivated by the fact that the grouped users or items have common characteristics.

Centroids of such groups provide a prototype for a representation of items or users in the groups.
Adding this information into collaborative and/or review representation provides an opportunity
to better distinguish between interesting (preferred) and not interesting (not preferred) items since
centroid features make similar items or users even closer to each other. We further hypothesize
that such features are helping to bring additional items similar to centroid representations higher
on the recommendation lists.

While there are works which have studied such aspects for particular methods proposals and in
isolation, to the best of our knowledge, a larger study, where such additional sources of features
are used together on state-of-the-art methods to clarify their impact, is not available.
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In this paper, we study how graph structure, clustering, review embeddings, and their combina-
tions influence recommender systems. To this end, we provide the following contributions:

• Wepropose amethodology for combining clustering and review embeddings with embeddings
obtained from a recommender system. We study the performance of this methodology on
different representative state-of-the-art recommender system algorithms.

• A graph clustering algorithm, SpectralMix [40] is adapted, for the first time, for recommen-
dations with two additional variants of objective functions: DOT product and multiplication
between DOT product and Euclidean Distance.

Thanks to our comprehensive experimental evaluation, we gain the following insights:
• Integrating review embeddings into embeddings obtained by all methods improves the rec-
ommendation performance. The improvement on Mindreader is larger than the improvement
on the Amazon Book or Yelp dataset.

• Methods which integrate all aspects considered in this paper perform the best on sparser
datasets such as Amazon Book.

• Graph-based methods play an important role and have good performance. Both knowledge
graphs, as well as collaborative graphs, provide a good structure for learning models for
recommendation.

• Embeddings from clustering alone improve the recommendation performance on embeddings
obtained from non-neural methods.

• Embeddings from clustering alone does not usually help on most graph based neural methods
when considered without review embeddings.

• Side information with structure is an important aid in sparser datasets.
• Evaluation methodology and databases split influences the results.

This paper is an extended version of a short paper published previously at The Web Conference
[9]. In this paper, we provide more details on the methods and methodology. it is also extended
with additional experimental results on the Amazon Book dataset and the Yelp dataset.

The rest of the paper is structured as follows. Section 3 discusses related work. Section 3 describes
the methods we investigate and the methodology of how we integrate various components together.
Section 4 provides insight into the experimental setup and experimental results obtained from this
work. Section 5 discusses conclusions and future work.

2 RELATEDWORK
Existing related work has primarily focused on individual aspects of enhancing recommender
systems, such as integrating user reviews, incorporating clustering techniques, or leveraging graph-
based representations. Each of these dimensions has been explored in isolation, with dedicated
surveys addressing them separately. For instance, graph-based recommendation approaches are
extensively reviewed in [11], while review-based systems are covered in [14]. However, to our
knowledge, there is no comprehensive survey focusing specifically on clustering-based recommen-
dation methods. In this work, we aim to fill this gap by examining the combined impact of three key
components, i.e., graph structure, review text, and clustering, on the performance of recommender
systems. We investigate how each of these elements contributes to recommendation quality, both
independently and in combination. To the best of our knowledge, this integrated perspective is
novel and has not been explored before.

Clustering. When examining clustering independently within recommendation research, recent
methods have increasingly focused on the adoption of clustering to better understand user intent in
recommendation scenarios. The method proposed in [26] models user intents as learnable clusters
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and provides a method which simultaneously optimizes recommendation as well as clustering. A
combination of contrastive learning and K-Means clustering for intent understanding is studied in
[6]. The authors of [28] coin intention clustering in connection to disentangled sequence encoding.
They try to predict future sequences fitting also different intentions and use clustering with respect
to intention prototypes. Another work, [35], builds on top of it and further refines the clustering
method by a fine-grain intent contrastive leaning so that the predicted subsequences get even
closer to the intention prototypes. Differently from intent clustering and discovery, [31] uses
spectral clustering for capturing collaborative signals in user and item groups in the context of
transformer-based generative recommendation models. This perspective on clustering aligns with
how we incorporate clustering into our analysis of recommender systems in this study. In [32],
K-Means clustering is utilized for grouping semantically very related tags in attribute selection
for the recommender system. Other works, such as [21] provide insights into the scalability and
performance benefits of clustering for social tagging data in recommenders. [41] studies the use
of the context-dependent variant of hierarchical clustering in recommender. In [43] clustering is
used to obtain a multi-faceted grouping of users for finding their prototypical interests. In [44],
authors propose to use clustering for recommendation such that they recommend items a user has
not seen yet and purchased by users from the same cluster to which a user is assigned. Several
clustering algorithms are compared there, but the impact on the state-of-the-art recommendation
methods is not studied. A multi-clustering approach is used in a fashion recommender system with
neighborhood approaches [1]. Clustering has been applied with various objectives in recommender
systems, often to improve the performance for specific goals. In contrast, we aim to investigate how
clustering, both independently and in combinationwith review data, affects a set of recommendation
methods, including those not originally designed with clustering in mind. We also explore the
feasibility of extending these methods with clustering in a straightforward and generalizable
manner.

Review text. Review text has been considered in hybrid recommenders. The following works
[4, 14] give an overview of the approaches in the literature. It is recognized that review text may
help recommendation systems to handle data sparsity by adding additional reference sources,
and by doing so, improving accuracy [14]. In addition, it may help in the explanation process for
recommendation algorithms as well [14]. For example, recent works on review aware recommen-
dation [48] employ contrastive learning in both review text space and collaborative space, and
show improvements over selected baselines. The method proposed in [24] uses dual attention in
convolutional networks both for rating and review data to address the cold start problem. Set en-
coders and attentions are used together with three distinct views, collaborative (graph), short-term
sequence, and a set view for long-term preference to capture multiple aspects of user preferences.
The authors in [50] use BERT to capture user behaviour and preferences for user modelling in two
contrastive learning sub-tasks. Very recent works, as [27], propose a recommender system based
on prompting of Large Language Models (LLM) and going beyond using review text. Additionally,
[25] improves content-based recommender with LLMs. Text embedding methods have been used in
recommenders where the mean squared error is used to measure a performance [8]. [47] reported
on using categorical, title, and text descriptions of items as a side information beyond review text
in their embedding methods. In our work, we focus on how the review text component can affect
any kind of recommendation system when it is added in a simple way such as concatenation
to learned embeddings from other preference sources, i.e., user rating behaviour or connected
entities in a knowledge graph. We aim to analyze the impact this addition has and whether already
simple methods would be practically more viable when adding clustering and review text into their
recommendation process.

ACM Trans. Recomm. Syst., Vol. 0, No. 0, Article 0. Publication date: 2025.



The Impact of Graph Structure, Cluster Centroid and Text Review Embeddings on Recommendation Methods 0:5

Graphs. The authors of [11] provide a comprehensive survey of graph-based recommender
systems. Major work has been devoted to utilizing graph-based methods and graph-based neural
networks to further improve collaborative recommendation systems. CGCL [16] and AdaGCL [19]
are examples of that. Both use a form of contrastive learning. While CGCL uses LightGCN as
a backbone and adds contrastive learning with candidate and neighbour user/item on top of it,
AdaGCL combines BPR loss with contrastive learning on a graph generative model and a graph
denoising model as view generators. Typically, convolutions and attentions are mechanisms used
on graph models for recommendations. Simplified graph convolutions are used for example in
LightGCN [17] or in [12]. GraphSage [13] uses a message passing and walk-based learning of node
embeddings. Graph attentions are used in Fi-GNN [23]. Different from collaborative filtering, KGCL
[51] uses contrastive learning on their knowledge graph, a heterogeneous graph of entities and
relations between them formed from metadata on items. KGCL also utilizes LightGCN backbone for
the collaborative source of preference, but in addition, it also uses KGAT [46], an attention-based
graph network to capture most relevant relations and entities from the knowledge graph. In our
work, we investigate how, not only, methods which combine graphs for a collaborative signal with
review text, as well as clustering, but also methods based on learning from knowledge graphs,
are impacted by clustering and review text embeddings when they are used in recommendation
scenarios.

Our Study. To summarize, in our work, we study in detail the impact of clustering, review text
embeddings, and connected entities in a knowledge graph on recommendation. We comment on
the role of graph structure either in the knowledge graph or in a collaborative bipartite graph.
We use sentence embeddings instead of word embeddings to investigate the impact of the text
reviews. We focus our study on simple text review embedding aggregations for users and items to
show the impact on recommendation accuracy, but further processing is possible. In this paper, we
provide a unique analysis of the impact of clustering, review text embeddings, graph structure, and
their combination on different selected state-of-the-art methods for recommendation systems. We
choose representative methods from the neighbourhood-based class, collaborative filtering class
with dimensionality reduction, graph convolutions, graph-based methods considering contrastive
learning, and spectral analysis considering homogeneous and heterogeneous graphs. We extend our
previous work [9] with more details on the methodology, and we provide additional experiments on
the Amazon Book and Yelp datasets. We also touch upon the impact of graphs with side information
and relation to the density of the ratings on datasets and their impact on the methods.

3 METHODOLOGY
Our goal is to show the impact of graph structures, clustering, and reviews on recommendation
methods. To this end, we identify representative methods on which we would like to study the
effects and describe their principles. Further, we describe how learning and prediction work in
general with baseline methods. Finally, we describe the ways we integrate cluster centroids and
review embeddings in predictions.

3.1 Methods Selection
We select the following representative methods, including statistical, deep learning, and spectral
clustering-based approaches: Knowledge Graph Contrastive Learning (KGCL) for recommendation
[51], LightGCN [17], Candidate-aware Graph Contrastive Learning for Recommendation (CGCL)
[16], Adaptive Graph Contrastive Learning for Recommendation (AdaGCL) [19], Bayesian Person-
alized Ranking based Matrix Factorization (BPRMF) [37], K-Nearest Neighbor (KNN) [38], and a
matrix factorization method with alternate least square optimization [18]. In addition, we select
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two spectral clustering methods: a traditional spectral clustering [45] and the SpectralMix [40],
which work on graphs with multiple entity and relation types as representative graph clustering
algorithms.

BPRMF. BPRMF is a representative matrix factorization method that produces user and item
vectors with significantly reduced dimensionality. It learns the most representative features of
items and user profiles from implicit rating data. Using the following loss function, it estimates the
probability that a user 𝑢 prefers item 𝑖 (𝑦𝑢𝑖 ) over item 𝑗 (𝑦𝑢 𝑗 ) as follows [37]:

L𝐵𝑃𝑅 =
∑︁

(𝑢,𝑖, 𝑗 ) ∈𝐷
ln𝜎 (𝑦𝑢𝑖 − 𝑦𝑢 𝑗 ) − 𝜆Θ∥Θ∥2 (1)

where 𝐷 is a training set, 𝜎 is a logistic sigmoid function, 𝜆Θ is a parameter determining to which
extent the regularization parameters are considered, and Θ are regularization parameters.

LightGCN. LightGCN is a collaborative filtering method where user and item embeddings are
computed in convolutions over a collaborative rating graph. It belongs to a group of neural graph
convolutional techniques with a minimal set of components in its neural network architecture.
In various experiments, it performed better than more complex neural collaborative filtering
algorithms. The specific aggregation mechanism for convolutions for the next layer (𝑘 + 1) of
neighbours can be described as follows [17]:

e(𝑘+1)
𝑢 = 𝐴𝐺𝐺 (e(𝑘 )𝑢 , e(𝑘 )

𝑖
: 𝑖 ∈ N𝑢) (2)

where e𝑋 are embeddings of users or items, N𝑢 are user neighbors, and 𝐴𝐺𝐺 (·) is an aggregation
function. By doing so, the embeddings of users and items aggregate signals from their neighbours.
LightGCN uses the BPR loss function to estimate a preference of user 𝑢 for item 𝑖 over item 𝑗 [17]
(see Eq. 1).

KGCL. KGCL is a Knowledge Graph (KG) based method with a contrastive learning component
bringing a de-noising component that overcomes noise and sparsity in knowledge graphs to improve
preference capturing.
KGCL features three main components: Relation-aware Knowledge Aggregation, Knowledge

Graph Augmentation, and Knowledge-Guided Contrastive Learning.
Relation-aware Knowledge Aggregation serves as a component that identifies through an attention

mechanism which relations between an item and neighbouring entities are relevant for the current
item and aggregates their scores into the current item embeddings as follows:

xi = xi +
∑︁
𝑒∈N𝑖

𝛼 (𝑒, 𝑟𝑒,𝑖 , 𝑖)xe (3)

whereN𝑖 are entities which are item 𝑖 neighbors through different relation types 𝑟𝑒,𝑖 , and xi and xe
are item and entity embeddings respectively. Here, 𝛼 is an attention function that selects relevant
entities based on a learned weight matrix and 𝑙𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 [51]. As an alternative, to further enhance
the semantic multi-relational representation, KGCL uses the TransE method [2].
Knowledge Graph Augmentation produces auxiliary self-supervised signals for the contrastive

learning component. It generates two correlated data views over a knowledge graph which select a
subset of triplets based on masking vectors with probabilities for selecting the triplets. The views
provide an augmented knowledge sub-graph with different structural views. The objective is to
identify items less sensitive to structure variations and more tolerant to connections with noisy
entities and, as such, more helpful in capturing the preferences of correlated users. Furthermore,
the component produces a knowledge graph structure consistency score 𝑐𝑖 , which is defined as
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cosine similarity between embeddings created according to the relation-aware aggregation scheme
defined above in Eq.3. According to [51], the lower 𝑐𝑖 , the more item 𝑖 is affected by the knowledge
graph noise.
Knowledge-Guided Contrastive Learning uses the knowledge graph augmentations scheme and

knowledge graph structure consistency score in the so-called interaction graph as well. The
interaction graph is a graph of interactions between users and items. Similarly to KG, two structural
views are constructed in order to find out which interactions to consider and which interactions
to drop. The structure consistency score is used for defining a probability for masking vectors
in the interaction graph correlated data views. The interaction subgraph augmented views are
further corrupted by applying the aforementioned knowledge graph augmentation to consider
relations between items, entities, and users. Afterwards, the user and item embeddings are achieved
by utilizing a collaborative filtering framework as well as relation-aware knowledge aggregation.
LightGCN [22] message propagation is employed to capture collaborative information (see also 2)
while the aforementioned knowledge graph aggregation mechanism is used to enhance the item
representation before it is fed to LightGCN component. Contrastive learning is then performed on
the two created knowledge- and interaction-aware views with a loss function L𝑐 based on InfoNCE
[5]:

L𝑐 =
∑︁
𝑛∈V

− log
exp (𝑠 (x1

𝑛, x2
𝑛)/𝜏)∑

𝑛′∈V,𝑛′≠𝑛 exp (𝑠 (x1
𝑛, x2

𝑛′ )/𝜏)
(4)

where 𝜏 is the temperature parameter, 𝑠 (·) is a similarity function between positive and negative
pairs, and V are vertices in the graph.
Finally, the KGCL combines the contrastive learning loss function and BPR loss function [37]

(see also Eq.1) to jointly learn the preference of users for items:

L = L𝑏 + 𝜆1L𝑐 + 𝜆2∥Θ∥2
2, (5)

where 𝜆1 and 𝜆2 are parameters that determine the strength of contrastive learning and regulariza-
tion and Θ represents learnable model parameters.

CGCL. Candidate-aware Graph Contrastive Learning (CGCL) [16] enhances recommendation by
constructing semantically meaningful contrastive pairs without relying on heuristic augmenta-
tions. It builds on LightGCN [17] and introduces three auxiliary losses: (1) a structural neighbour
contrastive loss, which aligns a node with same-type neighbours across GCN layers; (2) a can-
didate contrastive loss, which pulls user embeddings closer to others who interacted with the
same candidate item; and (3) a candidate structural neighbour contrastive loss, which models
high-order collaborative signals by connecting users and candidate items through their respective
neighbourhoods. Each loss follows an InfoNCE-style objective [34], and all are optimized jointly
with a standard BPR loss [37] for ranking. This layered contrastive setup allows CGCL to improve
representation learning, especially under data sparsity.

AdaGCL. Adaptive Graph Contrastive Learning (AdaGCL) [19] addresses structural noise in user-
item interaction graphs by learning how to generate contrastive views dynamically. Instead of using
static perturbations, AdaGCL employs two learnable modules: a variational graph autoencoder [20]
that reconstructs the graph from latent variables to sample soft views, and a graph denoiser that
filters edges based on learned scores using a concrete distribution [30]. These views are encoded
with LightGCN and optimized via an InfoNCE contrastive loss applied to both users and items. The
total objective combines this with BPR in a multi-task fashion. AdaGCL’s adaptive augmentation
improves robustness and performance on noisy or sparse datasets.
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ALS based Matrix Factorization. Implicit feedback data causes complications when optimizing
with standard gradient descent algorithms on squared error objective functions. [18] introduces a
matrix factorization method where the optimization is based on an alternate least squares method
with alternating computation of user and item factors with guarantees to lower cost function in
each step. The method is further using confidence values for user preference.

UserKNN. UserKNN is a neighbourhood-based collaborative filtering method exploiting infor-
mation from co-rated items or users who co-rated items. 𝑁 most similar user or item rating vectors
are considered to predict an item’s recommendation/rating score. The neighbours are obtained by
calculating a similarity between users (for example Pearson correlation) [33]:

𝑠𝑖𝑚(𝑢, 𝑣) =
∑
𝑖∈I𝑢𝑣 (𝑟𝑢𝑖 − 𝑟𝑢) (𝑟𝑣𝑖 − 𝑟𝑣)√︁∑

𝑖∈I𝑢𝑣 (𝑟𝑢𝑖 − 𝑟𝑢)2 ∑
𝑖∈I𝑢𝑣 (𝑟𝑣𝑖 − 𝑟𝑣)2

(6)

where I𝑢𝑣 are items commonly rated by user 𝑢 and 𝑣 , 𝑟𝑢𝑖 and 𝑟𝑣𝑖 are rating of user 𝑢 and user 𝑣 of
item 𝑖 respectively, 𝑟𝑢 and 𝑟𝑣 are user 𝑢 and user 𝑣 rating averages.
Once the neighbours are known, a prediction can be made as a weighted rating average of

neighbouring user ratings as follows [33]:

𝑟𝑢𝑖 =

∑
𝑣∈N𝑖 (𝑢 ) 𝑠𝑖𝑚(𝑢, 𝑣)𝑟𝑣𝑖∑
𝑣∈N𝑖 (𝑢 ) |𝑠𝑖𝑚(𝑢, 𝑣) | (7)

where 𝑠𝑖𝑚(𝑢, 𝑣) is a user similarity calculated by Eq. 6 and 𝑟𝑣𝑖 is user 𝑣 rating of item 𝑖 for which
we predict a rating 𝑟𝑢𝑖 of user 𝑢.

It is a simple yet well-performing method in many cases. Since KNN is not an embedding-based
method, we are not integrating it with review or cluster embedding.

Spectral Clustering Based Recommendation. Produces embedding as an eigenvector decom-
position of the laplacian matrix 𝐿 of the knowledge graph enhanced with user-item interaction
(rating relation added) [45]:

𝐿 = 𝐷 −𝐴 (8)
where 𝐴 is an adjacency matrix of the knowledge graph enhanced with user-item interactions,
sometimes also called collaborative knowledge graph, and 𝐷 is a diagonal matrix of node degrees.

By principal component analysis, we obtain eigenvectors and eigenvalues of the Laplacian matrix.
We take k principal eigenvectors to form embeddings for each node of the knowledge graph. For
recommendation, we only consider nodes of user and item types.

This is similar to how other matrix factorization methods work on rating data. The difference is
that here, we consider rating interaction, knowledge graph relations, and eigenvector decomposition
of a matrix constructed from the collaborative knowledge graph. In simple spectral clustering, we
do not consider relation and node types. For recommendation purposes, we select embeddings of
user and item nodes to perform DOT product or Euclidean Distance between them.

SpectralMix Based Recommendation. It is an unsupervised embedding approach that enhances
spectral clustering by utilizing information from multiple types of edges, nodes, and node features.
The goal of this method is to obtain an embedding of the nodes and node attributes in the graph
so that similar objects (nodes and node attributes) are close and clearly separated from dissimilar
ones. In this context, two nodes are similar if they are connected by many edge types. To utilize the
node attribute information, they additionally consider a bipartite graph that links nodes with their
corresponding categorical values of node attributes. This allows SpectralMix to obtain node and
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node attribute embeddings. The representation of nodes in SpectralMix is guided by its objective
function [40]:

L = min
O,M

|𝑅 |∑︁
𝑟=1

𝛼𝑟 · ©­«
∑︁

𝑒=(𝑣𝑖 ,𝑣𝑗 ,𝑤𝑖 𝑗 ,𝑟 ) ∈𝐸𝑟

𝑤𝑖 𝑗 ·
𝑑∑︁
𝑙=1

∥𝑜𝑖𝑙 − 𝑜 𝑗𝑙 ∥2ª®¬ +
𝑛∑︁
𝑖=1

|A |∑︁
𝑗=1

𝛼 𝑗 ·
𝑑∑︁
𝑙=1

∥𝑜𝑖𝑙 −𝑚𝑖𝑙 ∥2

subject to O𝑇O = 𝐼𝑛 .

(9)

where 𝑅 represents the total number of graphs (edge types), O is a matrix of node embeddings,
M matrix of node attribute embeddings, and A are attributes characterizing the nodes. Moreover,
𝑜𝑖𝑙 and𝑚𝑖𝑙 represent the coordinates of the objects in the embedding space. 𝛼𝑟 and 𝛼 𝑗 are weight
coefficients for edge types and categorical node attributes. This objective function is based on
Euclidean distance. In this study, instead of utilizing only the Euclidean distance, we experiment
also with Cosine similarity (DOT product) and a combination of the Euclidean distance and DOT
product. For recommendation purposes, we select user and item embeddings to perform prediction
with DOT product or Euclidean distance. Euclidean distance is originally used as an objective
function for learning in SpectralMix.

Review Based Recommendation. A heuristic method designed to investigate the impact of a
single review-based embedding component in the recommendation. We construct an item-related
review embedding as a mean aggregate of review text embeddings that are linked to that item.
Similarly, to obtain a user-related embedding, we aggregate (mean) item-related review embeddings
from all users related to the items the particular user has rated. Thus, we obtain a single embedding
for each user and each item, respectively, as an input to calculate the prediction, as both DOT
product and Euclidean distance between them. We utilize the SentenceTransformer model [36] for
review text embeddings.

3.2 Model Learning and Prediction
Learning. In baseline methods, we follow learning as they are described in their respective

papers and summarized above. We, where possible, use the code they provide with the methods.
For SpectralMix, which is designed for multi-relational graphs, we construct different relations

between users and items. Also, we consider two versions of ratings to obtain embeddings. The first
version learns only from movie ratings, and the second version learns from all ratings, including
ratings on entities in the knowledge graph. In the other recommendation methods, we utilize
their learning methods without modification, as mentioned by their authors. Further, we consider
initializing the embeddings with a zero or a random vector.

Prediction. Each method, except KNN, produces embeddings of users and items. We test for
two prediction methods: 1) DOT product of user and item embedding vectors as it is the standard
method used for prediction in all state-of-the-art recommendation methods, and 2) Euclidean
distance of user and item embedding vectors because it is used for the objective function in the
SpectralMix. In the case of the KNN, we apply the standard weighted rating average of neighbours
for prediction. The process is illustrated in Fig.1.

3.3 Integration of Cluster Centroid and Review Embeddings
Cluster Centroid Embeddings. Our aim is to investigate how helpful the cluster centroid

embeddings are. We apply the K-Means algorithm to the embeddings obtained from each recom-
mendation method, producing cluster centroids of similar users and items. We discuss in section 4
regarding the number of clusters parameter for the K-Means algorithm. We include two versions
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Fig. 1. Prediction for base methods

of cluster centroid embeddings integration: 1) By concatenating user and item embeddings with
the cluster centroid embeddings for a cluster where user and item belong to, respectively; 2) By
computing DOT product between user and item embeddings and a cluster centroid embeddings of
a cluster where user and item belong to, respectively. These enhanced user and item embeddings
are used for prediction in the same way as described above (DOT product or Euclidean distance).
The process is illustrated on Fig.2.

Fig. 2. Prediction for embeddings augmented with cluster centroid embeddings

Text Reviews Embeddings. We construct text (sentence) embeddings of the reviews using the
widely used SentenceTransformer model [36]1. The model is based on a BERT-like model [7] and
is fine-tuned using contrastive learning on unsupervised data and, to construct hard negatives,
natural language inference data.
The process of learning review embeddings and augmenting item and user embeddings with

the review embeddings is illustrated in Fig. 3. Each item has up to 𝑁 reviews. We compute an
aggregated (mean) embedding of reviews for each item to integrate it into an item embedding.
We concatenate such review embeddings to the corresponding item embeddings. Similarly, we
aggregate (mean) review embeddings of items that a user has rated. Ideally, we would want to have
reviews written by users from our repository, as in [8]. Unfortunately, this data is not available,
and thus, we assume the average review for each user aggregated from item reviews such users
gave a rating to. After the aggregation, we concatenate such aggregated review embeddings with
user embeddings.

Integration. We also combine embeddings of cluster centroids, reviews, and recommendations.
We consider two options: 1) We concatenate review embeddings with user and item embeddings
enhanced with cluster centroid embeddings ( cluster centroid embeddings are obtained before
review embeddings are concatenated with user and item embeddings) - see Fig.4; 2) We cluster user
1Model available in the Transformers library[49] at https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2.
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Fig. 3. Prediction for embeddings augmented with review text embeddings

Fig. 4. Prediction for embeddings augmented with cluster centroid and review embeddings

and item embeddings enhanced with review embedding (cluster centroid embeddings are obtained
after the review embedding is concatenated with user and item embedding) - see Fig.5.

4 EXPERIMENTS
4.1 Datasets
We evaluate our solutions on the Mindreader dataset [3]2, Amazon Book dataset [15]3, and the
Yelp dataset4. For comparison purposes and also due to the availability of the knowledge graph, we
are using the version used also by KGCL [51]5. Please note that we have also experimented with
different versions of the Amazon Book and Yelp dataset by linking it to the knowledge graph from

2Available at: https://mindreader.tech/dataset/
3Available at: https://jmcauley.ucsd.edu/data/amazon/
4Available at: https://business.yelp.com/data/resources/open-dataset/
5Available at: https://github.com/yuh-yang/KGCL-SIGIR22/
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Fig. 5. Prediction for embeddings augmented with reviews and cluster centroid embeddings

the KGCL paper. Generally, this is possible, on the expense of lower coverage of entities from the
knowledge graph, but the changes in results where negligible.

The Mindreader dataset. It features a knowledge graph in the movie domain and contains user
ratings for movies and entities in the knowledge graph. It also contains explicit ratings for expressing
an undecided preference and a negative rating. The version of the dataset we use contains 218.794
ratings from 2, 316 users, over 12, 206 entities, and an associated knowledge graph of 18, 133 movie-
related entities. There are overall 120, 313 ratings of movies. of which there are 31, 734 positive
rating. Please note that Mindreader has explicit ratings for positive, negative as well as undecided
sentiment. The Mindreader positive rating density for movie ratings is 11.23 × 10−4 while the
density of all explicit ratings on movies is 42.56 × 10−4.
The knowledge graph is used for KGCL, Spectral Clustering, and SpectralMix. For KGCL, only

positive ratings of movies are used since it cannot deal with other ratings. For SpectralMix, a full set
of ratings is used to obtain embeddings, but only positive ratings for the prediction are considered,
and 8 different relations between movies are constructed, such that two movies are connected
if they share the same director, producer, genre, etc. . For LightGCN, CGCL, and AdaGCL, only
the user-movie bipartite graph is used. For KNN and BPRMF, only the rating matrix derived from
positive ratings of users for movies is used. We consider items and users that appear at least once
in the testing fold for a particular fold of evaluation. In addition to the Mindreader dataset, we
use a movie review dataset [29]. This dataset contains 50, 000 English movie reviews along with
their associated sentiment labels "positive" and "negative". The link between movies and reviews is
obtained through the same movie ID in both datasets.

The Amazon Book dataset. The dataset features user interactions and a knowledge graph from a
book domain from the Amazon web shop. The version we used from [51] contains 70, 679 users,
27, 915 items and 846, 434 ratings of items with density of 4.8 × 10−4. It contains an associated
knowledge graph with 29, 714 entities and 39 relation types. The knowledge graph contains 686, 516
triples. The knowledge graph is used for KGCL and Spectral Clustering. For LightGCN, CGCL, and
AdaGCL, only the user-movie bipartite graph is used. For KNN and BPRMF, only the rating matrix
derived from positive ratings of users for books is used. In addition, we use book reviews from the
dataset. This dataset contains 597, 232 book reviews along with their associated sentiment labels
"positive" and "negative". The link between books and reviews is obtained using the same book ID.
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The Yelp dataset. The dataset contains user interaction as well as user reviews of businesses. Also
in this context, we use the version from [51], because it provides mapping to a knowledge graph of
entities in the business domain. The dataset contains 45, 919 users and 45, 538 items and 1, 183, 610
ratings, and a density of 5.7 × 10−4. Further, it provides a knowledge graph with 47 472 entities, 42
relations and 869, 603 triples. The knowledge graph is used for KGCL and Spectral Clustering. For
LightGCN, CGCL, and AdaGCL, only the user-movie bipartite graph is used. For KNN, BPRMF, and
ALS, only the rating matrix derived from positive ratings of users for books is used. In addition, we
use business reviews from the dataset. The original review dataset contains 6, 990, 280 reviews. We
only use those that match the item and user IDs available in the dataset form [51].

4.2 Number of Clusters
We used the Silhouette score [39] and Elbow analysis [42] to find an optimal number of clusters on
the Mindreader dataset. The analysis suggested that the optimal number of clusters should be 3, 4,
and 5. Additionally, we include 𝐾 = 2 clusters to see how the performance changes, and we keep
the same number of clusters for all considered recommendation methods. For uniformity, we use
the same number of clusters also in experiments on the Amazon Book and Yelp datasets.

4.3 Metrics
We perform Top K recommendations evaluation on 5 folds for the Mindreader dataset and utilize
LensKIT [10] for our evaluations. To split the data into folds we also use LensKIT random split
function. In the case of Amazon Book and Yelp datasets, we perform experiments with the split
provided by authors of the original KGCL paper [51]. We simply adopt their dataset version and
their split as they have published it for comparison purposes. We however select all available
items in the test sets in each dataset for constructing the recommendation list instead of random
sampling.

We use standard Top K recommendation metrics provided by LensKIT.Normalized Discounted
Cumulative Gain (NDCG)@K computes a mean utility score of ranked lists of recommendations
of the size K. It values more if the relevant items are in the upper part of the list.HIT@K computes
the fraction of the lists of the size K with at least one relevant item for a user appearing in a list
generated for the user. Precision@K, denoted as P, computes a mean precision of ranked lists of
a size K. Recall@K, denoted as R, computes a mean recall of ranked lists of size K. Reciprocal
Rank@K, denoted as RR, computes the Reciprocal Rank of the first relevant item in the list of
recommendations with size K. We evaluate our methods on ranked lists of 5, 10, 50, and 100 items.

4.4 Implementations
For baseline methods we have used their standard implementations in python as provided by the
methods where possible and where not possible we have implemented themwith the use of standard
libraries6 We have used their default parameter. We have imported the aforementioned dataset, run
their learning, and extracted embeddings. We use the evaluation library provided by LensKIT after
6Libraries:
ALS: https://pypi.org/project/implicit/
KGCL: https://github.com/yuh-yang/KGCL-SIGIR22
LightGCN and BPRMF: https://github.com/gusye1234/LightGCN-PyTorch
Spectral Clustering: https://docs.scipy.org/doc/scipy/reference/generated/scipy.sparse.linalg.eigs.html
UserKNN: https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.NearestNeighbors.html
SpectralMix: https://gitlab.cs.univie.ac.at/yllis19cs/spectralmixpublic
AdaGCL: https://github.com/HKUDS/AdaGCL
CGCL: https://github.com/WeiHeCnSH/CGCL-Pytorch-master
Review Embeddings/Transformer Model: https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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Table 1. Three best performing methods for Mindreader dataset (best one in bold)

Metric ALGORITHMS
K LightGCN-DP-R LightGCN-DP KGCL-DP-R UserKNN

NDCG

5 0.22173 0.17957 0.13507 -
10 0.25421 0.21949 0.15129 -
50 0.32348 0.29490 0.19591 -
100 0.35000 0.31923 0.22537 -

HIT

5 0.06143 0.04968 0.04095 -
10 0.07836 0.07084 0.05227 -
50 0.12225 0.12009 - 0.17511
100 0.12009 0.13521 - 0.32386

P

5 0.01405 0.01197 0.00857 -
10 0.00949 0.00919 0.00555 -
50 0.00371 0.00378 - 0.00374
100 0.00234 0.00233 - 0.00373

R

5 0.26115 0.22956 0.15455 -
10 0.35323 0.34174 0.20042 -
50 0.65873 0.66371 0.39792 -
100 0.81225 0.80535 0.57278 -

RR

5 0.04040 0.02626 0.02726 -
10 0.04265 0.02909 0.02874 -
50 0.04468 0.03149 0.03041 -
100 0.04490 0.03171 0.03076 -

we have performed predictions on all described combinations with reviews and cluster centroids.
We have implemented prediction functions and embedding combination methods ourselves. We
also provides various utilities to simplify the process of evaluation and preprocessing7.

4.5 Results
To illustrate the performance of the methods we choose to present the first 3 best methods in each
measure. Then we also utilize bar graphs where we select the top 15 methods in a selected metric
and plot their performance in each considered metric. For the names of methods which follow the
application of steps in our methodology, we use the following abbreviations:
(1) DP – DOT Product;
(2) ED – Euclidean Distance;
(3) KC – K is a number and C means clusters, meaning the number of clusters;
(4) CC – Concatenating cluster centroids;
(5) DC – DOT product with cluster centroids;
(6) R – Concatenating Reviews;
(7) OF-Method – Objective function in SpectralMix with DP, ED, or DP x ED.
Under the Mindreader dataset, further to the above, for the SpectralMix method in learning

we have considered 2 seeds (𝑆0 — initializing with zero vector or 𝑆1 — initializing randomly) and
learning from all ratings (𝐴𝑅) including ratings on entities, or only movie ratings (𝑀𝑅).

Top Performers
Mindreader dataset. Table 1 presents the best 3 performing methods under each 𝑘 for Mindreader

dataset. We can see that the best performing method across all the 𝐾 values under NDCG is
LightGCN-DP-R, LightGCN augmented with review embeddings, followed by Light-GCN in a

K-Means Clustering: https://scikit-learn.org/stable/modules/generated/sklearn.cluster.KMeans.html
Evaluation from LensKIT: https://lenskit.org/
7Our code: https://github.com/peterdolog/RecommendationsWithClusteringAndReviews
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Table 2. Three best performing methods for Amazon Book dataset (best one in bold)

Metric
ALGORITHMS

KGCL-DP Spect.Cl. KGCL-DP AdaGCL-DP LightGCN KGCL KGCL AdaGCL LightGCN
K CC-R-4C DP-R CC-R-3C CC-R-2C DP-CC-R-5C DP-R DP DP-R DP-CC-R-4C

NDCG

5 0.04944 0.04943 0.04943 - - - - - -
10 0.05824 - - 0.05826 0.05823 - - - -
50 - - - 0.07657 - 0.07847 0.07786 - -
100 - - - - - 0.09317 0.09258 0.09103 –

HIT

5 0.09673 - 0.09673 - - - - - 0.09676
10 - - - 0.13714 - 0.14375 0.14330 - -
50 - - - - - 0.37107 0.36925 0.35806 -
100 - - - - - 0.47941 0.47864 0.47791 -

P

5 0.02090 - 0.02090 - - - - - 0.02090
10 - - - 0.01515 - 0.01584 0.01577 - -
50 - - - - - 0.00971 0.00967 0.00921 -
100 - - - - - 0.00697 0.00696 0.00689 -

R

5 0.06092 - 0.06091 0.06090 - - - - -
10 0.08602 - - 0.08609 - - - - 0.08599
50 - - - - - 0.22449 0.22333 0.20989 -
100 - - - - - 0.30696 0.30584 0.30138 -

RR

5 - 0.05568 0.05563 - - - - - 0.05564
10 - 0.06099 - 0.06096 - - - - 0.06096
50 - 0.06688 - 0.06691 - - - - 0.06687
100 - 0.06798 - 0.06801 - - - - 0.06798

standard form (with DOT product as a prediction function) and followed by KGCL-DP-R, KGCL
augmented by review embeddings. We can see that in top places there is no method with clustering
and in addition, the second best method is an ordinary collaborative filtering graph convolutional
network LightGCN. This is because the Mindreader dataset has a reasonably large number of
ratings. It is still sparse, but the sparsity is lower than for example the Amazon Book dataset.

Similar order in performance can be seen in other measures. Interesting exceptions are 𝐻𝐼𝑇@50,
𝐻𝐼𝑇@100, and 𝑃@100 where UserKNN scores the highest. Again, this is a collaborative filtering
method, benefiting from a sufficient number of ratings in the dataset. The reason for good perfor-
mance is likely a good ability to group user neighbours and get a sufficiently good recommendation
for many users (HIT measure) as well as making it to a sufficient number of lists of top 100 items
for each user.

Amazon Book dataset. Table 2 presents the best 3 performing methods under each 𝐾 for the
Amazon Book dataset. We can see that, under NDCG measure, the best performing method for
𝐾 = 5 is KGCL-DP-CC-R-4C, KGCL augmented with concatenated cluster centroids with 4 clusters
and review embeddings, followed by Spectral Clustering based method augmented with reviews
and followed by KGCL augmented with concatenated cluster centroids with 3 clusters and review
embeddings (KGCL-DP-CC-R-3C). Having the Spectral Clustering method, though augmented with
review embeddings so high is surprising but shows that review embeddings provide a good signal
even for simpler methods. In the case of 𝐾 = 10 we have AdaGCL-DP-CC-R-2C on the top place,
AdaGCL augmented with concatenated clusters, with 2 clusters, and review embeddings, followed
by KGCL-DP-CC-R-4C and LightGCN-DP-CC-R-5C which is augmented LightGCN method. At
the 𝐾 = 50 and 100 the top performer is KGCL augmented with reviews, followed by a baseline
KGCL. The 3rd position for those cases is taken by AdaGCL, augmented with cluster centroids and
reviews for 𝐾 = 50 and with review embeddings only for 𝐾 = 100. We can see that KGCL is the
strongest method here. The knowledge graph provided for the Amazon book dataset plays a role
here. We can see it also in the case of Spectral Clustering for NDCG@5. We can also see that for
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smaller lists, cluster centroids play a larger role while for larger lists especially with KGCL even a
baseline method is sufficient, and for methods not using knowledge graphs, augmentation with
review embeddings is sufficient.
It is also worth noticing, that differences in performance of top performing methods are rather

small which in a practical sense may mean that it is probably not so important which of those
methods we are choosing on the more sparse datasets, but it is rather the importance of clustering
and review embeddings together that makes a difference. In general, KGCL derived method and
even sometimes KGCL baseline perform the best in other measures as well.

The only exception for the best performing method is the𝐻𝐼𝑇@5 where LightGCN-DP-CC-R-4C
performs the best. Again here we see that it is a combination of clustering, and review embeddings
but on collaborative information without a knowledge graph. In addition, for 𝐻𝐼𝑇@10, 𝐻𝐼𝑇@50,
and 𝐻𝐼𝑇@100, we can find AdaGCL derived methods in the third place. As for the Reciprocal Rank
measure, as can be seen in Table 2, SpectralClustering-DP-R, spectral clustering-based method
augmented with review embedding, performs the best followed by LightGCN derived method and
then KGCL derived method. Here we see a simpler method again performing well, but again a
method that uses a knowledge graph of side information. On the Amazon dataset, due to the larger
sparsity of collaborative information, in general, any additional information helps to improve the
recommendation. But it depends on the measure which method to choose. Please also note that we
were not able to run the SpectralMix method on the Amazon Book dataset due to memory issues.

Yelp Dataset. As can be seen for Table 3, the situation in the Yelp dataset is different from the
Amazon Book and the Mindreader datasets. The top performers on all measures are either AdaGCL
or KGCL derived methods. AdaGCL derived methods perform the best on smaller lists (𝐾 = 5
and 10) while KGCL derived methods perform the best on larger lists 𝐾 = 50 and 100 and they
simply exchange their positions largely due to the differences in their contrastive learning approach.
It is also interesting to see that at the top performance places are baseline methods or methods
augmented with review embeddings. We can also see that cluster centroids do not play a large role
here. Moreover, we can see that review embeddings are of larger importance in the case of smaller
lists while in the case of larger lists, it is purely the KGCL contrastive learning on knowledge graph
together with collaborative information from its LightGCN backbone. Similarly to the Amazon
Book dataset, we can see that the differences in performance are rather small and therefore, it may
be sufficient to use simpler methods augmented with clustering and review embeddings. Similarly
here, we were not able to run the SpectralMix due to memory issues.

Performance Beyond Top 3 Methods
Mindreader Dataset. Fig. 6 shows experimental results for selected methods for varying sizes

of recommendation lists (𝐾 = 5, 10, 50, and 100) on Mindreader. We have studied all mentioned
combinations of methods. For the effective presentation, we have selected the top 15 methods
sorted according to NDCG@5. Here we can see a similar trend as in the top 3 recommendations.
On top places are various derivations of LightGCN. Variants include also clustering augmented
embeddings. The collaborative information and aggregation of such information from neighbours
in convolutions of LightGCN serve as sufficient evidence for good recommendations. SpectralMix
derived methods are also included in the top 15 methods ordered according to 𝑁𝐷𝐶𝐺@5. This
shows, that knowledge graph structure is important and can have benefits on the recommendation
methods. Further, SpectralMix as a more complex method than Spectral Clustering performs better
here. We can see that in general, for SpectralMix, seed 1 performs better, and learning from all
ratings performs better. Please also note a few differences in comparison to the presentation we
have chosen in [47]. In [47], in the candidate set for the top 10 performing methods we have
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Table 3. Three best performing methods for Yelp dataset (best one in bold)

Metric ALGORITHMS
K AdaGCL-DP-R AdaGCL-DP KGCL-DP-R KGCL-DP

NDCG

5 0.02272 0.02226 0.02144 -
10 0.02848 0.02788 0.02714 -
50 0.05104 - 0.05241 0.05201
100 0.06635 - 0.06857 0.06805

HIT

5 0.08835 0.08691 0.08515 -
10 0.15331 0.15048 0.14915 -
50 0.39639 - 0.41615 0.41371
100 0.53928 - 0.56243 0.55918

P

5 0.01873 0.01839 0.01797 -
10 0.01724 0.01692 0.01664 -
50 0.01149 - 0.01218 0.01210
100 0.00933 - 00.00986 0.00979

R

5 0.02477 0.02432 0.02367 -
10 0.03914 0.03825 0.03783 -
50 0.11959 - 0.12778 0.12678
100 0.18980 - 0.20206 0.20041

RR

5 0.04358 0.04296 0.04182 -
10 0.05208 0.05130 0.05016 -
50 0.06291 0.06201 0.06211 -
100 0.06495 0.06403 0.06419 -

chosen the best performing methods from all configurations and in addition the ones closest to
the configuration which performs overall. In this paper, we have simply just ordered the methods
according to 𝑁𝐷𝐶𝐺@5 and then selected the top 15 most performing methods. We could do it this
way here because we have more space to present also other views and tables while in [47] we had
severe space limitation and we wanted to have coverage over all aspects of the performance in one
bar chart. Therefore, for example, we do not have UserKNN represented in Fig. 6, since it performs
the best in 𝐻𝐼𝑇@𝐾 measure but not in 𝑁𝐷𝐶𝐺@5 measure. We still needed to choose a subset of
methods, because there are altogether 615 combinations of methods we have studied, which is not
possible to present in one bar chart8.
In Table 1, we report that it is UserKNN that performs the best. We have therefore produced

a bar graph where we selected the top 15 methods sorted according to 𝐻𝐼𝑇@50 and show only
performance for HIT measure. The bar chart is presented in Fig. 7. We can see here, that UserKNN
performs in general relatively well on this measure, but the best on the 𝐻𝐼𝑇@50 and 𝐻𝐼𝑇@100.
Here all top 3 methods are collaborative. The rest of the methods in the top 15 list are derivations
of LightGCN, KGCL, and SpectralMix.

Please also note, that more complex contrastive learning approaches such as CGCL or AdaGCL
are not present in the top performing methods. This is likely because the Mindreader dataset is
rather small, and does not have enough samples to support the kind of learning those methods
propose.

Amazon Dataset. Similarly to the Mindreader dataset, we wanted to see performance beyond the
top 3. Figure 8 shows experimental results for selected methods for varying sizes of recommendation
lists (𝑘 = 5, 10, 50, and 100) for the Amazon Book dataset. Also here, we have selected the top
15 methods sorted according to NDCG@5. Beyond the top 3 methods, which are all based on
knowledge graphs with entities we also see LightGCN but this time both, clustering and review
8You can find a CSV file with results for all tested combinations for the Mindreader dataset at https://github.com/peterdolog/
RecommendationsWithClusteringAndReviews/blob/3ea2370311b6cda1a430a406bfa28b011a78471a/EvaluationResults/
AggregatedAll_Mindreader_ndcg_5.csv
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Fig. 6. Performance for the selected methods and their integration with clustering, review embedding, and
their combination on the Mindreader dataset. Top 15 selected according to NDCG@5.

Fig. 7. Performance for the selected and their integration with clustering, review embedding, and their
combination on the Mindreader dataset. Top 15 selected according to HIT@50.

embeddings needed to be used to score higher. We can also see that among the top 15 we also
find the BPRMF method augmented with clustering and review embeddings. We can also see the
other two contrastive learning methods, CGCL and AdaGCL there, both requiring augmentation
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Fig. 8. Performance for the selected and their integration with clustering, review embedding, and their
combination on the Amazon Books dataset. Top 15 selected according to NDCG@5.

with reviews and cluster centroids. The conclusion here shows that it is no longer sufficient to
have a collaborative signal. For collaborative methods, both, clustering and review information
is needed to bring them up in performance. For methods that already consider side information

Fig. 9. Performance for the selected and their integration with clustering, review embedding, and their
combination on the Amazon Books dataset. Top 15 selected according to HIT@50.
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Fig. 10. Performance for the selected and their integration with clustering, review embedding, and their
combination on the Amazon Books dataset. Top 15 selected according to RR@50.

in the form of a knowledge graph, it is sometimes sufficient to use reviews such as in the case of
SpectralClustering, or simply use a baseline as in the case of KGCL baseline which still appears
in the top 15. But top performing method on this chart is still a method that combines all the
information we have considered. Again, it is not possible to present all results here effectively9.

We can see already in Fig.8 but also in Table 2, that there are some differences in top performing
methods under HIT@K in comparison to NDCG@5. Therefore and also to keep uniformity we
have also drawn a bar chart for the top 15 performing methods sorted according to HIT@50. Fig. 9
shows the methods under the HIT@K measure for varying 𝐾 . Here we can see that while under
HIT@5 it is the LightGCN augmented with clustering and reviews with 4 clusters that perform the
best, it is the KGCL augmented only with reviews that perform the best from 𝐾 = 10 and upwards.
We could see in Table 2 that SpectralClustering augmented with review embeddings performs

the best under 𝐾 = 5 and 10 for the Reciprocal Rank measure. To see how it looks beyond the top 3
performing methods we have also drawn a bar chart for the Reciprocal Rank measure which is
displayed in Fig. 10. Here we can see, similarly to other figures that it is a mix of methods. Among
the top performing ones are also LightGCN, KGCL, AdaGCL, and CGCL. KGCL, and AdaGCL
perform well in the base form, and when augmented with cluster centroids and review embeddings.
We can also spot BPRMF but augmented with cluster centroids and review embeddings.

Yelp Dataset. Yelp dataset is showing a slightly different picture. Fig. 11 shows that ALS based
method is the only one among top 15 methods besides the ones derived from KGCL or AdaGCL on
the Yelp dataset. Also, it is clear from the figure that there is a large difference in performance after
the top 4 methods. This says that the role of contrastive learning on the knowledge graph and the
collaborative graph is playing the most important role in the Yelp dataset. Review embeddings are
also helping methods here too. Interestingly, AdaGCL and KGCL derived methods with Euclidean
Distance as a prediction function perform among the top 15 tested recommendation methods.

9You can find a CSV file with results for all tested combinations for the Amazon dataset at https://github.com/peterdolog/
RecommendationsWithClusteringAndReviews/blob/3ea2370311b6cda1a430a406bfa28b011a78471a/EvaluationResults/
AggregatedAll_Amazon_ndcg_5.csv
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Fig. 11. Performance for the selected and their integration with clustering, review embedding, and their
combination on the Yelp dataset. Top 15 selected according to NDCG@5.

Fig. 12. Performance for the selected and their integration with clustering, review embedding, and their
combination on the Yelp dataset. Top 15 selected according to HIT@50.

Fig. 12 shows the top 15 methods under HIT@K measure. Similarly to the Mindreader dataset,
we can see here that UserKNN method performs relatively well (among the top 15). This can be
explained by the fact, that the version of the Yelp dataset we used has a bit larger density than the
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Fig. 13. Performance for the selected and their integration with clustering, review embedding, and their
combination on the Yelp dataset. Top 15 selected according to RR@50.

Amazon Book dataset. On the other hand, it has a smaller density than the Mindreader dataset, and
therefore UserKNN is not the best method under some 𝐾 but only one of the top 15 methods. But
this is still a rather surprising indication that even simple methods are still good and sometimes can
be practically good enough for making recommendations especially when we have rather active
users in the system. Fig. 13 shows a similar picture. But again, the differences in performance of
methods after the top 4-5 are rather large. Further results can be found in the complete result set 10.

Baseline Methods
By baseline methods here we mean original methods without augmentation with reviews and
cluster embeddings such as LightGCN, BPRMF, KGCL, AdaGCL, CGCL and so on.

Table 4 shows the performance of the baseline methods on the Mindreader dataset. We can see
that the LightGCN performs the best followed by KGCL and ReviewOnly based heuristics. This
also confirms that on the denser dataset, the collaborative information from ratings and/or from
reviews is influential, and additional side information and graph structure on that side information
does not help as much. We can of course conclude, that graph structure on ratings relation is of
course important since the convolutions in LightGCN on the collaborative bipartite graphs give
the method an edge. Interestingly, the simple ReviewOnly-based heuristic performs very well only
a little worse than the KGCL method.
Table 5 presents the performance of the baseline methods on the Amazon Book dataset. For

this table, we have selected NDCG@10 and Recall@10 measures. In general, we can observe that
10You can find a CSV file with results for all tested combinations for Yelp dataset at https://github.com/peterdolog/
RecommendationsWithClusteringAndReviews/blob/3ea2370311b6cda1a430a406bfa28b011a78471a/EvaluationResults/
AggregatedAll_Yelp_ndcg_5.csv
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Table 4. Performance of baseline methods under NDCG@K and R@10 for Mindreader dataset

ALGORITHM NDCG@10 R@10

LightGCN-DP 0.21949 0.34174
KGCL-DP 0.08919 0.14511
ReviewOnlyAR-DP 0.08730 0.09918
SpectralMixARS1-DP 0.03277 0.05722
SpectralMixARS0-DP 0.03260 0.05701
SpectralMixMRS1-DP 0.02684 0.05081
SpectralMixMRS0-DP 0.02684 0.05081
AdaGCL-DP 0.02089 0.03672
SpectralMixOPDPxEDARS0-DP 0.01534 0.02725
SpectralMixOFDPARS0-DP 0.01518 0.02805
BPRMF-DP 0.01335 0.02292
SpectralMixOFDPARS1-DP 0.01244 0.02277
SpectralMixOPDPxEDARS1-DP 0.01209 0.02159
UserKNN 0.01074 0.01951
SpectralClustering-DP 0.00900 0.01647
CGCL-DP 0.00870 0.01703
AlternateLeastSquares 0.00109 0.00310

Table 5. Performance of baseline methods under NDCG@K and R@10 for Amazon Book dataset

ALGORITHM NDCG@10 R@10

KGCL-DP 0.04440 0.08103
AdaGCL-DP 0.04177 0.07182
LightGCN-DP 0.03541 0.06304
AlternateLeastSquares 0.03065 0.05535
CGCL-DP 0.02887 0.06284
BPRMF-DP 0.01990 0.03955
SpectralClustering-DP 0.00174 0.00188
UserKNN 0.00057 0.00072
ReviewsOnly-DP 0.00047 0.00080

we achieved a bit lower performance for KGCL while for the LightGCN baseline, it is a bit higher
than reported in the literature or when running it with the evaluation directly in their code. The
difference in performance in comparison to the numbers reported in both mentioned papers is
likely caused by different ways of selecting candidates for recommendation lists in the evaluation.
We are selecting all books in the test set for every user when constructing a recommendation list.
Nevertheless, we confirm the order of the method’s performance – at least between KGCL and
LightGCN. Here we can see, that due to higher sparsity, the graph structure of side information
has a better value since KGCL is outperforming other methods. On the contrary to the Mindreader
dataset, the simple ReviewOnly-based heuristic is not performing as well as under the Mindreader
dataset. We can speculate that the coverage of the reviews is not as high as in the Mindreader
dataset. As mentioned above, we could not get the SpectralMix into the table due to performance
problems on the Amazon Book dataset. As for AdaGCL, the paper does not reveal the results on the
Amazon Book dataset. We were not able to fully reconstruct the results of CGCL on the Amazon
Book dataset. The performance we have achieved is lower. In [16] we can see that the version of
the Amazon Book dataset they use has a larger density which means a larger number of user-item
interactions. Also, the evaluation methodology is different from ours since they use a temporal
splitting. All this means that in our case the reported number is smaller. We have seen the influence
of the density/sparsity on the performance in this paper since the performance differs on different
datasets selected here. In addition to that, we can also see now that evaluation methodology and
how the data is split into testing and training set has an influence on the performance of the
methods.
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Table 6. Performance of baseline methods under NDCG@K and R@10 for Yelp dataset

ALGORITHM NDCG@10 R@10

AdaGCL-DP 0.02788 0.03825
KGCL-DP 0.02690 0.03739
AlternateLeastSquares 0.01702 0.02625
UserKNN 0.00859 0.01727
CGCL-DP 0.00193 0.00261
LightGCN-DP 0.00046 0.00064
BPRMF-DP 0.00043 0.00059
SpectralClustering-DP 0.00012 0.00018
ReviewsOnly-DP 0.00011 0.00016

Table 6 presents the performance of the baseline methods on the Yelp dataset. Here, the best
performing method is AdaGCL. KGCL performs second best. We could see that the results we have
achieved are comparable to those reported in the AdaGCL paper. In comparison to KGCL paper,
our results are slightly lower, likely for the same reason as in the case of the Amazon Book dataset,
i.e. difference in how we select the candidate set. We could not reconstruct the results for the CGCL
similarly to Amazon for the same reasons. Please note, when running it inside their own method,
the results are as they report since they utilise their dataset temporal split and their temporal-based
negative sampling. Here we note, similarly to Amazon Dataset, that both, the sparsity as well as
testing methodology has an influence on the results.

Discussion of Impact of Various Components
Impact of Collaborative Information. The collaborative information has by far the largest influence

when the dataset is less sparse as shown by the best performing method, LightGCN augmented with
reviews on Mindreader, but also by the performance of AdaGCL and UserKNN on the Yelp dataset.
The LightGCN considers a bipartite graph of user ratings on movies. Even the original prediction
method without integration with review embeddings achieves the second-best performance, except
when overperformed by the KGCL on the Reciprocal Rankmetric on larger lists and the UserKNN on
theHITmetric on larger lists. The high dimensional rating vectors and the prediction of theweighted
rating average are capable of satisfying more users with at least one relevant recommendation.
The collaborative information remains impact-full even in less sparse datasets, but there, more

side information is needed. On the other hand, AdaGCL contrastive learning mechanism is helping
to squeeze as much as possible from the collaborative information and review embeddings is
sufficient in datasets such as Yelp.

As can be seen on the Amazon Book dataset, the best performing method under 𝑁𝐷𝐶𝐺@5 was
a derivative of KGCL with all considered components. Even on other measures, it was at least a
graph with entities, collaborative information, and reviews which were needed to perform best.

Impact of Graph Structure. As already pointed out, we can see that methods that utilize graph
structure with side information such as entities in knowledge graphs are beneficial for more sparse
datasets such as Amazon Book. But graph structure seems important even in less sparse datasets
such as Mindreader and Yelp where it is used on collaborative information. Methods such as
LightGCN and AdaGCL seem to perform well. CGCL on the other hand can perform well when
time stamp information is available.

Impact of Review Embeddings. Adding the information provided by review embeddings improved
all the methods, and the improvement is rather large. On the Mindreader dataset, we can also
note that the 3 best performing results include methods augmented only with review embeddings.
That alone says that reviews are a valuable source of information and often even better than some
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established methods, such as UserKNN or some combinations of SpectralMix with clustering and
review embedding. This is natural since the reviews contain rich information about user preferences,
and when connected with ratings, it can further amplify the user preference insights.
On the Amazon dataset, the impact of the review embeddings component is also large. But to

perform the best, it was not sufficient alone and needed to be enhanced with either graph structure
of entities, or in addition to that with clustering.

On the Yelp dataset, the review component was also contributing with positive performance, but
since the dataset was larger in comparison to Mindreader, and denser in comparison to Amazon
Book, even contrastive learning methods in base form performed well enough.

Impact of Cluster Centroid Embeddings. On the Mindreader dataset, in the LightGCN, the clus-
tering applied on embedding from collaborative rating makes the performance worse. KGCL
performance is improved by integrating the text review embeddings, but the integration of the
clustering makes it worse. It seems that clustering on embedding from collaborative information
can not help to catch hidden information but rather introduce contradictory information into the
recommendation process. Methods based on graph cuts or non-neural methods, such as BPRMF,
benefit from text review embeddings. Additionally, clustering on integrated information from col-
laborative, knowledge-based, and review sources provides the best performance. Thus, clustering
helps to reduce the noise in those methods.

We can see a much larger impact of clustering on the Amazon Book dataset but it helps the most
when it is combined with review embeddings. The clustering seems to reduce the noise and missing
information from collaborative information on the Amazon Book dataset and when extended with
reviews it improves overall performance. On the Yelp dataset, the impact of clustering is not as
large and typically helps in methods which are not performing as well in the base form.

Performance Considerations. Time complexity of the baseline methods are typically discussed in
the source papers. In principle, each additional component to the collaborative backbone adds to
the time complexity. For example, CGCL method considers 5 different components in objective
functions. Similarly, KGCL considers several ones. Adding additional review embeddings and
cluster centroid embeddings also raises the complexity of the methods. Review embeddings have
the typical complexity of transformers while clustering complexity has the typical complexity of
clustering algorithms which is dependent on the number of clusters and number of data points
as well as the dimensionality of data points. We can also see, that many times, the clustering and
review embeddings are more helpful in simpler methods which do not consider additional terms or
objective functions in joint learning. This means that they can be used with advantage in those
methods and overall still the composite method will have lower time complexity than more complex
methods. Therefore, depending on the dataset, sparsity and coverage of the reviews, practitioners
should see where and when they could use such additions. Adding them to the existing method is
not complicated and they are well understood.

5 CONCLUSIONS AND FUTUREWORK
We provided a study on the impact of graph structure, clustering and review embedding on the
performance of selected state-of-the-art recommendation methods. We have shown that graph
structure, clustering and review embeddings positively impact performance. There are some differ-
ences in how in practice the methods should be selected since the performance slightly differed
between datasets. It seems that graph structure on side information in knowledge graph is more
important on sparser datasets while it is sufficient to consider graph structure on collaborative
information in denser datasets. It also seems that the differences in performance on sparser datasets
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Table 7. Key Findings on the Impact of Clustering, Graph Structure, and Review Embeddings

Dataset Most Interesting Observations

Mindreader (denser)
• Best performance from LightGCN-DP-R (collaborative + review embeddings).
• Clustering embeddings often reduced performance for collaborative-only methods

(e.g., LightGCN, KGCL).
• UserKNN excelled in HIT@50 and HIT@100, showing value of simple CF when

ratings are sufficient.

Amazon Book (sparser)
• KGCL with both clustering and review embeddings often top performer (e.g., KGCL-

DP-CC-R-4C).
• Clustering alone less effective, but clustering + reviews gave large boosts.
• Simpler methods (e.g., Spectral Clustering) surprisingly competitive when aug-

mented with reviews.

Yelp (medium sparsity)
• AdaGCL best for smaller 𝐾 (5, 10), KGCL best for larger 𝐾 (50, 100).
• Review embeddings valuable, especially for smaller lists; clustering impact minimal.
• Top spots often held by baseline AdaGCL/KGCL without clustering.

Cross-dataset trends
• Review embeddings consistently improve performance, sometimes more than clus-

tering.
• Clustering helps mainly on sparse datasets when combined with reviews; can hurt

in dense datasets.
• Graph structure (knowledge graphs) crucial for sparse datasets, less so for dense

ones.

between the methods are smaller but the impact of the augmentation with review and cluster
centroid embeddings is larger. We summarize our results in Table 7.
In the future, it is likely worth further considering additional datasets with different levels of

sparsity. Similarly, it would be good to run further experiments with diversity, novelty, and other
measures to see the impact of considered components there. It would be also interesting to create
knowledge graphs for other datasets to see whether our findings can be confirmed on additional
datasets.
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