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ABSTRACT
In this paper, we consider near-field acoustic source localization using distributed microphone arrays. Range differences (RDs) are estimated using a recently proposed joint direction of arrival (DOA) and range estimator. The RDs are used to estimate the location of an acoustic source using a recently proposed cone-based localization method. The performance of the proposed localization method is compared to generalized cross-correlation with phase transform, and a pitch-based time difference of arrival (TDOA) estimator, using synthetic and real signals. Results show a decrease in the error of the estimated position when joint DOA and range estimation is used for RD estimation.

Index Terms—Acoustic source localization, multichannel processing, noise reduction, speech enhancement.

1. INTRODUCTION
Within the field of audio processing, acoustic source localization with microphone arrays is an important aspect in noise reduction and source separation [1]. Microphone arrays are more commonly found in many modern-day devices, e.g., hearing aids, smartphones, smart TVs and laptops, making distributed processing feasible. These microphone arrays facilitate beamforming [2] and direction of arrival (DOA) estimation that can be used for, e.g., video teleconferencing [3].

Several classes of methods for source localization exist, e.g., multilateration [4], TDOA-based source localization [5], maximum likelihood source localization [6] and energy-based source localization [7]. The most popular class of methods is probably the TDOA-based localization methods [5, 8, 9, 10, 11]. Recently, methods for acoustic source localization with distributed microphone arrays, based on geometric cone constraints, have been proposed in [12], which are related to the spherical least squares (LS) errors [9]. These geometric methods are based on time difference of arrival (TDOA) measurements, estimated using GCC-PHAT [13], which are converted to range differences (RDs).

In many TDOA-based acoustic localization methods, TDOAs are estimated using generalized cross-correlation with phase transform (GCC-PHAT), where PHAT is a heuristic weighting used to whiten the cross-spectrum [13, 14, 10]. Examples of its use can be found in [15, 16]. GCC-PHAT is a broadband heuristic method, while the methods in [17, 18] model the desired signal using a harmonic signal model, such that only the frequency components related to the signal are used in the localization. This is beneficial for statistical reasons and in multi source scenarios. Furthermore, in [18] the signal is modeled using both TDOAs and gain ratios of arrival (GROAs), which means that the acoustic source is not assumed to be placed in the far-field of the microphone arrays. This should increase performance, compared to GCC-PHAT, when the signal of interest is in the near field of one or more microphone arrays.

In this paper, we propose a method for acoustic source localization for distributed microphone arrays, based on the cone-based method of [12], which is based on geometric cone constraints. The localization method is based on RDs estimated individually for each array using the near-field localization method of [18], which is statistically efficient and applicable in both near- and far-field scenarios, potentially with multiple sources present. When distributed microphone arrays are used for localization, the probability is high that the source is close to one or more of the arrays. Because of this, near field localization is an important aspect to consider.

The paper is organized as follows. In Section 2, we present the signal model and the near-field range estimation method. In Section 3, the proposed localization scheme is presented. Section 4 presents some experimental results, while a conclusion is presented in Section 5.

2. SIGNAL MODEL
We now introduce the signal model for each microphone array [18]. Consider a scenario where an array with $K$ microphones captures snapshots of length $N$, i.e., the data in channel $k$ at time instant $n$ is given by

$$x_k(n) = [x_k(n) \ x_k(n+1) \ \cdots \ x_k(n+N-1)]^T.$$ (1)
We assume that the snapshots in (1) contain a quasi-periodic source \( s(n) \) corrupted by noise \( v_k(n) \), and that the environment is anechoic. Because of different distances from each microphone to the source, and due to the inverse square law for sound propagation, the signal at microphone \( k \) can be modeled as

\[
x_k(n) = \beta_k s(n - f_s \tau_k) + v_k(n),
\]

where \( \beta_k \) is an attenuation factor reciprocal to the distance from the source to microphone \( k \), \( f_s \) is the sampling frequency, \( \tau_k \) is the time it takes the sound waves to travel from the source to the \( k \)th microphone. If the first microphone is chosen as reference, we have \( s_1 = \beta_1 s(n - f_s \tau_1) \), and (2) can be re-written as

\[
x_k(n) = \frac{r_1}{r_k} s_1(n - f_s \tau_{1k}) = \frac{r_1}{r_k} s_1(n - f_s \frac{r_k - r_1}{c}),
\]

where \( r_k \) is the distance from the source to the \( k \)th microphone, \( \tau_{1k} \) is the time it takes for the sound waves to travel from the reference microphone to the \( k \)th microphone, and \( c \) is the speed of sound. If we assume that the microphones form a uniform linear array (ULA), \( r_k \) is given by

\[
r_k = \sqrt{\frac{d^2}{4} + r_c^2 - 2r_c r_k \sin \theta},
\]

where \( g_k = \frac{K-1}{2} - k + 1 \), \( d \) is the microphone spacing, \( r_c \) is the distance from the source to the center of the array and \( \theta \) is the DOA of the source. The ULA structure is used for illustration purposes, but by finding other models for \( r_k \), other array structures can be taken into account. Since \( s_1(n) \) is a quasi-periodic signal, it can be modeled as

\[
s_1\left(n - f_x \frac{r_k - r_1}{c}\right) = \sum_{l=1}^{L} \gamma_l e^{j\omega_0 n} e^{-j2\pi f_l n} e^{\frac{2\pi n}{c}},
\]

where \( L \) is the model order, \( \gamma_l = \beta_l \alpha_l \), \( \alpha_l = A_l e^{\phi_l} \) is the complex amplitude of harmonic \( l \), \( A_l \) is its real amplitude, \( \phi_l \) is its phase, \( \omega_0 \) is the fundamental frequency, and \( f_0 = f_s \frac{\omega_0}{2\pi} \).

Using (5), the signal model in (3) can be rewritten as

\[
x_k(n) = \frac{r_1}{r_k} s_1\left(n - f_s \frac{r_k - r_1}{c}\right) + v_k(n),
\]

which can be used to form a vector model as

\[
x_k = Z(\omega_0) D_k(r_c, \theta) \gamma + v_k,
\]

where \( x_k = [x_k(0) \ x_k(1) \ \cdots \ x_k(N-1)]^T \), with a similar definition for \( v_k \). Also,

\[
Z(\omega_0) = [z(\omega_0) \ \cdots \ z(L \omega_0)],
\]

\[
z(\omega) = [1 \ e^{j\omega} \ \cdots \ e^{j(N-1)\omega}]^T,
\]

\[
[D_k(r_c, \theta)]_{il} = e^{-j2\pi f_l \sqrt{\frac{d^2}{4} + r_c^2 - 2r_c r_k \sin \theta}} e^{j2\pi \frac{r_k - r_1}{c} \sin \theta},
\]

\[
\gamma = [\gamma_1 \ \cdots \ \gamma_L]^T,
\]

and \( |D_k(r_c, \theta)|_{pq} = 0 \) for \( p \neq q \). In the remainder of the paper, we omit writing the dependency on \( \omega_0 \) to simplify the notation. If the noise in each channel is assumed to be white Gaussian and uncorrelated across channels, the log-likelihood function is given by [19, 20]

\[
\ln p(\{x_k(n)\}; \psi) = -NK\ln \pi - N \sum_{k=1}^{K} \ln \sigma_k^2 - \sum_{k=1}^{K} \frac{||v_k||^2}{\sigma_k^2},
\]

where \( \psi \) is the unknown parameter vector, \( \sigma_k^2 \) is the variance of the noise at microphone \( k \) and \( || \cdot || \) denotes the \( l_2 \)-norm.

### 3. Source Localization

The proposed method for acoustic source localization is based on the cone-based method in [12], with RDs estimated using the joint DOA and range method presented in [18]. In order to find the DOA and range, the log-likelihood function (12) is maximized by differentiating with respect to \( \gamma \), and setting equal to zero, i.e.,

\[
\hat{\gamma} = \left( \sum_{k=1}^{K} D^H_k Z^H_k ZD_k \right)^{-1} \sum_{k=1}^{K} \frac{D^H_k Z^H_k x_k}{\sigma_k^2}.
\]

We also solve for the unknown noise variance, which yields

\[
\hat{\sigma}_k^2 = \frac{||x_k - ZD_k(r_c, \theta) \gamma||^2}{N}.
\]

The amplitude estimates (13) and the noise variance (14) are interdependent. A way to deal with this is to estimate the parameters iteratively and by initializing, e.g., \( \sigma_k^2 = 1 \), for all \( k \). After convergence, the noise variance estimate (14) can be inserted into (12), after which the DOA and range can be estimated by minimizing the expression

\[
\{\hat{\theta}, \hat{r}_c\} = \arg\min_{\{\theta, r_c\} \in \Theta \times R_c} \sum_{k=1}^{K} \ln ||x_k - ZD_k(r_c, \theta) \gamma||^2,
\]

where \( \Theta \) and \( R_c \) are sets of candidate DOAs and ranges, respectively. Note that computationally simpler algorithms are presented in [18]. The estimated distance \( r_c \) from the source to the center of the array can be used together with (4), to find the distance from the source to each of the sensors in the microphone array, assuming a ULA structure.

Equipped with these ranges, we now proceed by using the source localization method [12]. In this localization method, an extended coordinate system is formed by adding a RD coordinate to the coordinates of the source. Each point \( p = [x, y, s]^T \) is mapped onto the 4D space-range \( [p^T, w]^T \), where
w is the range coordinate. Consider an array consisting of \( K \) mics. The RD of mic. \( k \) is

\[
w_k = \| \mathbf{p}_s - \mathbf{m}_k \| - \| \mathbf{p}_s - \mathbf{m}_1 \| = r_k - r_1,
\]

where \( \mathbf{p}_s = [x_s, y_s, z_s]^T \) is the source position, \( \mathbf{m}_k = [x_k, y_k, z_k]^T \) is the position of microphone \( k \) and \( \mathbf{m}_1 = [0, 0, 0]^T \) is the position of the reference sensor. In practice, the range of microphone \( k \) in each array, is given by the estimate of \( r_k \) in (15) and (4). The microphones \( \mathbf{m}_k \) can be represented by cones with apex \( [\mathbf{m}_k, w_k]^T \). With noiseless measurements, the source location is found as the point \( \mathbf{p}^*_s \) with minimum distance to the surface of the cones, i.e.,

\[
\mathbf{p}^*_s = \arg\min_{\mathbf{p}_s \in \mathbf{P}_s} \| \mathbf{e}(\mathbf{p}_s) \|^2,
\]

where \( \mathbf{P}_s \) is a set of candidate source positions, \( \mathbf{e}(\mathbf{p}_s) = [e_1(\mathbf{p}_s) \cdots e_K(\mathbf{p}_s)]^T \), and \( e_k(\mathbf{p}_s) = (x_s - x_k)^2 + (y_s - y_k)^2 + (z_s - z_k)^2 - (w_s - w_k)^2 \). To address synchronization in the case of \( U \) distributed arrays, a difference between the distance from the source to the reference and to the local reference of the uth array is defined as [21]

\[
\Delta_{z(u)} = \sqrt{\Delta_{x_u}^2 + \Delta_{y_u}^2 + \Delta_{z_u}^2} - \sqrt{\Delta_{x_1}^2 + \Delta_{y_1}^2 + \Delta_{z_1}^2},
\]

where \( \Delta_{x_u} = x_{1,u} - x_s, x_{1,u} \) is the position of the reference sensor in the uth array, and \( u = 1, \ldots, U \). By adding the displacements (18) to the cone errors in (17), the RD estimates refer to a single global reference microphone.

4. EXPERIMENTS

We now present some experiments demonstrating the performance of the proposed method for acoustic source localization, using joint DOA and range estimation [18] for RD estimation, compared to GCC-PHAT [13, 14] and a non-linear least squares (NLS) method for joint DOA and pitch estimation [17], which is modified to estimate TDOAs instead of DOAs. In the experiments, the pitch is assumed known. In practice it can be done using one of the methods in [22].

Three experiments have been conducted, two using a synthetic harmonic signal, and one using a real speech signal. In all three experiments, the acoustic environment is set up using the RIR Generator for MATLAB [23], which is based on the image method [24]. The room dimensions are 4 by 4 by 3 m. Four microphone arrays each consisting of four microphones are used. The arrays are placed with their reference microphones at the middle of each side of the room, along the walls. The microphone spacing is \( d = 5 \text{ cm} \). Fig. 1 shows the placement of the microphones. The speed of sound is assumed to be \( c = 343 \text{ m/s} \). The RIRs are used to generate a multi-channel signal according to the total number of microphones. After generating a multichannel signal with the above-mentioned setup, a number of channels of diffuse Gaussian white noise, corresponding to the total number of microphones, is added to the signals at the microphones, resulting in an SNR \( \text{SNR}_m = 30 \text{ dB} \). White Gaussian noise is added to the source signal, resulting in different SNRs \( \text{SNR}_s \).

It is worth noting that methods based on a harmonic signal model are more robust when there is no noise present in the signal, i.e., when \( \text{SNR}_s \to \infty \). The noisy signals are processed for each array, since we are considering a distributed network of microphone arrays. For the joint DOA and range estimator, the DOA search grid spacing is 1 degree, and the range grid spacing is 4 cm. For the pitch-based TDOA estimator, the maximum possible TDOA corresponds to the distance between the sensors in the array. Because of this, the TDOAs are estimated using a grid ranging from \(-1.5 \) to \( 1.5 \) samples. The search grid spacing is 0.01 samples. For GCC-PHAT the same TDOA grid was used, and an FFT of length 512 samples was used, and we integrated over frequencies in the range \([300, 4000] \text{ Hz} \). The localization search grid spacing is 1 cm in all directions. The metric used to evaluate and compare the methods is the magnitude of the distance from the true source position to the estimated source position.

The synthetic signal used in the two first experiments is composed of \( L = 10 \) harmonic sinusoids, with a sampling rate of \( f_s = 8 \text{ kHz} \). The experimental data is generated by performing 200 Monte-Carlo simulations for each data point. For each simulation, the fundamental frequency is sampled from the interval \( f_0 \in [300, 4000] \text{ Hz} \). The localization search grid spacing is 1 cm in all directions. The metric used to evaluate and compare the methods is the magnitude of the distance from the true source position to the estimated source position.

In the second experiment, the error is calculated for different SNRs at the microphones, \( \text{SNR}_m = \{0, 5, 10, 20, 30, 40\} \text{ dB} \). The source position coordinates are sampled from the intervals \( x_s \in [1.9, 2.1] \text{ m}, \) and the \( z \)-values are sampled from the interval \( z_s \in [1.4, 1.6] \text{ m} \). The frame size is \( N = 100 \) samples. Fig. 2 shows the results. We note that the magnitude distance error decreases by a factor of two when the joint DOA and range method is used to estimate the RDs used for localization, compared to the GCC-PHAT and pitch-based TDOA methods.

In the second experiment, the error is calculated for different SNRs at the microphones, \( \text{SNR}_m = \{0, 5, 10, 20, 30, 40\} \text{ dB} \). The source position coordinates are sampled from the intervals \( x_s \in [1.9, 2.1] \text{ m}, \) and the \( z \)-values are sampled from the interval \( z_s \in [1.4, 1.6] \text{ m} \). The frame size is \( N = 100 \) samples. Fig. 2 shows the results. Again, the results show a decrease in the error when the joint DOA and range method is used. It seems like the performance does not increase for \( \text{SNR}_m \), which it should in theory. This is most likely because the resolution of the RD and localization grids, and because of the noise which is added to the source, which means that the signal model does not fit the signal perfectly.

The third experiment is conducted using a speech signal (“Why were you away a year, Roy?”). The signal was down-sampled to \( f_s = 8 \text{ kHz} \), and the pitch and model order for each frame were estimated using the joint ANLS method in
Fig. 1. Room dimensions and array configuration.

Fig. 2. Magnitude of error (m) as a function of source-to-array distance (SAD) (m).

Fig. 3. Magnitude of error (m) as a function of SNR \(m\) (dB).

Fig. 4. Top: Spectrogram of trumpet signal. Bottom: Magnitude of error (m) as a function of SNR \(m\) (dB).

The signal is processed in blocks of length \(N = 100\) samples, and the data is generated by performing 100 simulations on consecutive and non-overlapping frames. The source position coordinates are sampled from the intervals \(x_s \in [1.9, 2.1], y_s \in [0.0, 0.2]\) and \(z_s \in [1.4, 1.6]\). Fig. 4 shows the results. The results show a decrease in the error when the joint DOA and range method is used, which is consistent with the results of the other experiments.

5. DISCUSSION

In this paper, we presented a near-field acoustic source localization methodology for scenarios where distributed microphone arrays are used. The methodology involves the joint DOA and range estimator of [18] and the cone-based localization method of [12]. Three experiments have been conducted by means of Monte-Carlo simulations on synthetic and real signals. The evaluation metric used in the experiments is the magnitude of the distance error. The results show an increase in performance when the joint DOA and range method is used for RD estimation. The increased localization performance could, for example, lead to better (distributed) beamforming performance. Future work could include the development of an algorithm where the variance of the error for each array could be used to weight the estimates of the individual arrays to account for different SNRs at the different microphones or arrays. This would most likely increase the localization performance even further. It would also be interesting to extend the signal model to take reverberation into account.
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