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Abstract—Providing a flexible environment to process data objects is a desirable goal of machine learning algorithms. In fuzzy and possibilistic methods, the relevance of data objects is evaluated and a membership degree is assigned. However, some critical objects objects have the potential ability to affect the performance of the clustering algorithms if they remain in a specific cluster or they are moved into another.

In this paper, we analyze and compare how critical objects affect the behavior of fuzzy possibilistic methods in several data sets. The comparison is based on the accuracy and ability of learning methods to provide a proper searching space for data objects. The membership functions used by each method when dealing with critical objects is also evaluated. Our results show that relaxing the conditions of participation for data objects in as many partitions as they can, is beneficial.

Index Terms—Data Object, Critical Objects, Fuzzy Possibilistic Method, Classification, Clustering, Membership Function.

I. INTRODUCTION

Due to the growth of data in recent years, a more suitable searching space representation for data objects is necessary. Some data objects such as outliers, may affect the learned data model and its results. Similarly to outliers, critical objects are capable of changing the performance of the learning algorithms in case they treat them as as any other data object. Dealing with critical objects in proper ways prevents algorithms from being affected by these objects.

Regardless of the type of learning methods, object recognition uses the most appropriate methodologies in its mining procedures as is done in pattern recognition [12]. The similarity and membership functions employed, should be completely commensurate with the type of data objects analyzed. Processing critical objects should not be treated in the way the algorithms treat regular objects.

In big data applications selecting the most accurate similarity [34] and membership assignments is crucial but we need to deal at the same time with the curse of dimensionality when processing big amounts of data. The searching strategies used should be adequate to the dimensionality of the vector and feature spaces. When considering the cost of big data processing is not enough to think only in classifying data objects into some classes, but learning methods should be also able to identify the most crucial objects in each data set. When considering assigning objects to clusters, miners should provide data objects the ability to participate in several clusters [2], [3], [13], [35].

This paper compares different methods for membership assignments in supervised and unsupervised methods. The paper also provides some examples to show the importance of tracking data objects’ movement from one cluster to another.

A. Learning Methods

In supervised machine learning, methods learn a model of the training data they process [21]. Classification is a form of supervised learning that performs a two-step process [23], [26], [32].

In unsupervised machine learning no training data is available. Clustering is a form of unsupervised learning that splits data into different groups or clusters by calculating the similarity between the objects contained in a data set [3], [24], [25], [27]. Consider a set of $n$ objects represented by $O = \{o_1, o_2, \ldots, o_n\}$, and each data object is typically described by numerical feature – vector data that has the form $X = \{x_1, \ldots, x_m\} \subset \mathbb{R}^d$, in $d$ dimensional search or feature space.

In classification, the data set is divided into two parts: learning set $O_L = \{o_1, o_2, \ldots, o_l\}$ and test set $O_T = \{o_{l+1}, o_{l+2}, \ldots, o_n\}$. In supervised methods, data objects are classified based on a class label $x_l$. A class or cluster is a set of $c$ values $\{u_{ij}\}$, where $u$ represents a membership value, $i$ is the $i^{th}$ object in the data set and $j$ is the $j^{th}$ class [37]. Simplicity and membership assignment is performed in a similar way in supervised and unsupervised problems, as each data object needs to be compared and assigned a partial or full membership to each class or cluster.

Membership functions use similarity functions to evaluate and categorize data objects [22]. The most common membership functions that learning algorithms use are crisp, fuzzy, probability, possibility and bounded fuzzy possibilistic (BFPM) [6]. In this paper, we briefly explain how most common membership functions assign membership values to data objects [14] – [19].

B. FCM Algorithm

There are two important types of fuzzy clustering (FCM) algorithms: one is based on the fuzzy partition of sample set and another is on the geometric structure of sample set.
of kernel base method [2], [3], [13], [24]. The main FCM algorithm is generally defined as follow:

\[ J_m(U, V) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m \|X_j - V_i\|_A^2 \]  \hspace{1cm} (1)

where \( U \) is the \((n \times c)\) partition matrix, \( V = v_1, v_2, ..., v_c \) is the vector of \( c \) cluster centers in \( \mathbb{R}^d \), \( m > 1 \) is the fuzzification constant, and \( \| \cdot \|_A \) is any inner product \( A \)-induced norm [2], [3], [28], [36].

The rest of the paper is organized as follow. Section II analyzes the most common partitioning methods, comparing their membership functions. Critical objects and their effect on clustering are presented in III. This section also discusses the importance of keeping the searching space more flexible for this kind of objects. Some experimental results on some numerical examples are presented in section IV. Consequently, the conclusion is presented in V.

II. ANALYSIS OF PARTITIONING METHODS

Crisp, fuzzy, probability, possibilistic and bounded fuzzy possibilistic partitioning are the most common partitioning methods on membership functions [2], [3]. Crisp clusters are non-empty, mutually-disjoint subsets of \( O \):

\[ M_{hcn} = \left\{ U \in \mathbb{R}^{c \times n} | \ u_{ij} \in [0, 1], \ \forall j, i; \right\} \]

\[ 0 < \sum_{i=1}^{n} u_{ij} < n, \ \forall j; \ \sum_{j=1}^{c} u_{ij} = 1, \ \forall i \} \]  \hspace{1cm} (2)

where \( u_{ij} \) is the membership of the object \( a_i \) in cluster \( j \). If the object \( a_i \) is a member of cluster \( j \), then \( u_{ij} = 1 \); otherwise, \( u_{ij} = 0 \). As this method shows, the object \( a_i \) can be a member of only one cluster. Fuzzy or probability clustering is different from crisp clustering, as each object can have partial membership in more than one cluster [1], [8] – [11]. This condition is stated in (3), where data objects may have partial nonzero membership in several clusters, but only full membership in one cluster.

\[ M_{fcn} = \left\{ U \in \mathbb{R}^{c \times n} | \ u_{ij} \in [0, 1], \ \forall j, i; \right\} \]

\[ 0 < \sum_{i=1}^{n} u_{ij} < n, \ \forall j; \ \sum_{j=1}^{c} u_{ij} = 1, \ \forall i \} \]  \hspace{1cm} (3)

According to (3), each column of the partition matrix must sum to 1 \((\sum_{j=1}^{c} u_{ij} = 1)\) [2]. Based on this property of fuzzy clustering, as \( c \) becomes larger, the \( u_{ij} \) values must become smaller. In other words, fuzzy methods allow data objects to participate in more than one cluster. Each object can be a full member in one cluster, or being partial member in several clusters.

An alternative partitioning approach is possibilistic clustering [4], [6]. In (4) the condition \( \sum_{j=1}^{c} u_{ij} = 1 \) is relaxed by substituting it with \( u_{ij} > 0 \).

\[ M_{pcn} = \left\{ U \in \mathbb{R}^{c \times n} | \ u_{ij} \in [0, 1], \ \forall j, i; \right\} \]

\[ 0 < \sum_{i=1}^{n} u_{ij} < n, \ \forall j; \ \sum_{j=1}^{c} u_{ij} > 0, \ \forall i \} \]  \hspace{1cm} (4)

In possibilistic methods, data objects have more flexibility to obtain membership degrees. The objects can participate in more clusters as full or partial members. These methods have the advantage that they do not put any constraint on data objects, but there may be some problems in the implementation of the assignment algorithms [5], [6].

Bounded Fuzzy Possibilistic (BFPM) is introduced here to relax all conditions and provide the most flexible (diverse) search space by defining and assigning all constraints and boundaries for membership assignments. In other words, BFPM allows data objects to participate in as many clusters as they can by obtaining the most optimal membership degrees. Data objects have the capability of moving from one cluster to another (mutation) or participating in more clusters without restriction. BFPM in (5) avoids that decreasing membership degrees are being assigned to data objects, as is done in fuzzy methods. It also defines boundaries and constraints on membership assignments with respect to other clusters to make the algorithm converge easily. This is an issue that other possibilistic methods may have difficulties with.

\[ M_{bfpm} = \left\{ U \in \mathbb{R}^{c \times n} | \ u_{ij} \in [0, 1], \ \forall j, i; \right\} \]

\[ 0 < \sum_{i=1}^{n} u_{ij} < n, \ \forall j; \ 0 < 1/c \sum_{j=1}^{c} u_{ij} \leq 1, \ \forall i \} \]  \hspace{1cm} (5)

In conclusion, BFPM allows members to participate in all clusters to obtain full membership degree even in all clusters. Other possibilistic methods have some drawbacks such as offering trivial null solutions [5], [6], and a lack of upper and lower boundaries with respect to each cluster. Based on (2), (3), (4), and (5) it is easy to see that all crisp partitions are subsets of fuzzy partitions, and a fuzzy partition is a subset of a possibilistic partition. And finally, possibilistic partitions are subsets and equals of BFPM partitions if they follow the constraints and conditions presented by BFPM. i.e., \( M_{hcn} \subseteq M_{fcn} \subseteq M_{pcn} \subseteq M_{bfpm} \) [28].

III. CRITICAL DATA OBJECTS

Membership functions in fuzzy or possibilistic clustering should allow data objects to participate in several clusters. However, we need to know if this is an advantage or disadvantage, since allowing data objects to participate in more clusters increases the computational complexity of the algorithms. In the following, we explain the reasons why in partitioning methods are important to provide some flexibility. The numerical examples presented show that lack of this consideration makes the membership functions fragile.

Assume \( U = \{u_{ij}(x_i) | x_i \in L_j\} \) is a function that assigns a membership degree to each point \( x_i \) to a line \( L_j \), where a line
represents a cluster.
Now consider the crossing lines at the origin presented by (6).
\[ AX = 0 \]  
(6)
where matrix \( A \) is a \( n \times d \) coefficient matrix, and \( X \) is an \( d \times 1 \) matrix, in which \( n \) is the number of lines and \( d \) is the number of dimensions. More specifically, Eq. (7) describes \( n \) with its different lines as a subspace.

\[
\begin{bmatrix}
    C_{1,1} & C_{1,2} \\
    C_{2,1} & C_{2,2} \\
    \vdots & \vdots \\
    C_{n,1} & C_{n,2}
\end{bmatrix} \times
\begin{bmatrix}
    X \\
    Y
\end{bmatrix} =
\begin{bmatrix}
    0 \\
    0 \\
    \vdots \\
    0
\end{bmatrix}
\]  
(7)
Eq. (8) shows numerical examples of crossing lines at the origin, where \( X = 0 \), \( y = 0 \), \( x = y \), and \( x = -y \) are some instances of those lines.

\[
\begin{bmatrix}
    1 & 0 \\
    0 & 1 \\
    1 & 1 \\
    1 & -1
\end{bmatrix} \times
\begin{bmatrix}
    X \\
    Y
\end{bmatrix} =
\begin{bmatrix}
    0 \\
    0 \\
    0 \\
    0
\end{bmatrix}
\]  
(8)
Before discussing membership assignments by different partitioning methods, we will review an important property of spaces and subspaces from geometry. From a geometrical point of view, each line containing the origin is a subspace of \( R^d \), where \( d \) is the number of dimensions. Without the origin, each of those lines is not a subspace, since the definition of a subspace comprises the existence of the null vector as a condition, in addition to other properties [20]. Now let us assign membership degrees to origin \( (x_{\text{origin}}) \) with respect to all clusters. It should be noted that removing or decreasing a membership value, with respect to the origin of each cluster, ruins the subspace.

We start assigning membership degrees with crisp methods with respect to four lines presented in (8) as:

\[ u_1'(x_{\text{origin}}) = 1, u_2'(x_{\text{origin}}) = u_3'(x_{\text{origin}}) = u_4'(x_{\text{origin}}) = 0 \]

or

\[ u_2'(x_{\text{origin}}) = 1, u_1'(x_{\text{origin}}) = u_3'(x_{\text{origin}}) = u_4'(x_{\text{origin}}) = 0 \]

or

\[ u_3'(x_{\text{origin}}) = 1, u_1'(x_{\text{origin}}) = u_2'(x_{\text{origin}}) = u_4'(x_{\text{origin}}) = 0 \]

or

\[ u_4'(x_{\text{origin}}) = 1, u_1'(x_{\text{origin}}) = u_2'(x_{\text{origin}}) = u_3'(x_{\text{origin}}) = 0 \]

Where \( u_i'(x_{\text{origin}}) \) presents the crisp membership degree assigned to origin with respect to the first line. By considering the above membership assignments, all lines can not be subspaces as the membership degree of the origin is zero in some cases. In this scenario, we must ruin almost all data objects subspaces. This may also happen in big data and high dimensional search spaces [38], [39]. In fuzzy-based clustering we can create clusters using the points in all lines [14] using the condition presented by (3) and \( \left( \sum_{i=1}^{d} u_{ij} = 1 \right) \). According to this condition we calculate the membership degree of the origin with respect to each line [29], [30], [33].

\[ u_1''(x_{\text{origin}}) = u_2''(x_{\text{origin}}) = u_3''(x_{\text{origin}}) = u_4''(x_{\text{origin}}) = \frac{1}{4} \]

Where \( u_i''(x_{\text{origin}}) \) presents the fuzzy membership degree assigned to origin with respect to the first line. In fuzzy methods the origin can be a member of all lines, but with less degree of membership. The problem in high dimensional search spaces and big data is that the assigned fuzzy membership degree is at a fraction of the number of clusters \( n \) as \( \frac{1}{n} \).

In possibilistic methods are more flexible, as objects are able to participate in more clusters with higher membership degrees. The data objects will be able to obtain appropriate degrees if the system is implemented based on the boundaries and constraints imposed by Bounded Fuzzy Possibilistic Method (BFPM), described in next section. In brief, BFPM allows all data objects to fully participate in even all clusters. Using BFPM in the crossing lines example, the membership degrees assigned to origin is calculated as follow:

\[ u_1(x_{\text{origin}}) = u_2(x_{\text{origin}}) = u_3(x_{\text{origin}}) = u_4(x_{\text{origin}}) = 1 \]

The membership degree assigned to the origin with respect to the first line \( u_1(x_{\text{origin}}) \) and other lines shows that the origin has obtained the right membership degree as a full member of each line.

In conclusion, crisp membership functions are not able to assign membership values to data objects participating in more than one cluster. Fuzzy membership function reduces the membership values assigned to data objects with respect to each cluster. Possibilistic methods are able to assign the right membership degrees if the constraints and boundaries are used in the calculations and implementations.

As another example, let us assume \( U = \{ u_{ij}(x)|x_{i} \in S_j \} \) is the membership function of some professionals who work in one or more sections of a company. Now consider that the company allows the members to participate in more clusters or sections to substitute someone if needed. In this scenario, data objects are able to participate in as many clusters as they may have potential abilities. To assign works and benefits to workers the system should be able to assign the right membership degrees with respect to each cluster. This may be difficult to do using other methods rather than BFPM. On the other side, these critical objects that can play key roles in a company, and might leave if they have not been treated properly.

Let us look at the critical objects from another point of view. Consider \( U = \{ u_{ij}(x)|x_{i} \in C_j \} \) and \( U = \{ u_{ij}(x)|x_{i} \in T_j \} \) as membership functions to assign membership degrees to human cells and transactions on the internet respectively. A system may wrongly classify cells with potential ability to
become cancer cell as members of a normal cluster, if it does not pay attention to its possible participation in the cancer cluster. The same situation happens when some transactions on the internet may be attacked but are clustered as normal transactions.

All these examples demonstrate why we should not prevent data objects from participating in as many clusters as they can [7]. On the other hand, the method should be able to treat the critical objects in the proper way [7].

IV. EXPERIMENTAL RESULTS

In order to evaluate the accuracy and functionality of the proposed method on critical objects and data sets, we implement the BFPCM algorithm. Its accuracy is compared with other fuzzy and possibilistic methods on some data sets "Iris", "Pima Indians", "Yeast", "MAGIC", "Dermatology", and "Libras" shown by Table I.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Attributes</th>
<th>No. Objects</th>
<th>Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td>Pima Indians</td>
<td>8</td>
<td>768</td>
<td>2</td>
</tr>
<tr>
<td>Yeast</td>
<td>8</td>
<td>1299</td>
<td>4</td>
</tr>
<tr>
<td>MAGIC</td>
<td>11</td>
<td>19200</td>
<td>2</td>
</tr>
<tr>
<td>Dermatology</td>
<td>34</td>
<td>358</td>
<td>6</td>
</tr>
<tr>
<td>Libras</td>
<td>90</td>
<td>360</td>
<td>15</td>
</tr>
</tbody>
</table>

A. BFPM Algorithm

BFPM provides a flexible searching space for data objects, additionally to clustering them as accurately as possible.

Algorithm 1 BFPM Algorithm

Input: X, c, m
Output: U, V

Initialize V;
while $\max_{1 \leq k \leq c} \left\{ \left\| V_{k, \text{new}} - V_{k, \text{old}} \right\| \right\} > \varepsilon$ do

$$u_{ij} = \left( \sum_{k=1}^{c} \frac{\left\| X_i - v_k \right\|}{\left\| v_j - v_k \right\|} \right)^{-\frac{1}{m}}, \forall i, j$$ (9)

$$V_j = \frac{\sum_{i=1}^{n} (u_{ij})^m x_i}{\sum_{i=1}^{n} (u_{ij})^m}, \forall j ; \quad (0 < \frac{1}{m} \sum_{j=1}^{c} u_{ij} \leq 1).$$ (10)

end while

Equations (9) and (10) show how the algorithm calculates $(u_{ij})$ and how the prototypes $(v_j)$ will be updated in each iteration. The algorithm runs as long as the condition:

$max_{1 \leq k \leq c} \left\{ \left\| V_{k, \text{new}} - V_{k, \text{old}} \right\| \right\} > \varepsilon$

is true. The value assigned to $\varepsilon$ is a predetermined constant that varies based on the type of objects and clustering problems.

U is the $(n \times c)$ partition matrix, $V = v_1, v_2, ..., v_c$ is the vector of $c$ cluster centers in $\mathbb{R}^d$, $m$ is the fuzzification constant, and $\| \cdot \|_A$ is any inner product A-induced norm [10], [11], and Euclidean distance function presented by 11.

$$D_E = \sqrt{\sum_{i=1}^{d} (X_i - Y_i)^2}$$

$$= \sqrt{(X_1 - Y_1)^2 + (X_2 - Y_2)^2 + ... + (X_d - Y_d)^2}$$ (11)

where $d$ is the number of features or dimensions, and $X$ and $Y$ are two different objects in $d$ dimensional search space.

Table II shows a comparison of results between fuzzy, possibilistic, and BFPM algorithms. As table shows, BFPM works better than the other algorithms on presented data sets to cluster data objects.

Using the results obtained by BFPM, we will use a graphical method to identify critical objects from data sets. Figures 1 and 2 plot 150 data objects from Iris and MAGIC data sets and their membership degrees obtained by fuzzy methods. Upper points illustrate the membership degree obtained by data objects in their own cluster. The lower points show the membership degree that each data object has in its closest cluster.

TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>Iris</th>
<th>Pima Indians</th>
<th>Yeast</th>
<th>MAGIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>88.6%</td>
<td>74%</td>
<td>67.4%</td>
<td>54%</td>
</tr>
<tr>
<td>PCM</td>
<td>89.4%</td>
<td>59.8%</td>
<td>32.8%</td>
<td>62%</td>
</tr>
<tr>
<td>BFPM</td>
<td>97.33%</td>
<td>99.9%</td>
<td>67.71%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Fig. 1. Fuzzy plot for Iris data objects for their own and the closest cluster.
Fig. 2. Fuzzy plot for MAGIC data objects for their own and the closest cluster.

Fig. 3. BFPM plot for Iris data objects for their own and the closest cluster.

Fig. 4. BFPM plot for MAGIC data objects for their own and the closest cluster.

Figures 3 and 4 plot the same data objects from Iris and MAGIC data sets and their membership degrees obtained by BFPM method. The lower points indicate how much ability data objects have to move from their own cluster to the closest cluster. By considering the vertical axes, we see that data objects obtained higher membership values with respect to each cluster in BFPM when compared to the fuzzy clustering case. This indicates that some objects will not change the performance of the algorithm if they are placed in its closest cluster instead of the one they were placed in. Additionally, we may identify critical objects as those that have a high but different degree of membership in several clusters. Moving these objects to a different cluster will change the performance of the algorithm. Contrarily, in fuzzy methods data objects are completely separated and it will be difficult to identify critical objects. Multi-objective optimization methods may be needed [31] for this.

V. CONCLUSION

The paper evaluated learning methods with different criteria, such as their accuracy in classifying the objects. We highlighted the importance that learning methods should be able to allow data objects to participate in as many clusters as they can. The paper discussed critical objects and its influence in learning methods. Providing the most accurate searching space for this kind of object is another concept presented in this paper. Fuzzy, possibilistic and bounded fuzzy possibilistic learning methods and their membership assignments were compared with each other on some data sets. Obtained results from these methods were analysed about its ability to extracting the most critical objects. Results from bounded fuzzy possibilistic method show that this method is able to obtain better results in classifying data objects, besides providing the most flexible search space for data objects.
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