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Abstract: Optimisation techniques with good characterisation of the uncertainties in modern power system enable the system operators well trade-off between security and sustainability. This study proposes the extreme-scenario extraction-based robust optimisation method for the economic dispatch of active distribution network with renewables. The extreme scenarios are selected from the historical data using the improved minimum volume enclosing ellipsoid (MVEE) algorithm to guarantee the security of system operation while avoid frequently switching the transformer tap. It is theoretically proved that if the decision can be adaptive to the selected extreme scenarios, it can be robust to all the possible scenarios. Simulation results demonstrate that the proposed improved MVEE algorithm significantly reduces the number of scenarios, so that the computational burden is dramatically cut down. Additionally, compared to the existing robust optimisation approach, the proposed method is less conservative for the smaller size of the uncertainty set.

1 Introduction

In recent years, policy inventiveness and public awareness on the fossil fuel depletion promote rapidly development and increasingly deployment of renewable power generations. Besides the centralised wind farms or photovoltaic (PV) plants, renewable distributed generations (DGs) grow fast. According to the data from the National Energy Administration, as of the end of 2015, China’s total installed capacity of PV power generation reached 43.18 GW, which made China become the world’s largest country with PV power generation capacity [1]. However, the uncertainties of the renewables challenge the system operation [2, 3]. Especially in the distribution network, the voltage fluctuation threatens the secure operation of both the system and facilities.

Meanwhile, the reactive regulation devices in the distribution network such as switching capacitors and transformer tap changers cannot response fast enough to the constantly varying output of the DGs [4]. Therefore, how to effectively decide the status of such inflexible devices while fully use the flexibility resources in the system to well balance the security, economy, and sustainability becomes an urgent problem to be solved.

Traditionally, the reactive power optimisation in the distribution systems can be formulated as a mixed-integer non-linear programming problem, which can be solved by meta-heuristic algorithm [5–7] or the interior point method [8]. In [9], the non-convex non-linear has been converted to the second-order cone programming via the phase angle relaxation and conic relaxation. Compared to the meta-heuristic algorithms and the traditional interior point method, this relaxation can help to obtain the global optimal solution. Also based on the conic relaxation, Zheng et al. [10] propose an entirely distributed second-order cone programming solver based on the alternating direction method of multipliers algorithm. Lin et al. [11] presented a decentralised reactive power optimisation method based on the generalised Benders decomposition and the second-order cone programming. However, none of the above studies involves the uncertainties of the DGs, which limits the practical application in real-world systems.

To encounter the uncertainties brought by the DGs, stochastic optimisation methods such as chance-constrained optimisation [12, 13] and robust optimisation techniques [14–18] can be used. Among the robust optimisation method, the uncertainty set is to describe the robust region which the optimal decision should be adaptive to. Constructing a proper uncertainty set plays an important role [19]. Large uncertainty set leads to conservative decisions. However, if the uncertainty set is too small, the system security cannot be guaranteed. Conventional robust optimisation uses the cubic set to describe the uncertainty without considering the correlations between the outputs of multiple renewable sources. For example, in [18], a two-stage robust reactive power optimisation in active distribution networks is proposed to determine the status of the reactive power compensation devices. Also, the model is solved effectively using the column-and-constraint generation algorithm. To reduce the conservativeness, ellipsoidal sets instead of the polyhedral set are defined [19] using the minimum volume enclosing ellipsoid (MVEE) algorithm, e.g. in [20, 21]. However, ellipsoidal sets still have two drawbacks: (i) the linear nature of the original model is changed because of the non-linear property of the uncertainty set; (ii) in the process of dealing with the ramping constraints, a series of new stochastic variables are introduced [20]. Therefore, the conservativeness of decision may increase with the number of stochastic variables. The extreme scenario method is also a way to deal with the random variables [22]. Also, the extraction of extreme scenario method is similar to the selection of uncertainty set in the robust optimisation. When the extreme scenarios are selected as the conventional cubic region, e.g. in [22], the number of the extreme scenarios increases exponentially with the dimension of the uncertain variables. In fact, the extreme-scenario extraction method can learn from the selection of the uncertainty set in the robust optimisation. Aiming at the
strong correlation of DGs in distribution network, the ellipsoidal sets based on the MVSEE algorithm seem suitable.

So, in this paper, an extreme-scenario extraction algorithm applied to the conic programming is proposed. This method advances the existing work from two aspects: compared with chance-constrained optimisation and the existing extreme-scenario method, it significantly reduces the number of extracted extreme scenarios and the constraint satisfaction is guaranteed; compared with the robust optimisation, by considering the correlation of multiple DGs, the convex hull can be sized down so that better economics can be achieved. Meanwhile, the mathematical property of the original model will not be changed. Simulation results demonstrate the effectiveness of the proposed method.

2 Problem formulation

The economic dispatch (ED) in the conventional distribution systems with minimum active power loss as objective can be formulated as a quadratic programming [18]. Its generalised form can be written as

$$\min q(x, y)$$

s.t. \( f(x, y) = 0,\quad g(x, y) \leq 0 \) \hspace{1cm} (1)

where \( q \) is the objective function, \( f \) and \( g \) are the equality and inequality constraints, respectively. The variables can be divided into two categories: \( x \) denotes the real-time adjustable variables such as the output of diesel engines, and \( y \) denotes those variables which cannot be changed for several hours or even the whole day such as the switching capacitors and the transformer tap. The optimisation problem (1) can be reformulated to the mixed integer conic problem [18]. Further using the convex relaxation techniques such as big M-approach, it can be formulated as the convex optimisation with guaranteed global optimality.

2.1 Uncertainties and extreme-scenario method

The increasingly deployed renewables have brought uncertainties to the modern distribution systems and challenged the system operation. When the uncertainties of DGs are considered, the deterministic optimisation (1) becomes stochastic

$$\min q(\xi, x, y)$$

s.t. \( f(\xi, x, y) = 0,\quad g(\xi, x, y) \leq 0 \) \hspace{1cm} (2)

where the new vector \( \xi \in R^{n_\xi} \) consisting of the stochastic variables is introduced. \( n \) is the number of stochastic variables. In this work, possible instances of \( \xi \) are covered by historical operation data, denoted as \( \xi_{ij} \in R^{n_{\xi}} \). Extracted from the historical operation data, extreme scenarios \( \xi_{ij} \in R^{n_{\xi}} \) are selected. The number of the historical scenarios and the extreme scenarios are \( N_h \) and \( N_e \), respectively.

With the extreme scenarios \( \xi_{ij} \in R^{n_{\xi}} \) selected, a two-stage optimisation is set up. The decision process is divided into two stages: at the first stage, the non-adjustable variables \( y \) are determined which will not change with the output of the DGs and constantly varying demands; the second stage determines the flexible adjustable variables \( x \) for those flexible sources with given \( y \). According to the extreme-scenario method, the stochastic optimisation becomes:

$$\min \sum_i q(\xi_{ij}, x_{ij}, y)$$

s.t. \( f(\xi_{ij}, x_{ij}, y) = 0,\quad g(\xi_{ij}, x_{ij}, y) \leq 0 \) \hspace{1cm} (3)

where in each line \( \xi_{ij} \) denotes the \( i \)th extreme scenario; \( x_{ij} \) denotes the adjustable variables for each scenario; the non-adjustable variable \( y \) remains the same for all the scenarios.

2.2 Extreme-scenario extraction

From the previous section, it can be seen that robust decision of the two-stage optimisation is highly dependent on the extraction of extreme scenarios. On the one hand, the number of extreme scenarios affects the computational efficiency of the optimisation algorithm. On the other hand, the conservativeness of the decision is determined by the robust region. Conventional extreme scenario methods such as [22] tends to use the cubic uncertainty sets to cover all the possible instances of stochastic variable \( \xi \) due to the mathematical simplicity of dual conversion and same expression as the constraints of the traditional two-stage robust optimisation. In this work, the robust region is selected using another convex hull instead of cubic uncertainty sets. As long as all the possible instances are covered by the convex hull, the final decision can reach the same robustness level as the conventional robust optimisation with cubic uncertainty sets. Besides, the correlation between the stochastic variables is remained, which helps to reduce both the conservativeness and computational burden.

Next, in this section, the applicability of the extreme scenario-based two-stage optimisation is theoretically proved. Selecting the extreme scenarios as the vertexes of cubic set can be depicted in Fig. 1.

**Theorem 1:** If the decision variables \( x_{e,1}, \ldots, x_{e,N} \) and \( y \) are adaptive to all the \( N_e \) extreme scenarios \( \xi_{e,1}, \ldots, \xi_{e,N} \), it can ensure the existence of \( x_{e,1} \) and \( y \) in any historical scenario \( \xi_{ij} \).

**Proof:** For the model suggested in this paper, \( f \) and part of \( g \) (denoted as \( g_1 \)) are linear functions

$$\begin{align*}
  f(\xi, x, y) &= A_1 \xi + B_1 x + C_1 y = 0 \\
  g_1(\xi, x, y) &= A_2 \xi + B_2 x + C_2 y \leq 0
\end{align*}$$

and the quadratic inequality \( g_2 \) is a convex function with adjustable variables \( x \) only. Assume \( x \in R^{n_{x+1}} \), its generalised form can be written as

$$g_2(x) = \sum_{i=1}^{N_e} \sum_{j=1}^{n_x} y_{ij}^2 - x_{N+1} \leq 0$$

Since the feasible region bounded by the extreme scenarios is a convex set, which is shown in Fig. 1, for any historical scenario \( \xi_{ij} \), there is a set of positive real numbers \( p_1, \ldots, p_{N_h} \) satisfying

![Fig. 1 Example of extreme scenario](image-url)
\[
\sum_{j=1}^{N} p_j = 1 \quad \text{and} \quad \xi_{i,j} = \sum_{j=1}^{N} p_j \times \xi_{i,j}.
\]
Apply the positive real numbers to the constraints in (4):
\[
\begin{align*}
& p_i g_i(\xi_{i,1}, x_{i,1}, y) \leq 0, \quad p_i f_i(\xi_{i,1}, x_{i,1}, y) = 0 \\
& \vdots \\
& p_i g_i(\xi_{i,N}, x_{i,N}, y) \leq 0, \quad p_i f_i(\xi_{i,N}, x_{i,N}, y) = 0
\end{align*}
\]
(6)

Summarising \(f\) and \(g_i\), (7) can be obtained
\[
\begin{align*}
\sum_{j=1}^{N} p_j g_1(\xi_{i,j}, x_{i,j}, y) &= g_1 \left( \sum_{j=1}^{N} p_j \xi_{i,j}, \sum_{j=1}^{N} p_j x_{i,j}, y \right) \\
\sum_{j=1}^{N} p_j f_i(\xi_{i,j}, x_{i,j}, y) &= f \left( \sum_{j=1}^{N} p_j \xi_{i,j}, \sum_{j=1}^{N} p_j x_{i,j}, y \right)
\end{align*}
\]
(7)

Also, for convex function \(g_2\), using Jensen’s inequality, (8) can be obtained
\[
\sum_{j=1}^{N} p_j g_2(\xi_{i,j}) \geq g_2 \left( \sum_{j=1}^{N} p_j \xi_{i,j} \right)
\]
(8)

For the variables \(x\), since its feasible region is also a convex set, the point \(x_{i,j} = \sum_{j=1}^{N} p_j \times x_{i,j}\) is also inside the feasible region which means that the solution \(x_{i,j}\) and \(y\) for the scenario \(e_{i,j}\) exists. This completes the proof.

Remarks: The cubic set is not the necessary conditions. The practicability of the extreme-scenario method can be proved as long as the set bounded by the extreme scenarios is a convex set generally and the historical scenarios are all inside the convex set.

From this theorem, the applicability of combining the extreme scenario method and second-order conic programming is proved theoretically. Besides, it can be seen that, as long as all the possible instances are covered by the convex hull, the final decision can reach the same robustness level as the conventional robust optimisation with cubic uncertainty sets.

### 3 Improved MVEE algorithm for extreme-scenario extraction

After the proof of the applicability to combine the extreme scenario methods and the quadratic programming, this section introduces how the extreme scenarios can be selected according to the past experiences of system operation so that all the possibilities can be covered with very limited but critical scenarios. Take a three-dimensional \(\xi\) in Fig. 1, for example, it is intuitive to construct a cube containing all the historical operation conditions. However, using the cubic region to cover all the historical scenarios has two major drawbacks.

First, high-dimensional cubes have too many vertices. Also, the number of the extreme scenarios increases exponentially with the dimension of the uncertain variables, e.g. if the dimension of the uncertain variables \(\xi\) is \(n\), the number of extreme scenarios is \(2^n\).

Additionally, the shape of the cubic region is too simple to characterise the spatial and time correlation of the DGs. Therefore, the improved MVEE algorithm is used in this paper to extract the extreme scenarios.

#### 3.1 Improved MVEE algorithm

The basic idea of the improved MVEE algorithm is to use an ellipsoid instead of a cubic set to cover all the possible instances of \(\xi\). Then the vertices of the ellipsoid are selected as the extreme scenarios. Compared to the cubic set with \(2^n\) vertices, the vertex number of the ellipsoid is proportional to the dimensions of \(\xi\), i.e. for \(n\)-dimensional \(\xi\), the number of extracted extreme scenarios can be reduced from \(2^n\) to \(2 \times n\).

A full-dimensional ellipsoid \(E\) represented by a symmetric positive definite matrix \(Q \in R^{n \times n}\) and a centre \(c = [c_1, \ldots, c_n]^T\) can be mathematically defined as:
\[
E(Q, c) = \{ \xi \in \mathbb{R}^n | (\xi - c)^T Q (\xi - c) \leq 1 \}
\]
(9)

Since the ellipsoid can be linearly transformed from a sphere in \(\mathbb{R}^n\) space, the volume of \(E\) can be calculated by the volume of the unit sphere \(\rho_n\) times the transformation
\[
\text{Vol}(E) = \rho_n \det Q^{-1/2}
\]
(10)

To obtain the ellipsoid with minimum volume is to calculate \(Q\) and \(c\) by solving the following optimisation problem
\[
\begin{align*}
\min & \quad \rho_n \det Q^{-1/2} \\
\text{s.t.} & \quad (\xi_{h,1} - c)^T Q (\xi_{h,1} - c) \leq 1 \\
& \quad (\xi_{h,2} - c)^T Q (\xi_{h,2} - c) \leq 1 \\
& \quad \ldots
\end{align*}
\]
(11)

where all the historical scenarios \(\xi_{h,1}\) are taken into account. The optimisation (11) is a quadratic programming, which can be solved with existing algorithm efficiently [20].

#### 3.2 Vertices of the ellipsoid

After the matrix \(Q\) and vector \(c\) are obtained, the vertices of the ellipsoid are selected as extreme scenarios.

To obtain the mathematical express of the vertices, the original ellipsoid \(E\) is transformed into an axial ellipsoid \(E'\) according to orthogonal decomposition:
\[
E'(D) = \{ \xi' \in \mathbb{R}^n | (\xi' D) \xi' \leq 1 \}
\]
(12)

In (12), the new stochastic vector \(\xi'\) and the new matrix \(D\) satisfy:
\[
\begin{align*}
\xi' &= P \times (\xi - c) \\
D &= \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)
\end{align*}
\]
(13)
(14)

\[
Q = P^T DP = P^{-1}DP
\]
(15)

Here, the \(P\) is the orthogonal matrix used for orthogonal decomposition (15) and \(D\) is a diagonal matrix consists of eigenvalues of positive definite matrix \(Q\). For the axial ellipsoid \(E'\), the matrix which the column vectors consist of the \(2 \times n\) vertices coordinates can be expressed as:
\[
V' = \pm \text{diag}(\lambda_1^{-1/2}, \lambda_2^{-1/2}, \ldots, \lambda_n^{-1/2}) \in R^{2 \times n}
\]
(16)

As for the extreme scenarios, which can be denoted as the vertices of the original ellipsoid, according to the inverse transformation of (13), the mathematical expression of the vertices of \(E\) can get
\[
V = \begin{pmatrix}
c_1 & \cdots & c_1 \\
\vdots & \ddots & \vdots \\
c_n & \cdots & c_n
\end{pmatrix}
\]
(17)

### 4 Numerical results

#### 4.1 System description

To validate the effectiveness of the proposed algorithm, a 69-bus distribution network is used as the test system. IBM ILOG
CPLEX is used as the MIQCP solver. The parameters of the 69-bus radial system can be found in [18].

The total load is 5.0484 MW + 2.6817 MVar, and three voltage levels are 35, 10.5, and 0.4 kV. The topology of the system is shown in Fig. 2. Branches 14–15, 28–29, 59–60, 36–37, and 42–43 are 35–10.5 kV transformers equipped with tap changers, denoted as T1–T5. Branch 18–19 is a 10.5–0.4 kV transformer with tap changer, denoted as T6. The minimum step change of tap ratio is set to 0.025, and the regulation range is set to [0.95, 1.05] for all the transformers. Two PV systems and one wind generator are connected to bus 25, bus 33, and bus 16, respectively. The output data is obtained from the historical data of DGs in a certain region of Australia [23]. The tap ratios belong to the non-adjustable variables at first-stage optimisation, while the active and reactive power from bus 1 are adjustable variables at second-stage optimisation.

4.2 Operational cost and security

With given system topology and historical data, the optimisation problem is solved with the proposed method. The tap ratios of the transformers are shown in Table 1. After the first-stage variables are determined, historical data is randomly sampled to verify whether the second-stage variables can adapt to the fluctuations of the renewable generations, which is shown in Fig. 3. The green dots indicate the historical operating conditions to which the first-stage optimisation results are adaptive. It can be seen that the robustness of the first-stage decision is validated.

This subsection also compares the extreme scenarios extraction algorithms using cubic set and the method proposed in this paper. Take the two-dimensional case for example. The region obtained by (17) covers less area than the cube, as shown in Fig. 4. This means that in the cubic region, a lot of non-existence scenarios are included which the system has no need to be robust to. The improved MVEE algorithm, by considering the correlation of output power of DGs, reduces the system operational cost while maintains the security.

Table 1 Optimal values of the first-stage variable

<table>
<thead>
<tr>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.05</td>
<td>0.975</td>
<td>1</td>
<td>1</td>
<td>1.05</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2 Status of the optimisation solution with the reactive power configuration changing. √ denotes the optimisation has a feasible solution and × denotes not

<table>
<thead>
<tr>
<th>Reactive power configuration, MVar</th>
<th>Improved MVEE</th>
<th>Cubic set</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.20</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>2.96</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>2.85</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>2.80</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 3 Calculation time with the number of DGs changing

<table>
<thead>
<tr>
<th>Number of DGs</th>
<th>Number of the extreme scenarios</th>
<th>Improved MVEE Calculation time, s</th>
<th>Number of the extreme scenarios</th>
<th>Cubic set Calculation time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>2.03</td>
<td>4</td>
<td>2.94 s</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>7.8</td>
<td>8</td>
<td>13.5 s</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>11.45</td>
<td>16</td>
<td>24.1 s</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>13.87</td>
<td>32</td>
<td>72.7 s</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>15.94</td>
<td>64</td>
<td>—</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>18.63</td>
<td>128</td>
<td>—</td>
</tr>
</tbody>
</table>
It can be seen that for the proposed improved MVEE algorithm, the number of extracted extreme scenarios increases much slower than the cubic set algorithm proposed in [22]. Also hence less computational time is needed. When the number of DGs exceeds five, the cubic set algorithm fails to reach the optimality in the reasonable time. So only the proposed algorithm can be applied to a large-scale distribution system with quite a lot of renewable DGs.

In the conic relaxation of the optimisation, the equality constraints (18) are transformed to the inequality constraints (19) according to [9]

\[
\begin{align*}
    P_{y}^2 + Q_{y}^2 = I_{y}^2, \quad U_{y}^2, \\
    P_{y}^2 + Q_{y}^2 &\leq I_{y}^2, \quad U_{y}^2
\end{align*}
\]

(18) (19)

To validate the equivalency of the problems before and after transformation, the error is defined as (20) to see if the equality constraints can be met:

\[
\Delta = \left| P_{y}^2 + Q_{y}^2 - I_{y}^2, \quad U_{y}^2 \right|
\]

(20)

From the physical system point of view, (20) indicates the power balance. For the non-adjustable variables determined at the first-stage optimisation, the error for all the extreme scenarios is summed. While for the adjustable variables at the second stage, errors for all the possible scenarios are summed. The test results are shown in Table 4.

### 5 Conclusion

In this paper, the improved extreme-scenario extraction method for the ED of active distribution system is proposed. It is theoretically proved that the applicability of combining the extreme scenario method and second-order conic programming. Case studies show that the proposed algorithm works well balances the robustness and economics of system operation by taking the correlations of the DGs into account. The proposed algorithm is superior to the cubic set-based algorithm with lower operation cost while without loss of security. In addition, the computational efficiency is significantly improved so that the proposed method is applicable to large distribution systems with lots of DGs.
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Table 4 Testing of the conic relaxation

<table>
<thead>
<tr>
<th>Number of DGs</th>
<th>First stage</th>
<th>Second stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.0002</td>
<td>3.7726 × 10^{-4}</td>
</tr>
<tr>
<td>4</td>
<td>0.0005</td>
<td>1.2853 × 10^{-4}</td>
</tr>
<tr>
<td>5</td>
<td>0.0002</td>
<td>2.6854 × 10^{-4}</td>
</tr>
<tr>
<td>6</td>
<td>0.0002</td>
<td>3.6301 × 10^{-4}</td>
</tr>
<tr>
<td>7</td>
<td>0.0004</td>
<td>1.9494 × 10^{-4}</td>
</tr>
</tbody>
</table>
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