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Abstract

In offshore Oil & Gas production processes the undesired severe slug flow
regime can be present. The negative impact of severe slug is crucial to the
production rate and process safety. In this work, the severe slugs which
occur in the well-pipeline-riser system are experimentally and theoretically
investigated though mathematical modeling, laboratory experiments, control
system design and analysis, numerical simulations and laboratory implemen-
tations.

In general, this thesis studies the modeling and control of slugging flows
which can occur in offshore well-pipeline-riser systems, from both theoretical
and experimental perspectives. Some typical control-oriented mathematical
models are reviewed and examined. Some extensions have been proposed
for improving the model accuracies. The choice of control structure is ana-
lyzed based on the Input-Output (IO) controllability concept. All the respec-
tive studied measurements give better results than the frequently used riser
topside pressure (Pt). A supervisory self-learning control strategy is devel-
oped and the results show that the decision making based on the supervisor
drives the system close to the closed-loop bifurcation point, but a faster con-
trol scheme can reduce the settling time significantly. A number of anti-slug
control strategies are proposed, where the robust control solution shows the
best potential in both anti-slug control and production rate improvement.
Simulation results show that control solutions with the riser bottom pressure
Pb performs better than the ones developed for Pt. Furthermore, an alterna-
tive transmitter is experimentally investigated for online slug detection and
monitoring. The transmitter is an Electrical Resistance Tomography (ERT)
sensor measuring the electrical resistance over the cross-area section of the
transportation channel. The results show that the transmitter can be a good
alternative to conventional measurements if the oil-to-water ratio is low and
the fluids are well-mixed. The severe slug’s influence on the downstream
separation process is examined. It is confirmed that the riser-induced slugs
entering the gravity separator has significant impact on the pressure-drop-
ratio (PDR) controller’s tracking performance on the de-oiling hydrocyclone.

Most of this thesis’s contributions have been experimentally examined
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and validated. Some problems and techniques still need further investiga-
tions in the future, for example, automatic generations of slug models and
corresponding control solutions, with respect to the fact that the slug char-
acteristics of the individual installations in offshore productions can differ
significantly from each other.



Synopsis

I offshore olie og gas produktionsprocesser kan den uønskede alvorlige slug
strømningstype være tilstedeværende. Den negative påvirkning af alvorlig
slug er vital for produktionsraten og processikkerheden. I dette arbejde vil de
alvorlige slugs, som opstår i brønd-rørledning-stigrør systemer, blive under-
søgt gennem matematisk modellering, laboratorieforsøg, kontrolsystemde-
sign og -analyse, numeriske simuleringer og laboratorieimplementeringer.

Generelt studerer denne afhandling modellering og kontrol af slug-
strømninger, som opstår i offshore brønd-rørledning-stigrør systemer, fra
både teoretiske og eksperimentelle perspektiver. Nogle af de typiske kon-
trolorienterede matematiske modeller er gennemgået og inspiceret. Nogle
udvidelser er blevet foreslået for at forbedre model-nøjagtighederne. Valget
af kontrolstruktur er analyseret baseret på Input-Output (IO) controllability-
konceptet. Alle de respektive studerede målinger giver bedre resultater end
den hyppigt anvendte stigrørs toptryk (Pt). En overvågnings-selvlærende
kontrolstrategi er udviklet og resultaterne viser at beslutningsvalgene baseret
på overvågningen, kører systemet tæt på den lukkede løkkes bifurkation-
spunkt, men at en hurtigere kontrolplan kan reducere stabiliseringstiden
signifikant. Et antal af anti-slug kontrolstrategier er foreslåede, hvor den
robuste kontrolløsning viser det bedste potentiale for både anti-slug kon-
trol og forbedring af produktionsrate. Simuleringsresultater viser at kon-
trolløsningerne med stigrørs bundtryk (Pb) præsterer bedre end løsningerne
med Pt. Ydermere er en alternativ transmitter eksperimentelt undersøgt som
online slug-detektion og -overvågning. Transmitteren er en Elektrisk Mod-
standstomografi (ERT) sensor, som måler det elektriske modstand over en
tværsnitssektion af en transportkanal. Resultaterne viser at transmitteren
kan være et godt alternativ til konventionelle målemetoder, hvis olie-til-vand
forholdet er lavt og væskerne er velblandet. Den alvorlige slugs indfly-
delse på nedstrøm-separeringsprocessen er undersøgt. Det er bekræftet at de
stigrør-skabte slugs som går ind i tyngdekrafts-separatoren har signifikant
påvirkning på ”tryk-tab-forhold (PDR)”-styringens forfølgelsespræstation på
afolie- hydrocyklonen.

Det meste af afhandlingens bidrag er blevet eksperimentelt undersøgt og
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valideret. Nogle problemer og teknikker mangler stadig at bliver udfors-
ket og valideret i fremtiden, for eksempel automatisk generering af slug-
modeller og tilsvarende kontrolløsninger, med hensyn til det faktum at slug-
karakteristika af de individuelle installationer i offshore-produktioner kan
varierer signifikant fra hinanden.
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Introduction

This chapter presents the context, the problem, the approach and the general outline
of the thesis.

1 Context and Motivation

Gas-liquid multi-phase flow in a pipeline can take a large number of possi-
ble shapes with subject to the specific flow conditions. However, these shapes
can be classified according to different types of fluid distributions; commonly
called flow patterns or regimes [9]. The slug flow is a common flow pattern
in the oil & gas production processes. It exists when gas pockets fill up the
entire pipeline cross area. The slugs can be induced by the physical construc-
tion, both in the horizontal and vertical pipelines, due to transient response
related to pigging, start-up, shut-down or changes in the set-points of pres-
sures or flow rates [10, 11]. The severity of the slugs heavily depends on the
sizes of the gas pockets and how much the pressure, temperature and flow
rate oscillates in the system. Some of the most severe slugs are induced by
gas-lifting casing-heading in vertical wells [12,13] or by gas-holdup in vertical
risers [14]. The severe slugs are characterized by significant amplitude fluc-
tuations in the pressures and flow rates, due to gas accumulation in the riser
base for the riser-induced slugs [15] and in the casing for the well-induced
slugs [16, 17].

In offshore oil & gas processes severe slugs can occur in the transporta-
tion pipeline systems, prior to the separator of the multi-phase fluids. Figure
1 illustrates a typical transportation well-pipeline-riser system. The oil &
gas reservoir is connected to the well inlet and the outlet of the riser is con-
nected to a 3-phase separator. Thus, the well-pipeline-riser process links the
reservoir to the separation platform. There exist huge economic benefits in
eliminating or just reducing the severe slugs in this process as it ultimately
increases the fuel recovery from the reservoir [18].

Nearly the entire well-pipeline-riser is located subsea. All installation
and maintenance of the subsea equipment are both very expensive and time-
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Fig. 1: Figure from Paper B. An illustration of a typical well-pipeline-riser system, which consists
of: (i) The well, (ii) the transportation pipeline, and (iii) the riser.

consuming, hence the amount of equipment is very limited before reaching
the separation platform [19]. This challenges the operators monitoring the
system, as the lack of sensors limits the overview of the plant and the lack of
actuators reduces the freedom to manipulate the process.

The remainder of this chapter is organized as follows: First we describe
the motivation for eliminating well- and riser-induced slugs with focus on
applying intelligent anti-slug control. Then a brief description of the problem
formulation and motivation behind each paper is carried out.

1.1 Motivation for eliminating severe slugs

The occurrence of severe slugs induced by either wells or risers have negative
impact on the production facilities in several ways [20,21]. Some of the main
disadvantages are: The liquid blowouts from the slug cycles can give liq-
uid overflows and increase the pressures higher than the safety threshold in
the separators [22, 23] which also affects the performance of the downstream
separation process [24], high frictional pressure drops in the pipelines which
increases shear stressing to the wall [20], overloading on the gas compres-
sors, reduction of the production rate [15], production slop from flaring of
the natural gas, increased corrosion [25–27] and extra fatigue loads from the
repeating oscillating pressures [20].

Thus, the slug elimination solutions developed examined in this thesis
will not only be evaluated based on whether the severe slug is eliminated,
but also on:
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1. Context and Motivation

• The cost and convenience of implementation.

• The operating production rate.

• The influence to the separation processes.

• The robustness of the solution.

If a solution can satisfy all four bullet points at an acceptable level while
eliminating the severe slug, it is then considered suitable for applying in
reality.

1.2 Motivation for anti-slug control

Hardware-based slug elimination is often referred to as flow conditioners
[28], which describe passive methods to eliminate the slug as no actuator
is acting on the system. It is a common approach and can be effective in
reducing the severe slug regime’s region on flow maps [29]. Flow condi-
tioners can be designed as helical pipelines [30], wavy pipelines [28, 31, 32],
curved pipeline bends [33], sidestream vertical pipelines for gas to create
self-gas lifting mechanisms [34,35], venturi-shaped pipelines with nozzle sec-
tions [36,37], permanently choking valves to fixed positions [38], homogeniz-
ers to homogenize the multi-phase fluids to foam [39] or as slug catchers [40].
The flow conditioners most commonly applied are the slug catchers as they
have a simple design and can be located topside above sea level. However,
they are limited by the buffer volume and thus it often cannot handle se-
vere slugs with large amplitudes and low frequencies. The foam homoge-
nizer causes issues for the downstream separation process. The other listed
flow conditioners either only suppress and/or reduce the occurrence (eg. re-
ducing flow maps’ slug regime regions) of severe slugs or heavily decrease
the production rate. However the biggest limitations for all existing flow
conditioners are the expenses for the installation, maintenance and physical
space requirements. These hardware-based expenses could be significantly
reduced by applying some alternative anti-slug solutions, for example some
software-based control solution by applying feedback control to already ex-
isting actuators with information from already existing transmitters.

In the recent years feedback control has been a common approach to elim-
inate the severe slugs [36,37]. Two different approaches are traditionally used
as the manipulated variable, respectively: Manipulation of a topside choke
valve [41–44] or by applying gas-lifting [45–48]. Both of these manipulated
variables can exist on both wells and risers. Gas compressors supplies the
gas for injection and have limited capacity, which can be a constraint for
the expected performance. For example, the compressors system may not
always be able to fulfill the tracking performance of the gas-injection set-
points, especially when relatively large amounts of injected gas is needed to
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stabilize the flow [17, 38]. In many cases the topside choke valves at well-
head and riser top are the only available actuators for anti-slug control in
a well-pipeline-riser process. The main disadvantage of choking a valve to
stabilize the flow is the reduction of production rate because of the increased
back pressure. Hence, several studies has aimed for eliminating the severe
slug while keeping the operation at large valve openings [42, 49]. However,
operating at large valve openings reduces the closed-loop systems’ robust-
ness against input/parametric system disturbances [50]. This has motivated
this thesis’ examination of controllers with acceptable performance and good
disturbance rejection.

1.3 Motivation for paper A and B

Paper A gives a review of the concepts of slugs, slug criteria, modeling and
elimination. Paper B gives a detailed overview of the challenges which arises
when severe slug flow occurrs in the well-pipeline-riser sections. Both papers
aim to give an all-around understanding of the severe slugs, its limitations,
how to handle it and what the consequences are. These papers are expected
to lay out good starting points for process and control engineers in the area,
but also strives towards predicting the tendencies in the area of slug detec-
tion, modeling and control, to help experienced people in the field.

Other review studies examining slug flows can be found in [51–56].

1.4 Motivation for paper C

Paper C is an extended version of the paper documented in [57]. In Paper C
the recreation of the severe slug flow is examined based on experiments on
an economic lab-sized test rig developed in [58]. The work focuses on how
to emulate the physics behind severe slugs by creating an open-loop analysis
of the flow regimes, where traditional flow and bifurcation maps are created.
Based on the attained data, a new-developed 3D flow map concept is cre-
ated with color to indicate the 4th dimension for combining the information
gained from the flow and bifurcation maps into one new manipulatable flow
map. The stable surface is mapped to indicate the switching between slug-
ging and non-slugging flows. By adding this extra dimension represented
by the manipulated variable (choke valve opening degree), the manipulat-
able flow map can help operators getting an improved plant overview by
combining the information from the traditional maps and the corresponding
characteristics induced by the variable choking.
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1. Context and Motivation

1.5 Motivation for paper D

It is highly debated which transmitters are best for slug monitoring and con-
trol [59]. Paper D examines a self-developed transmitter for monitoring the
severe slugs in pipelines. The proposed transmitter is an Electrical Resistance
Tomography (ERT) sensor, which can track the cross-section electrical resis-
tance with 12 probes in a nearly real-time manner. The developed sensor
is tested on a stand-alone test facility has been constructed with a relatively
short horizontal pipeline, a compressor and a pump for emulating the riser-
induced multi-phase slugs. The ERT’s average cross-section electrical resis-
tance proved to provide consistent information with flow measurements, and
the paper concludes that the ERT technique can be a good alternative to the
available measurements used in the offshore industry.

There exist relevant literature for applying ERT and ECT for other applica-
tions: Online monitoring of air cores in hydrocyclones using ERT [60], using
ECT for foam processes [61] and online monitoring of oil-water separation in
hydrocyclones [62].

1.6 Motivation for paper E and F

It can be challenging finding the highest achievable closed-loop bifurcation
point with an anti-slug control scheme. For this reason adaptive references
can be useful for improving the production rate while staying within the
stable flow region [49]. Paper E examines the development of a learning con-
troller which can adapt to slow condition changes. The controller is based on
a supervisor which is a decision maker for a switching PID control scheme.
The advantage of this adaption is the controllers’ flexibility for handling pro-
cess and condition changes. However, the disadvantages of the learning
strategy are the slow convergence rate and the corresponding lack of abil-
ity to compensate for high frequency disturbances and rapid changes in the
running conditions.

An anti-slug controller’s robust performance is important due to the un-
certain and varying running condition on real plants. Paper F considers low-
dimensional and OLGA modeling, Input-Output (IO) controllability analysis
based on the low-dimensional model, controller development and the corre-
sponding simulation results. The results show that a robust controller can
improve the robustness without losing much of the nominal performance.
Furthermore, Paper F concludes that the riser bottom pressure (Pb) is pre-
ferred over the topside pressure (Pt) for SISO control schemes, when a topside
choke valve is applied as the manipulated variable. The examined control so-
lutions with Pt as controlled variable can still operate above the open-loop
bifurcation point, but not with large valve openings.

Similar IO controllability analysis has been examined in [50] and the linear
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controller designs have been suggested in [63].

1.7 Motivation for paper G

The presence of riser-induced slugs is believed to play a significant role to the
upstream separation processes. Paper G investigates the dynamic correlation
between severe riser-induced slug flow and the traditional separation process
downstream the riser. The paper experimentally investigates the influences
of several flow and anti-slug control scenarios to the downstream separation
process consisting of a 3-phase gravity separator and a water-oil de-oiling
hydrocyclone. The paper concludes that the separation performance is sen-
sitive to the flow oscillations, when the traditional gravity separator’s gas
pressurization, water level and the hydrocyclone’s pressure-drop-ratio (PDR)
controllers are implemented. Here, especially the PDR controller is signifi-
cantly challenged with the presence of severe slugs. It is experimentally con-
firmed that an anti-slug controller can improve the separation performance
significantly, with subject to water level and PDR reference tracking, while
also keeping an acceptable production rate.

2 Methodology

In this chapter a brief review of the slug identification, modeling, elimina-
tion and control will be presented. The main ideas of anti-slug control used
throughout the thesis originate from these concepts. Hence, the relevant con-
cepts from the theory are reviewed. In particular slug modeling and control
will be examined. Detailed review documentation can be found in paper A
and B.

2.1 Review of slug modeling

Slug modeling is a challenging task, as the slug flow has some chaotic char-
acteristics [64, 65]. In recent years commercial software products, such as
OLGA [66] and LedaFlow [67, 68], have been developed for simulating the
flow patterns in the multi-phase transportation pipelines. They can success-
fully predict severe slug in some relatively simple cases but also equivalently
poor in some complicated cases [69]. Nevertheless, the commercial software
tools are still widely applied in the offshore oil & gas industry as they cur-
rently are the preferred tools for estimating the different flow patterns.

Process and control engineers prefer simple low-dimensional models for
designing control schemes. Hence, several studies have developed low- di-
mensional anti-slug control-oriented models both for well and riser slugs,
respectively [46,70–77]. In [71] a detailed model comparison was was carried
out benchmarking against OLGA simulation data, where it was concluded
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2. Methodology

that the two respective models examined in [71] and [75] were the two best
models when complexity and accuracy were taken into account.

Paper E is examining a model based on [75, 76] and in paper F the model
is extended from the model developed in [44, 71, 77].

2.2 Review of anti-slug control

The topside choking and gas-lifting represent the two typical manipulated
variables preferred for anti-slug control strategies, respectively [42]. The se-
lection of controlled variable is still an open discussion in the industry, due
to the large amount of measurement types and possible installation loca-
tions. In [44,50,78] Input-Output controllability analysis on low-dimensional
model were carried out for two cases: A well-pipeline-riser and an oil well.
For both cases the bottomhole/riser-base pressure was the preferred con-
trolled variable for topside valve control. The topside pressure transmitter
was considered a bad choice due to the right half plane (RHP) zeroes and the
related inverse system response. If only topside measurements were consid-
ered, then the topside flow meter was suggested as a better choice. However,
in [76] the performance of an observer controller using the topside pressure
measurement did not seem to be influenced by the existing RHP zero, which
contradicted the conclusion from [79]. In a similar way the work examined
in [42] was able to stabilize the flow with large valve openings only using the
topside pressure measurement. Thus, no consistent unity conclusion can be
given for picking the best single measurement as controlled variable.

It is commonly agreed that if only common topside transmitters are avail-
able on an offshore installation the combination of a mass flow meter and a
pressure transmitter are preferred [50, 59, 78, 79]. The work in [59, 80, 81] also
proposed various combinations for cascade control of topside measurements.

2.2.1 Topside choking

Choking the topside control valve has proven to be one of the most successful
methods for taming the severe slugs in both wells and risers [38, 41, 82–84].
When a valve is choked, the pressure drop across the choke valve increases.
This reduces the velocities of the fluids in the riser and prevents the slug’s
gas tail from penetrating the riser base at once, which will result in a shift in
the flow regime to bubbly gas flow [85].

Observed-based methods have been used for eliminating the slug when
there is a lack of transmitters installed [86–91]. However, these methods are
limited by the accuracy of the models, which often lack robustness. In [92]
feedback linearization was applied for a developed control scheme, where
the performance also heavily relies on the accuracy of the applied model in
the control scheme.
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The ultimate objective for all of the controllers is to operate at large
valve openings to improve the production rate while avoiding the severe slug
regime [43,93,94]. This can be challenging, as the increased operational open-
ing reduces the closed-loop system’s stability [50]. Thus, in [49] a supervisor
aims for driving the closed-loop system to the limit of the slugging/non-
slugging boundary, similar to what is examined in paper E.

2.2.2 Gas-lifting

The external gas lifting in general serves two purposes: (i) For a well: En-
abling the mature and depleted reservoirs with low pressure to keep reason-
able production rates by injecting gas at the bottom of the well, and (ii) for
a riser: Preventing riser-induced slugging by injecting gas at riser base to re-
duce the hydrostatic pressure and thus also preventing the gas accumulation.

Several control schemes have been suggested for eliminating the slugging
with gas-lifting mechanishms [17, 46–48, 95]. Most of the control schemes
require boosting the gas injection, which sometimes can be constrained by
the capacity of the compressors.

Several alternative well/riser devices have been proposed in combination
with gas-lifting control schemes to eliminate the severe slug problems [96,
97], but installation and maintenance are expensive and require hardware
changes.

2.3 Review of plant-wide offshore automation

Offshore, the oil & gas production is not easily accessible compared to on-
shore oil & gas production facilities, due to the expensive cost of subsea
installations and maintenance, as well as the limited capability for the off-
shore platforms to satisfy the demands for environmental footprint. The
offshore Oil & Gas trends was summarized in [98], where it was concluded
that the offshore industry focuses on the development of fields in deeper wa-
ter, further offshore, with reduced field sizes, which causes further economic
challenges due to the reduced revenue available. Thus, the per-barrel cost
of recovering hydrocarbons is predicted to increase further in the future [20].
To overcome these economic challenges the amount of subsea equipments is
minimized, e.g. by applying multi-phase transportation pipelines instead of
several single-phase pipelines [99].

The danish North Sea oil & gas company Mærsk Oil is a partner in this
project and have provided some data and information about some current
offshore facilities. Like Mærsk Oil, many Oil & Gas operators observe issues
with the daily production control and separations processes, which they hope
can be more cost-effective with improved process automation. Some of their
future ambitions are to:
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• Improve the daily production rate by applying intelligent feedback con-
trol, as an inexpensive implementation strategy.

• Minimize the cost of separation facilities by improving the automation
in installed separation equipment, such as slug catchers, separators and
hydrocyclones.

• Investigate available transmitter data. Much data is available, but is not
often applied by the operators due to the lack of data and equipment
knowledge during changing operating conditions.

A way to archive these ambitions in an effective manner is to operate the
process in a plant-wide manner, where the subsystems need to coordinate and
operate together to optimize the operation [1, 100]. However, this is not well
done in the current Oil & Gas installations [21], and thus there is a huge
potential in optimizing the operation with plant-wide control. In chapter
2.3.1 the current daily production control will be examined and in chapter
2.3.2 the current separation difficulties are summarized.

2.3.1 Actuator manipulation and safety automation

Figure 2 from Paper B, shows an illustration of the gas-lifting mechanism
in a production well connected to an oil & gas reservoir. A gas lift valve
controls the amount of gas injected from a compressor to the annulus, either
by a pressure or flow measurement. A check valve at the well bottomhole
guarantees that the gas is injected into the production tubing, where the
gas is intended to enhance the production rate. Furthermore, a production
valve is installed topside (top of the well) for start-up, shut-down and flow
assurance control. The gas-lifting technique is applied in a great part of the
production wells worldwide [17,46], but the choice of an optimal gas injection
setpoint (controlled by the gas lift valve) is rarely considering the possibility
of a flow regime shift from non-slug to severe slug, which can reduce the
daily production rate dramatically. The gas-lifting is rarely present in the
risers in the North Sea, because the water depths are considered too low
to necessitate gas-lifting from a flow assurance perspective. However, there
exists several exceptions [97, 101].

In most cases large amounts of injected gas is needed to stabilize the flow
[38]. If the required gas injection setpoint does not saturate the compressor it
is possible to use the gas-lifting to eliminate the severe slugs. However, it can
be a challenge determining this injection setpoint due to the uncertain and
varying running conditions [87, 102, 103].

The topside valve is a standard piece of equipment, installed on both well-
heads (see the production valve on figure 2) and riser topsides. Sometimes
they are originally installed to shut-down, start-up or bypass operations of
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Fig. 2: A figure from Paper B, showing the traditional gas-lifting well connected to an oil & gas
reservoir.

the individual well or separator, but can also be used to control the flow
regimes and production rates. However, many operators try to avoid choking
the topside valve, because they know that the decreased valve opening also
reduces the production due to the increased induced back pressure [94, 103].

Hence, for both the gas-lifting and valve choking the main objective is
to (i) maintain a high production rate (ii) without causing severe slugs, (iii)
subject to some operational uncertainties [104]. This can be a challenging
task for both a human operator and an automatized control scheme. Figure 3
shows a real topside pressure measurement from an offshore riser located in
the North Sea. The pressure transmitter is located topside upstream a choke
valve which is connected to a slug catcher linked to a 3-phase separator. In
this case there is no gas-lifting installed, and thus the only available solution
for changing the flow regime is manipulation of the valve. It is clear that the
system is slugging with varying amplitudes and frequencies. However, the
topside choke valve is fully open during the entire period, as the operator
will not risk a possible production decrease to eliminate the severe slugs, as
it is uncertain how much the valve has to be actuated to eliminate the slugs.

During the daily production the topside valve on this North Sea platform
is only manipulated for the safety control scheme. The boundaries of the
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2. Methodology

Fig. 3: Real data from a separation platform in the North Sea. The time plot shows the topside
pressure in barg upstream a 1st stage slug catcher. The topside valve is fully open even thought
the flow is clearly slugging with large amplitudes and low frequencies, thus considered severe
slug.

Capacity * Safety alarms
Maximum Operation Low-Low Low High High-High

Ptop [barg] 220.7 15 3 5 28 33.3
hs.c. [m] ** 4.8 1-2 0.2 0.3 2.7 3.3

Ps.c. [barg] ** 30.3 6 3 - 25 27.5
hsep [m] 3 (Weir plate: 1.52) 1.3-1.4 1 1.142 1.45 2.1

Psep [barg] - - 3.5 5 23 28

Table 1: The upper and lower safety boundaries causes alarms. The low and high alarms gives
a warning to the operator, while the low-low and high-high alarms starts the safety shut-down

control procedure.

* The designed operation conditions for optimal production are specified in the Operation

entries; the designed maximum safety boundaries are specified in the Maximum entries.

** The slug catcher is denoted s.c. and is physically located downstream the riser and upstream

the 3-phase separator to dampen the slugs.

safety alarms are illustrated in table 1, where crossing the low and high alarm
thresholds causes notification to the operator and the crossing of the low-low
and high-high alarm thresholds causes an automatized shut-down procedure
to begin. It is clear that the topside pressure Ptop in figure 3 stays within
the safety region. However, the flow and pressure variations still demand
a slug catcher to dampen the severe slugs before the separation process can
be efficient. The slug catchers take up a lot of expensive space and require
extra maintenance. Thus, one severe consequence of the occurrence of severe
slug is the induced issues to the downstream separation process (see chapter
2.3.2).
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2.3.2 Plant-wide separation difficulties

The produced water is a dominant and increasing problem in the North Sea,
as the oil & gas processes produces more and more undesired produced
water [105]. The mature wells can get above 90 % water cut [106]. As the
water re-injection into the reservoirs is a common cost-effective enhanced
recovery approach for the mature oil fields, the tendency is that the water cut
will get even bigger in the future [107, 108].

It is forbidden by law to directly discharge the produced water into the
ocean. In the North Sea the laws for hydrocarbon discharge are strict; the
current limitation of hydrocarbon discharge in the North Sea is 30 mg

l per
day [109]. In comparison, the hydrocarbon regulations are maximums of 30
mg

l per day for Australia, 42 mg
l per day for United States Environmental

Protection Agency (USEPA) [110] and 40 mg
l per day for countries covered by

the OSPAR Convention [105]. Although the existing production installations
already struggle to be comply with the current rules, the disposal regulations
of hydrocarbon to sea are becoming more and more strict, where the new
tendency is zero-discharge of pollutants [111–113].

The high water concentrations require efficient separation equipment to
achieve pure oil products. Due to the huge total water volume, more than 40
billion USD is annually dedicated to handling the produced water in the oil
& gas sector [114]. Thus, the Produced Water Treatment (PWT) technologies
aim for improved separation in a cost-effective manner.

The traditional de-oiling technology in the North Sea consists of 3-phase
gravity separators and downstream de-oiling hydrocyclones. This configu-
ration represents 90 % of the existing de-oiling technologies in the North
Sea [24, 115]. The first step of the separation consists of a single or multiple
3-phase separators to completely separate the gas and separate most of the
oil in the water. This part is physically connected to the topside of the riser
on the separation platforms. The water outlet of the last 3-phase separator is
connected to a de-oiling hydrocyclone consisting of multiple liners [24, 116].
Figure 4 illustrates the de-oiling separation configuration where the tradi-
tional control structures are included.

The typical control structure of both the gravity separator and the hydro-
cyclone is examined in [24]. The 3-phase separator’s water outlet is controlled
by a valve dedicated for keeping a constant water height in the separator. The
hydrocyclone is often controlled by the pressure drop ratio (PDR), calculated
as in equation (1). It indicates how much of the oil-water mixture flow will
go through the overflow and underflow, respectively. Ideally all the oil will
go to the overflow outlet and all the water to the underflow outlet. The PDR
is commonly selected empirically between 1.7 and 2.2 [117–119].

PDR =
dPo

dPu
=

Pi − Po

Pi − Pu
(1)
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3. Testing rig

Fig. 4: A illustration of the 3-phase gravity separator and de-oiling hydrocyclone configuration
for the PWT separation.

A problem occurs if a severe slug flow enters the 3-phase separator. The
separator level controller will open the water outlet valve to compensate for
the increased multi-phase flow entering the separator druing the liquid blow-
out stage, and hence maintain the water level. However, the water outlet will
simultaneously experience an increased flow, which impacts the de-oiling hy-
drocyclone negatively for two reasons: (i) The oil-water mixture entering the
hydrocyclone will have a higher oil concentration, which demands a corre-
sponding dynamic adaption of the hydrocyclone separation, and (ii) the vary-
ing inflow will affect the hydrocyclone’s separation efficiency [24, 120–122].
All in all the existence of severe slugs will clearly result in a long-term re-
duced separation efficiency if the traditional control structures are applied to
the existing separation equipment. The most cost-effective way to avoid this
is by either eliminate the severe slugs upstream the separation process, by im-
proving the separation efficiency when severe slug disturbances are present,
or by coordinating both actions in a plant-wide control manner.

3 Testing rig

Main parts of the work examined in this thesis are based on experiments car-
ried out on a testing facility developed at Aalborg University Esbjerg’s labora-
tory. The facility has continuously been modified and extended throughout
the project period and thus three different generations of the test rig have
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been applied in the documented work. The construction of the test rig is
based on other test rigs documented in [11, 14, 32, 123–128]. The main ob-
jective of the test rig is to emulate the severe well- and riser-induced slugs
observed on offshore platforms.

The 1st generation rig was operating from august 2013 to may 2014, the
2nd generation rig was operating from september 2014 to june 2015 and the
3rd generation rig have been operating since august 2015. The papers C and
E have experimental results from the first generation rig, paper F has results
from the 2nd generation rig, and paper G has results from the 3rd generation
rig.

3.1 1st Generation Testing facility

The first generation test rig was constructed to be economically efficient, and
thus the test rig contained a limited number of actuators and transmitters.
Figure 5 shows an overview of the constructed test rig, which consists of a
inclination pipeline, a riser, a topside section and an open-tank to emulate a
2-phase separator. All transportation pipeline sections were made of trans-
parent PVC, such that the multi-phase flow in all pipelines can be visualized.
Water was transported through the pipeline-riser to the separator in a closed
flow loop. Air was either injected at the start of the pipeline or riser bottom,
transported through the transportation system and let out at the open 2-
phase separator tank. A topside choke valve was mounted on top of the riser
between two pressure sensors to control the rig’s flow regimes. The inclina-
tion pipeline could be adjusted from 0◦ to 20◦. The feeding 2-phase inflow
consisted of a water pump, which could operate as a pressure or flow source,
and a choke valve after an air compressor to control the gas inflow. The air
could either be injected at the inlet of the inclination pipeline to emulate the
pipeline-riser system or at the riser bottom to emulate the well system. The
recreation of riser-induced slugs in the test rig’s pipeline-riser section was
documented in [58] and the recreation of the casing-heading slugs in the test
rig’s well section was documented in [47].

The running conditions for the test rig varied depending on the objectives
of the respective experiment, but the inlet mass flow rates operated at around
10−1 kg

s for the liquid (water) phase and 10−4 kg
s for the gas (air) phase. With

these operating conditions the open-loop bifurcation point for the topside
choke valve was located at 35%.

3.2 2nd Generation Testing facility

From the anti-slug study point of view, the second generation test rig was
designed to increase the amplitudes of the slugs, with an increased number
of measurements with improved accuracy. This was done by increasing the
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3. Testing rig

Fig. 5: Illustrative drawing of the 1st generation test rig from [58]. The actuators consist of a
air flow control valve, a centrifugal pump and a topside choke valve. The transmitters consist
of three flow transmitters (FT); two for the inflow and one for the water outflow, three pressure
transmitters (PT) and one differential pressure transmitter (DPT) over the pump.

lengths of all pipelines and the amount of transmitters and actuators. The
separation processes downstream the well-pipeline-riser system were also
included such that the test rig could now operate with the entire system
in a compatible manner. Figure 6 shows two 3D-drawings of the second
generation test rig: One with the entire setup (figure 6a) and one focusing on
the injection, pipeline-riser and separation sections (figure 6b).

The main changes for the second generation test rig are listed here:

• A closed 3-phase separator was added. The system now could be pres-
surized.

• The riser was extended from 3 to 4.5 meter.

• A 16 meter horizontal pipeline section was added.

• The topside choke valve was changed from a ball valve to a globe valve.

• More transmitters were added.
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(a) The feeding tanks are located to the left and the trans-
portation section to the right.
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(b) Zoomed figure of the inflow
and transportation sections.

Fig. 6: 3D illustrations of the 2nd generation test rig.

• The gas-lifting now could operate meanwhile the gas inflow was con-
trolled.

• An oil reservoir tank and pump was installed, to be able to run 3-phase
(oil/water/air) flow.

The most importation transmitter addition was the Coriolis combined
flow and densitometer located topside after the choke valve. The Coriolis
transmitter could monitor the slug mass flow variations acceptably, but had
increased measurement uncertainties when the gas phase was dominant (eg.
during the severe slugs’ gas surge stage). The new pressure transmitters had
a more targeted and narrow operating range, which heavily improved the
signal-to-noise ratio (SNR), which was an issue in the first generation test
rig. Furthermore, the test rig could also be pressurized, as a closed 3-phase
separator was installed on ground level downstream a vacuum pipeline after
the topside section.

On real platforms the 3-phase separators are located on the topside sec-
tion after the choke valve, but due to the physical and safety restrictions in the
laboratory it was not possible to install the separator topside. Hence the pur-
pose of installing the vacuum pipeline was to add an unflooded fall-down
section to minimize the cyclically surges as part of the siphon effect [129].
However, the vacuum pipeline still observed some small cyclic surge oscil-
lations, and the vacuum pipeline itself actually detached the transportation
and the separation systems, as the vacuum pipeline also acted like a buffer
tank prior to the actual separation process. This was a motivation to lift the
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separator to topside level in a new laboratory, which was done on the third
generation test rig.

3.3 3rd Generation Testing facility

The third generation test rig is the current existing test platform still operat-
ing at the campus laboratory. The pipeline and riser lengths are now further
extended to emulate larger slugs.

The new main additions in the third generation test rig are listed here:

• The gravity separator is now located topside downstream the choke
valve to avoid the siphon effect of the vacuum pipeline.

• The vertical riser length has been extended from 4.5 to 6 meters.

• The horizontal pipeline length has been extended from 16 to 30 meters.

• The inclination pipeline length has been extended from 4 to 12 meters.

• More transmitters have been added.

A P&ID drawing is giving an overview of the entire 3rd generation test rig
in figure 7. The P&ID diagram illustrates the entire plant-wide test rig, and
thus also the equipment extensions in the separation process downstream the
pipeline and riser sections.

An extended illustration of the reservoir can be seen on figure 8a. The
reservoir section takes care of the inflow supply related equipment including
the mixing of the water, oil and gas at the pipeline inlet. The transporta-
tion pipeline related equipment can be seen on figure 8b, where the outlet
goes into the 3-phase separator. It can also be noted that there exist sev-
eral pipeline bypassing options to operate with isolated parts of the systems,
respectively. It is possible to run each of the following subsystem configura-
tions: A pipeline, a pipeline-riser, a well, one to two separators, one to three
hydrocyclones, and any combination of the mentioned separators and hydro-
cyclones. This gives a huge flexibility as the system can, within 45 seconds
(the switch valves’ maximum opening/closing time) switch between any of
the listed configurations.

3.4 Data acquisition

The main operating objective of the test rig is to fulfill the following criteria:

• Operate in MATLAB environment, similar to what is used for the mod-
eling and controller design.

• Apply a normal PC for configuration of the running conditions and
running the experiments.
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Fig. 7: An overview P&ID drawing of the 3rd generation test rig, with the following subparts:
Reservoir, pipeline-riser, 3-phase separator, hydrocyclone and lastly a holding tank section for
fully separating the oil and water.

• Run real-time with a sampling rate faster than 30 Hz.

All data acquisition and control is performed using a standard host PC
running Simulink Real-time (xPC) through a target computer. Four National
Instruments (NI) data acquisition and output PCI cards are connected to the
target PC. All the sensors and actuators of the system are connected to these
four cards using breakout boards and screw terminals. The target PC is ded-
icated to run data capture and control experiments in real-time. It runs the
Simulink real-time target operating system compatible with MATLAB 2014a
and later and guarantees real-time simulations, which can be difficult to do
otherwise. Models can be uploaded through a direct ethernet connection
from the standard PC, and thus the standard PC can be used directly by the
operator to design the experiments.

A Simulink component has been developed for the test rig. It is useable
to acquire all the sensor signals and convert them to physical units, and is
also able to control all actuators. The component represents the entire exper-
imental facility as one block which internally includes one masked block for
each DAQ PCI-card measurement interface, and one masked block for each
DAQ PCI-card output interface.

The transmitter and actuator signals must be 0-10 V voltage signals with
anti-aliasing filtering in order to be captured by the DAQ PCI-cards. Most
of the transmitters of the system utilize passive 4-20 mA analogue current
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Fig. 8: The 3rd generation test rig’s reservoir and pipeline-riser sections, respectively.

signals. These signals are converted to voltage signals using 470 Ω ±1% re-
sistors connected between the sensor return signals and analogue ground. In
addition the filters are using capacitors in parallel, giving first-order low-pass
filters with cutoff frequency of approximately 100 Hz, which also eliminates
most of the HART digital carrier signal.

In this way the test rig can be manipulated directly from a standard PC
in the familiar MATLAB environment with fast sampling rate (100 Hz in this
case) guaranteed real-time simulations, while the online measurements can
be observed on a monitor screen connected to the target PC.

3.5 Inflow controllers

The inflow controllers are designed to control the inflow of gas, water and
oil, respectively, as observed in figure 8a. The gas inflow is controlled by a
valve after a compressor, and the oil and water phases are each separately
controlled by a pump, a valve at a reservoir-feedback pipeline and a valve to
the pipeline inlet.

It is clear that there are many possible combinations to emulate the fluid
inflow rates to the system, such as emulating flow or pressure sources. It
is critical to have fast and reliable inflow controllers to emulate realistic oil
& gas production plants. In this thesis’ experiments two inflow scenarios
are considered: (i) Emulating a flow source for both gas and liquid, and (ii)
Emulating a production well by manipulating the liquid pump voltages and
regulating the Gas Volume Fraction (GVF) with the gas inflow controller. The
GVF is calculated as:

21



GVF =
Qg

Qg + Ql
(2)

where Q is volumic flow measured in m3

s . The gas inflow valve is fast com-
pared to the time constant of the fluid dynamics and with an implemented
PID controller the gas inflow can settle down to the given setpoint within a
second.
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(a) A step test with the corresponding step responses of the water mass inflow. The imple-
mented PI controller aims for not overshooting, while keeping a relatively fast settling time
with no steady-state error.
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(b) A step test with the corresponding step responses of the water mass inflow. The air mass
inflow is varying from 0 to 18 ·10−4 kg

s as a sinusoidal wave with a 30 seconds cycle time length.
Thus, the air inflow causes a large disturbance to the water inflow controller, as the varying air
inflow corresponds to varying back pressure in the pipeline.

Fig. 9: Step responses for the water mass inflow with and without air inflow disturbance.

The water mass inflow controller is based on a PI control scheme. The
controller’s objective is to avoid output overshooting while keeping a rela-
tively fast settling time with no steady-state error. An overshoot can cause
the flow regime to change, which undesirably affects the transient behav-
ior for the pipeline flow dynamics and can even lead to a misleading flow
regime. Figure 9a shows several step responses (0.05 kg

s once every 50 sec-
ond) for the water mass inflow. The figure clearly shows that the controller
tracks the setpoint acceptably as steady-state is settled within a few seconds,
while the occasional minor overshooting is insignificant.

When disturbances are added to the system the controller is challenged
as it has to track the setpoint while rejecting the varying disturbance. In
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4. Modeling

Figure 9b a large sinusoidal air inflow is applied to the test rig. The water
inflow controller struggles to track the setpoint, with oscillations ±6%. This
is actually an acceptable result as the GVF vary from 0 to 0.78 within 15
seconds. In the experiments applied in this thesis the GVF will only be slowly
changed if not kept constant. For this reason the water inflow controller
works acceptable for reliable setpoint tracking.

4 Modeling

The modeling examined in this thesis is based on two different independent
low-dimensional control-oriented models. The two models are based on two
different modeling principles, which both will be described respectively in
chapter 4.1 and 4.2. The model extensions developed in this thesis’ work will
be examined in chapter 4.3.

4.1 Di Meglio model

The modeling principles examined in this chapter is based on [75, 76]. The
original model was developed in 2009 and further extensions have been made
since.

The model concerns a riser. The model introduces a virtual valve at the
bottom of the riser which only blocks the inflow gas if and only if the slug
occurs. This way the model can simulate the pressure accumulation induced
by the inflow gas at riser bottom.

The model consists of 3 differential equations based on mass balance prin-
ciples. Figure 10 shows the model’s geometry which consist of 3 volumes.
These are respectively the gas blocked by the virtual valve, the gas in the
riser, and the liquid in the riser. The build up of gas induced by the virtual
valve causes an increasing pressure which will cause instability.

The 3 differential equation are as follows:

ṁg,eb = (1− ε)ωg,in −ωg (3)

ṁg,r = εωg,in + ωg −ωg,out (4)

ṁl,r = ωl,in −ωl,out (5)

ωg is the flow through the virtual valve. ε determines the amount of gas
directly bypassing the virtual valve. ωl,in and ωg,in are the system inflows,
and ωg,out and ωl,out are the outflows from the choke valve and are defined
as the complete mass flow multiplied with the gas-liquid mass ratio in the
riser:

ωg,out =
mg,r

mg,r + ml,r
ωout (6)
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Fig. 10: Geometry of the riser model developed by Di Meglio in 2009 [75].

ωl,out =
ml,r

mg,r + ml,r
ωout (7)

The flow trough the virtual valve and the choke valve are described by lin-
ear function of the pressure drop over the valves. It is assumed no backflow
is present.

ωg,r = Cg

√
max(Peb − Pr,bh, 0) (8)

ωout = z · Cc

√
max(Pr,top − Ps, 0) (9)

The different pressures are calculated as follows. First the pressure in the
gas bubble generated due to the virtual valve:

Peb =
RT

MVeb
mg,eb (10)

where Veb is the volume upstream riser at which the gas can be com-
pressed. The pressure at the top of the riser is:

Pr,top =
RT

M(Vr −
(ml,r + mstill)

ρl
)

mg,r (11)

and the pressure at the bottom of the riser is:
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4. Modeling

Pr,bh = Pr,top +
g sin θ

A
· (ml,r + mstill) (12)

mstill is applied as a tuning parameter and indicates the liquid which
never leaves the riser during the slug blowout.

It is clear that the model is relatively simple with few equations. The sim-
plicity is the main advantage of the model, as it can easily be understood,
applied for model analysis and included in a model-based control scheme.
The disadvantage is that the model without any extensions only can be ap-
plied for a riser case. Besides, in [71] it was concluded that the model in
general was less accurate than other available low-dimensional slug models.

4.2 Jahanshahi-Skogestad model

The modeling principles examined in this chapter is based on [44, 71, 77].
The original model was developed in 2011 and further extensions have been
made since. The original pipeline-riser model consists of 4 states and the well
extension adds 2 extra states; thus the entire well-pipeline-riser model has 6
states. In this chapter the 4 state pipeline-riser model will be examined.

The geometry of the model considers the pipeline and riser as two sepa-
rate parts. The model consists of 4 states which are based in the mass con-
servation of liquid and gas in the pipeline and riser section, respectively.
Therefore the state equations are as follows:

ṁG1 = ωG,in −ωG,lp (13)

ṁL1 = ωL,in −ωL,lp (14)

ṁG2 = ωG,lp −ωG,out (15)

ṁL2 = ωL,lp −ωL,out (16)

Where ωL,lp and ωG,lp is the mass flow of liquid and gas from the pipeline
to the riser section. These flows can be described by a virtual valve equation.

Flow at low point:
The mass flow of gas is blocked when the bottom of the riser is filled with

liquid and the flow will be zero. This is illustrated in figure 11b

ωG,lp = 0, f or h1 ≥ hc (17)

And when it is not blocked as in figure 11a the flow is described as:

ωG,lp = KG AG
√

ρG1∆PG, f or h1 < hc (18)

where the pressure over the low point is:

∆PG = P1 − ∆Pf p − P2 − ρmgL2 − ∆Pf r (19)
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(a) Geometry of pipeline and riser when low
point is unblocked.

(b) Geometry of pipeline and riser when low
point is blocked.

Fig. 11: The switching mechanism of the Jahanshahi-Skogestad model [71].

and the area of the opening is:

AG = πr2
1

(
hc − h1

hc

)
, f or h1 < hc (20)

h1 is the height of the liquid in the bottom of the riser. hc is the height to
be filled before the bottom of the riser is blocked.

h1 = KhhcαL1 +

(
mL1 − ρLV1αL1

πr2
1(1− αL1)ρL

)
sin θ (21)

The liquid mass flow is also described by a orifice equation:

ωL,lp = KL AL
√

ρL∆PL (22)

And the pressure over the low point is:

∆PL = P1 − ∆Pf p + ρLgh1 − P2 − ρmgL2 − ∆Pf r (23)

Where the area of the opening is depending on the area of gas mass flow:

AL = πr2
1 − AG (24)

Inflow conditions:
The average liquid fraction in the pipeline can be approximated by the

following:

αL1
∼=

ρG1ωL.in

ρG1ωL.in + ρLωG.in
(25)

where the gas density can be calculated based on nominal pressure of the
pipeline:

ρG1 =
P1,nom MG

RT1
(26)
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4. Modeling

Pipeline equations:
Volume of pipeline section:

V1 = πr2
1L1 (27)

Volume of riser pipeline filled with gas:

VG1 = V1 −
mL1

ρL
(28)

Density of gas in pipeline section:

ρG1 =
mG1

VG1
(29)

Pressure in pipeline section:

P1 =
ρG1RT1

MG
(30)

Pressure lost due to friction in pipeline:

∆Pf p =
αL1λpρLU2

sl,in(L1)

4r2
(31)

With friction faction:

λp = 0.0056 + 0.5Re−0.32
p (32)

and Reynolds number:

Rep =
2ρLUsl,inr1

µ
(33)

and superficial velocity of the liquid:

Usl,in =
ωL,in

ρLπr2
1

(34)

Riser equations:
Volume of riser section:

V2 = πr2
2(L2 + L3) (35)

Volume of gas in riser section:

VG2 = V2 −
mL2

ρL
(36)

Density of gas in riser section:
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ρG2 =
mG2

VG2
(37)

Pressure in riser section:

P2 =
ρG2RT2

MG
(38)

The average liquid fraction in the riser:

αL2 =
mL2

V2ρL
(39)

mixture density in riser section:

ρm =
mG2 + mL2

V2
(40)

Pressure lost due to friction in riser:

∆Pf r =
αL2λrρmU2

m(L2 + L3)

4r2
(41)

With friction faction:

λr = 0.0056 + 0.5Re−0.32
r (42)

and Reynolds number:

Rer =
2ρmUmr2

µ
(43)

Average mixer velocity in riser:

Um = Usl2 + Usg2 (44)

Usl2 =
ωL,in

ρLπr2
2

(45)

Usg2 =
ωG,in

ρG2πr2
2

(46)

Outflow conditions:
The output flow is calculated using a orifice equation:

ωmix,out = Kpc f (z)
√

ρt(P0 − P2) (47)

where ρt is the mixed density at the top of the riser. P0 is the pressure
after the choke valve. f (z) is the valve function which is assumed linear. Kpc
is a tuning variable. The liquid output flow is found as:
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4. Modeling

ωL,out = αLm,tωmix,out (48)

And the gas output flow:

ωG,out = (1− αLm,t)ωmix,out (49)

αLm,t is the liquid fraction at the top of the riser and can be calculated as
follows:

αLm,t =
αL,tρL

αL,tρL + (1− αL,t)ρG2
(50)

The liquid fraction in the riser can by approximated to be the average of
the faction at the bottom and the top of the riser as follows:

αL,2 =
αL,lp + αL,t

2
(51)

The liquid fraction at the bottom of the riser can be calculated as:

αL,lp =
AL

πR2
1

(52)

and therefore the liquid faction at the top of the riser can be calculated as:

αL,t = 2αL2 − αL,lp (53)

The Jahanshahi-Skogestad model is slightly more complicated than the
Di Meglio model. Contrary to the Di Meglio model, this model does not
only include a vertical pipeline, but also the entire pipeline-riser (or the well-
pipeline-riser). This addition can be useful for a plant-wide system consid-
eration. Besides, the Jahanshahi-Skogestad model has the potentially to be
more accurate than the Di Meglio model [71]. The many tuning parameters
of the Jahanshahi-Skogestad model also makes it much harder to tune than
the simpler models.

4.3 Model comparison and modifications

The model tuning was weighted with the following prioritized order of model-
to-data precision for the model outputs:

1. Open-loop bifurcation point.

2. Non-slug stable steady-state value.

3. Transient behavior (based on step responses).

4. Slug average steady-state value.
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5. Maximum and minimum slug peaks.

Especially bullet point 1-3 was weighted significantly dominant in the
tuning process. It also has to be noted that it is difficult to make a good fit for
all 5 bullet points, due to the relative simple physics in the low-dimensional
models considered. To improve the accuracy, the models were extended with
some modifications.

When more accuracy was needed the Di Meglio model was replaced
with the Jahanshahi-Skogestad model, as previous literature have concluded
that this model is potentially more accurate [44, 71, 77]. This model change
improved the accuracy of the model’s flow outputs. Furthermore several
model modifications have been carried out for the models, mainly for the
Jahanshahi-Skogestad model to further improve the accuracy. The main mod-
ifications will be listed in subchapter 4.3.1, 4.3.2 and 4.3.3. Only the ball valve
characteristics in chapter 4.3.1 is applied to the Di Meglio model, where the
rest is modifications to the Jahanshahi-Skogestad model.

4.3.1 Static valve opening characteristics

In most choke valves’ data sheets the flow coefficient (Cv) can be obtained,
but this normally only applies for single phase liquids and not multi-phase
fluids. In this chapter the opening characteristics will be examined instead,
as this can be used to determine the function, f (z). The valve static opening
characteristics have been modified from the original linear form where

f (z) = z f or 0 ≤ z ≤ 1 (54)

which fits plug-and-cage valves. The first generation test rig applied a
topside ball valve, which was later modified in the second and third genera-
tion to a topside globe valve, as globe valves are the preferred control valves
in the offshore oil & gas installations. The ball valves opening characteristics
is based on the sigmoid function

f (z) =
1

1 + e−a1(z−b1)
f or 0 ≤ z ≤ 1 (55)

where a1 = 8 and b1 = 0.6 for the topside ball valve on the first generation
test rig. A ball valve is normally used for open/closed operations. One of
the advantages of ball valves is that the flow orifice in open position equals
the entire pipe cross section size, and thus induces no back pressure or the
corresponding production reduction.

The fast opening globe valve’s characteristic equation is

f (z) = a2 · eb2·z f or 0 ≤ z ≤ 1 (56)

30
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where a2 = 0.05 and b2 = 3 for the topside globe valve on the second
generation test rig. For continuous valve operations globe valves are a good
choice. The biggest limitation of using the globe valve is the relatively large
pressure drop over the valve even when fully open.

The inclusion of the valve characteristics improved the accuracy for both
models. Without this extension the model (with the linear valve character-
istics) could only be accurate to the data in a small valve opening region,
whereas the updated models now could fit most of the opening region, such
that the model is assumed to be very accurate in the entire operatinal region
(5% ≥ z ≥ 100%). To improve the accuracy for the low valve openings out-
side the operational valve region, extended valve characteristics have to be
considered.

4.3.2 Darcy friction factor

Darcy frictions are commonly applied to estimate the friction loss in the pro-
cess. The Darcy friction factor is estimated based on the Reynold number for
the given pipeline section. There exist several equations for estimating the
Darcy friction factors for pipeline. For the horizontal and inclination pipeline
equation (32) is applied and for the riser equation (57) is applied.

1√
λriser

= −1.8 · log10

((
ε

Dr · 3.7

)1.11
+

6.9
Rer

)
(57)

Furthermore, in the original Jahanshahi-Skogestad model no friction loss
is considered for the topside horizontal pipeline section (L3). This friction
loss is added in this thesis’ work. The pressure upstream the topside (globe)
choke valve (Pt,v) is derived from the topside pressure (Pt) added to the pres-
sure generated by the topside pipeline friction (Pt, f ), such that

Pt,v = Pt − Pt, f (58)

The topside valve equation now uses Pt,v instead Pt. The value of Pt,v will
vary further from Pt the longer the topside choke valve is located from the
riser top. The friction for Pt, f is calculated similarly to the riser friction in
equation (57).

The modifications in the pipeline friction loss improves the accuracy of
the model’s ability to estimate the pressure outputs precisely.

4.3.3 Added tuning parameter

Besides the added static tuning parameters added in the valve character-
istic equations, a new tuning parameter (Ka) is added for the Jahanshahi-
Skogestad model, see equation (59). Ka operates similar to the mstill tuning
parameter in the Di Meglio model, and intends to correct for how much of
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the liquid is flowing through the riser during the blowout stage of each slug
cycle.

αL,rt(t) = Ka(2αL,r(t)− αL,rb(t)) = Ka

(
2ml,r(t)

VrρL
−

AL,rb(t)
Ap,rb

)
(59)

where

1 ≥ αL,r ≥ αL,rt ≥ 0 (60)

With the addition of the new tuning parameter, the model’s pressure off-
set in the riser can be adjusted very accurately down to below one percentage
variation from the obtained test data.

5 System analysis

This chapter will examine the properties of the flow regime and bifurcation
mapping strategies in chapter 5.1 which is investigated in Paper A, B, and C,
and the Input-Output (IO) controllability model analysis in chapter 5.2 which
is investigated in Paper F.

5.1 Flow and bifurcation mapping

The traditional methods for understanding the occurrence of severe slugs are
based on flow maps and bifurcation maps [9, 130, 131]. These methods are
commonly used by process engineers and operators in the oil & gas indus-
try. The creation of the maps requires lots of experimental data [132–134],
although several studies have focused on estimating slug criteria based on
mathematical approaches, to avoid severe slugs already in the design stage
[38, 123, 133, 135–143]. However, the experimental maps can still be an indi-
cator of how severe the slugs are, how frequently they occur and how much
control effort is required for eliminating them.

The flow maps show which flow regime is present during steady-state for
specific liquids and gases superficial velocities. The superficial velocity (vsup)
is defined as:

ω

ρAcross
= vsup (61)

where Across is the cross area section over the pipeline. Figure 12 shows
the flow map for the 3rd generation test rig, where the two colors indicate the
slug (blue) and non-slug (red) regions, respectively. Riser-induced slug flow
is generally present at the low gas and liquid flow ranges, which also has
been concluded in previous literature [133, 135]. Figure 12 is focused on the
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5. System analysis

lower non-slug/slug boundaries of the flow map, however if the flow ranges
were increased the higher boundaries would be observable as well. Thus, the
entire flow map’s lower and higher boundaries indicate that the test rig can
emulate the riser-induced slugs accurately.

Fig. 12: A flow map from the 3rd generation test rig with respect to the superficial velocity of
gas and liquid, respectively. Blue is slug flow region, and yellow is the non-slug flow region.

The bifurcation map is normally obtained when the running conditions
are constant and only the topside choke valve is manipulated. Then the
output parameters (normally pressures or mass flow rates) are plotted with
respect to the valve opening. Figure 13 from Paper B shows a general Hopf
Bifurcation map, plotting the riser base pressure, where the Bifurcation point
indicates the boundary between the slug and non-slug flow regimes. It has
to be noted that the bifurcation points only indicate the steady-state output
peaks and average output values for fixed valve openings and are thus not
considering varying valve openings.

In Paper C it was observed that the Flow and Bifurcation maps influence
each other, such that a new operating condition in the flow map will effect
the bifurcation map as well. A new 3D-map is developed, which combines
the information from both traditional plots into one mapping. Here the con-
sidered output is mapped with color to visualize the effect of changing the
process’ running conditions. Figure 14 shows one of the maps developed in
Paper C. The map shows the stable surface for the three independent param-
eters: Superficial gas, superficial liquid and topside valve opening. It is clear
that the bifucation point increases for high liquid and gas flow rates. This
new plot can help operators navigate towards a stable region at which the
pressure is low and the gas and liquid inflows are within the feasible region.
Furthermore, with some minor modification the new-proposed 3D map can
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Fig. 13: A general schematic showing a Hopf Bifurcation from Paper B. The Bifurcation point is
indicating the boundary between the slug and non-slug flow regimes.

also work for closed-loop scenarios with controlled parameters, such as su-
perficial gas inflow and topside choking. In that case the stable surface will
indicate the closed-loop stable boundaries, in a similar way as figure 14 illus-
trates the open-loop stable surface. More details of the new-developed map
can be found in Paper C.

Fig. 14: Modified figure from Paper C. The new-developed 3D map with color indicating the
bottom pressure output (Pb). The data is obtained from the 1st generation test rig.

5.2 IO controllability analysis

The model analysis in this thesis is mainly based on the Input-output (IO)
controllability analysis on the individual linearzied transfer functions for
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each in- and output, respectively. Hence, the IO controllability examined in
this chapter is based on the Jacobian linearizations of the nonlinear Jahanshahi-
Skogestad slug model. The methods examined in this chapter is based on the-
ory from [50, 78, 144] and is documented in details in Paper F. Furthermore,
the results from table 2, 3, 4, and 5 are also from Paper F with minor modifi-
cations. The IO controllability is defined in definition 1 quoted from [145].

Definition 1. (Input-output) Controllability is the ability to achieve acceptable con-
trol performance, that is, to keep the outputs (y) within specified bounds or displace-
ments from their setpoints (r), in spite of unknown variations such as disturbances
(d) and plant changes, using available inputs (u) and available measurements (e.g.
Ym or din).

The applied the IO controllability analysis in this thesis is carried out
similarly to previous slugs studies, such as [43, 50, 78], where the model’s IO
controllability properties are estimated by finding the minimum achievable
maximum peak values in the frequency domain (the lower bounds of the H∞
norm) of various transfer function’s of the linearized model. The peaks are
found by obtaining the maximum value of the frequency magnitude response
known as the system’s H∞ norm,

||M||∞ = max
0≤ω≤∞

||M(jω)|| . (62)

Fig. 15: Block diagram showing the considered system including output disturbance (d) and
measurement noise (n).

Consider a linearized model where the output is y = G(s)u+ Gd(s)d with
a linear feedback controller u = K(s)(r− y− n). Here d is the disturbances,
n is the measurement noise and r is the reference setpoint. The system can be
observed on figure 15 where the closed-loop system is illustrated as a block
diagram. Thus, the closed-loop system is

y = Tr + SGdd− Tn (63)
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where S is the sensitivity transfer function, such that S = (I + GK)−1, and
T is the complementary sensitivity transfer, such that T = GK(I + GK)−1.
The control input to the closed-loop system is

u = KS(r− Gdd− n) (64)

.
For the considered configuration SG, KS, SG, S and T related to the ro-

bustness of different types of uncertainties and disturbances. It is preferred to
keep their H∞ norms as small as possible to improve system robustness [50].

5.3 Lower bounds

The lowest achievable peaks’ boundaries for the considered linearized model
in this chapter, is estimated based on the equations obtained from [144].

The lowest achievable peak values for S and T are calculated based on the
distance between the unstable poles (pi) and zero (z) of the open-loop system:

min
K
||S||∞ ≥ MS,min =

Np

∏
i=1

z + pi
z− pi

(65)

In [146] it was proved that equation (65) also can be applied for the lowest
peak boundary calculation of any T with no time delay, i.e. MT,min. Further-
more, in [146] a more general boundary calculation was presented for MIMO
systems with no time delay which also can handle multiple RHP zeros:

MS,min = MT,min =
√

1 + σ̄2(Q−1/2
p QzpQ−1/2

z ) (66)

where

[Qz]ij =
yH

z,iyz,j

zi + z̄j
, [Qp]ij =

yH
p,iyp,j

p̄i + pj
, [Qzp]ij =

yH
z,iyp,j

zi − pj
. (67)

The transfer function KS describes the relationship between n to u, and
thus considers the effect of the measurement noise and output disturbances.
The lowest peak boundary of KS is estimated according to

||KS||∞ ≥ |Gs(p)−1|, (68)

where Gs is a stable transfer function where the RHP-poles of G is mir-
rored into the LHP. When there are multiple and complex unstable poles the
peak can be calculated as

||KS||∞ ≥
1

σH
(U(G)∗), (69)
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where σH is the smallest Hankel singular value and U(G)∗ is the mirrored
image of the antistable part of G.

Where SG relates to the input disturbances and robustness against pole
uncertainty, SGd is related to the effect of output disturbances. For any single
unstable zero, the lower peak boundaries of the H∞ norms of two transfer
functions for SG and SGd can be estimated according to equation (70) and
(71):

||SG||∞ ≥ |Gms(z)|
Np

∏
i=1

z + pi
z− pi

(70)

||SGd||∞ ≥ |Gms,d(z)|
Np

∏
i=1

z + pi
z− pi

(71)

where Gms and Gms,d are the minimum phase stable versions of G and Gd
as both RHP poles and zeros are mirrored into LHP.

Similarly, the lower boundary of KSGd can be obtained from

||KSGd||∞ ≥
1

σH
(U(G−1

d,msG)∗) (72)

where U(G−1
d,msG)∗ is the mirror image of the antistable part of G−1

d,msG [50].
The pole vector of each model is obtained for optimal output selection.

A large pole vector element suggests the minimum input effort required for
stabilization. Equation (73) is applied to calculate the pole vector based on
the state-space expression’s C (output) matrix. Here t is the right normalized
eigenvector associated with the unstable RHP pole (p) such that At = pt.

yp = Ct (73)

Table 2, 3, 4, and 5 from Paper F show the IO controllability results for
the model of the 2nd generation test rig with several considered outputs and
valve opening linearization points, respectively. The lower bounded peaks
are quantified, and can thus compare the different outputs at different opera-
tional openings. The quantification can be used to get an idea of the outputs’
performance in a SISO control scheme, but it is hard to conclude exactly how
a controlled variable will perform in a control scheme as it is only a bound-
ary. Nevertheless it is clear that the topside pressure, Pt, is the worst of the
considered outputs, as the peaks are high already at low valve openings. The
topside flow transmitter, ωo, seems to be a good topside measurement alter-
native, and the pipeline inlet pressure, Pin, and the riser bottom pressure, Pb,
both perform equally well. Thus, all but Pt seem to be good for SISO control
strategies, respectively.

This IO controllability conclusion is later also observed on closed-loop
MATLAB and OLGA simulations, where Pt also is found to be the worst of
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the considered outputs for all the examined SISO anti-slug control strategies,
see table 6. All the results can be found in Paper F.

Measurement Equilibrium G(0) Pole vector ||S||∞,min ||KS||∞,min ||SG||∞,min ||KSGd1||∞,min ||KSGd2||∞,min ||SGd1||∞,min ||SGd2||∞,min
Pin [bar] 0.36 -2.62 3.67 1.00 0.05 0.00 0.17 0.32 0.00 0.00
Pb [bar] 0.35 -2.62 3.73 1.00 0.05 0.00 0.17 0.32 0.00 0.00
Pt [bar] 0.04 -2.46 1.05 1.17 0.16 1.42 0.16 0.34 0.23 0.53

ωo [kg/s] 0.18 0.00 156 1.00 0.00 0.00 0.16 0.34 0.03 32.4

Table 2: Model analysis for Z = 30 %

Measurement Equilibrium G(0) Pole vector ||S||∞,min ||KS||∞,min ||SG||∞,min ||KSGd1||∞,min ||KSGd2||∞,min ||SGd1||∞,min ||SGd2||∞,min
Pin [bar] 0.36 -1.17 3.60 1.00 0.21 0.00 0.35 0.62 0.00 0.00
Pb [bar] 0.34 -1.17 3.73 1.00 0.20 0.00 0.33 0.64 0.00 0.00
Pt [bar] 0.03 -1.10 0.58 1.88 1.31 1.44 0.32 0.68 0.23 0.53

ωo [kg/s] 0.18 0.00 192 1.00 0.00 0.00 0.32 0.70 0.03 32.4

Table 3: Model analysis for Z = 45 %

Measurement Equilibrium G(0) Pole vector ||S||∞,min ||KS||∞,min ||SG||∞,min ||KSGd1||∞,min ||KSGd2||∞,min ||SGd1||∞,min ||SGd2||∞,min
Pin [bar] 0.35 -0.44 3.58 1.00 0.69 0.00 0.89 1.57 0.00 0.00
Pb [bar] 0.34 -0.44 3.76 1.00 0.65 0.00 0.84 1.60 0.00 0.00
Pt [bar] 0.03 -0.41 0.36 3.09 6.83 0.97 0.79 1.76 0.23 0.53

ωo [kg/s] 0.18 0.00 212 1.00 0.01 0.00 0.80 1.78 0.03 32.4

Table 4: Model analysis for Z = 60 %

Measurement Equilibrium G(0) Pole vector ||S||∞,min ||KS||∞,min ||SG||∞,min ||KSGd1||∞,min ||KSGd2||∞,min ||SGd1||∞,min ||SGd2||∞,min
Pin [bar] 0.35 -0.14 3.57 1.00 2.35 0.00 2.73 4.79 0.00 0.00
Pb [bar] 0.34 -0.14 3.78 1.00 2.22 0.00 2.53 4.85 0.00 0.00
Pt [bar] 0.03 -0.13 0.24 4.74 34.6 0.48 2.40 5.41 0.23 0.53

ωo [kg/s] 0.18 0.00 223 1.00 0.04 0.00 2.42 5.47 0.03 32.4

Table 5: Model analysis for Z = 75 %

6 Anti-slug control development and results

Several control strategies have been applied in the examined work. In this
chapter a brief explanation of each individual controller will be examined,
respectively. Furthermore, the simulation and experimental results using the
controllers will also be presented.

6.1 Supervisory control

The work carried out in Paper E examines a supervisory anti-slug control
strategy with a self-learning reference and switching control scheme, for Pb
as measured output and topside choke valve opening (z) as input. Figure 16
from Paper E shows the considered control structure where the supervisory
controller’s learning algorithm updates the reference in an adaptive manner.
The supervisor detects the slug based on the output measurement (Pb), and
based on the detection decision the reference generator finds the optimal
closed-loop operating reference point. The selector switches between a set
of two PID controllers each with independent objectives: (i) Operating in the
slug region with the objective to eliminate the slug, and (ii) operating in the
non-slug region for optimizing the production rate.

The main contribution in Paper E is the control strategy involving the
self-learning reference generator and a switching control scheme, each with
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6. Anti-slug control development and results

Fig. 16: Figure from Paper E illustrating the supervisory control structure for eliminating the
slug while finding the optimal operating point with a self-learning reference procedure based
on the observed measurements.

different objectives. The experimental results show great improvement in the
production rate by implementing the proposed control strategy. This can be
observed in figure 17 where the mass flow is plotted with respect to time.
The blue line is the mass flow rate and the red line is the average mass
flow rate over four slug cycles period of time for comparing the production
rate before and after the enabling of the controller. Here, the steady-state
production rate is increased by 7.8% in average by applying the proposed
supervisory control strategy compared with the initial fully open choke valve
(and slugging) scenario.

The main limitation of the control strategy is the long learning procedure
which contributes to sensitivity to process and operating condition changes.
The learning period is linked to the detection time of the supervisor, and thus
a faster supervisor will simultaneously give a faster settling time of the en-
tire closed-loop system. This is proved in Paper E, where the settling time is
reduced from 2500 to 300 seconds by adding a correct initial reference point
and hence avoiding the self-learning period. However, the steady-state pro-
duction rate is the same for both cases. Furthermore, the switching control
strategy is not restricted to PID controllers only, and thus an improved set
of switching controllers which accomplish their respective objectives faster
with respect to time can reduce the settling time further. Hence, the pa-
per concludes that the supervisor’s detection time and the switching con-
trollers’ performances are the key parameters for evaluating the complete
control strategy’s performance.

6.2 Optimal control

Paper F examines an optimal linear control strategy implemented as a Pro-
portional–Integral–Derivative controller with low-pass filter (PIDF) controller
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Fig. 17: Figure from Paper E showing the mass outflow response for the proposed supervisory
Pb controller. The controller is activated at 200 seconds. The blue line is the measured mass flow
rate, and the red line is the average mass flow rate over 200 seconds.

with the following structure:

KPIDF(s) = Kp(1 +
1

sTi
+

Tds
Tf s + 1

) (74)

where Kp is the proportional gain, Ti is the integral time, Td is the deriva-
tive time and Tf is the time constant of the derivative filter. The filter is
essential for reducing the noise effect to the derivative part.

The controller has been automatically tuned by using an optimization
algorithm on the linearized model to minimize the weighted sum of a de-
signed cost function (J(t)) for the closed-loop input and output performance,
such that the optimization problem finds the minimum J(t) by manipulating
KPIDF using the Integrated Square Error (ISE). The cost function is shown in
equation (76) and is obtained by applying the cost from the ISE function in
equation (75) and adding an extra cost parameter |u̇(t)|:

ISE =
∫ ∞

0
(r(t)− y(t))2dt (75)

min
KPIDF

J(t) = min
KPIDF

∫ ∞

0

(
wy(r(t)− y(t))2 + wu,di f |u̇(t)|2

)
dt (76)

where r is the output reference, and wy and wu,di f are weighting values.
wy has the highest weighting prioritization over wu,di f which is adjusted to
take care of the physical rate limiter for the choke valves opening speed.

A convex optimization solver (IPOPT) is used for finding the cost func-
tion’s optimum, where the Jahanshahi-Skogestad model is linearized by Jaco-
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6. Anti-slug control development and results

bian linearization to obtain a linear model. In this way, the solver’s estimated
optimum will in fact be the global optimum for the simplified model.

Open-loop Zbi f = 23%* Non-linear MATLAB model OLGA model

Measurement
Optimal IMC H∞ Optimal Tuned IMC H∞

PIDF -PIDF Loop-shaping PIDFMATLAB PIDFOLGA -PIDF Loop-shaping
Pb [bar] 62 % 70 % 98 % 46 % 59 % ** 47 % 74 %
Pt [bar] - - 35 % - 29 % ** - 41 %

Table 6: Table from Paper F showing the controller comparison between Pb and Pt with optimal
PIDF, IMC-PIDF and H∞ loop-shaping control schemes. The table’s result entries show the

absolute maximum stable choke opening indicating the closed-loop bifurcation point for each
controller respectively.

* The open-loop Zbi f is 23.3 % in OLGA and 23.6 % in MATLAB

** The controller has been retuned in OLGA to obtain better results.

In Paper F the results show that the linear optimal PIDF control strategy
performed relatively badly compared with other examined control strategies.
This can be seen in table 6 from paper F, where both MATLAB and OLGA
simulations show the respective closed-loop bifurcation points for each of the
examined controllers. It is clear that the optimal PIDF controller performs
badly both in the MATLAB and OLGA, and that the strategy could not elim-
inate the slug outside the open-loop bifurcation point for Pt. It is suspected
that this is caused by the model linearization stage, where the model might
lose some accuracy and that the linearized model’s optimum deviates signif-
icantly from the actual non-linear model’s optimum.

6.3 Internal Model Control (IMC)

Another controller examined in Paper F is a Internal Model Control (IMC)
PIDF controller, where the traditional IMC structure is rewritten into a linear
PIDF structure. The methods for rewriting the IMC into a IMC-PIDF control
scheme are examined in [144]. In Paper F the model is linearized which
results in a second order transfer function with time delay, see equation (77).

G(s) =
ke−θs

(τ1s + 1)(τ2s + 1)
(77)

This model is used for estimating the respective P, I and D control param-
eters as shown in equation (78), (79) and (80). The filter is manually added to
the derivative part after the P, I and D values are obtained.

Kp =
1
k

τ1

τc + θ
(78)

Ti = min(τ1, 4(τc + θ)) (79)

TD = τ2 (80)
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τc is the only tuning parameter and τc ≈ θ. Table 6 shows that the IMC-
PIDF controller performs better than the optimal PIDF controller. However,
for Pt the IMC-PIDF controller can not eliminate the slug above the open-loop
bifurcation point. Like for the optimal PIDF controller, the bad controller
performance is suspected to be caused by the linearization where the model
might lose too much information for effective anti-slug control. Furthermore,
model reduction is used, where the half rule from [144] is applied, such that
the two zeros from the original linearized model is reduced to a time delay
(θ). This model simplification can also have been a reason for the relatively
bad controller performance with the non-linear models.

6.4 Robust control

Robust control is a branch of control theory which handles design of con-
trollers by explicitly dealing with uncertainties [147]. The robust control
methods are designed to achieve an acceptable robust performance and sta-
bility, provided that the uncertain parameters and/or disturbances are found
within some bounded set [148]. Robust controllers are static and thus does
not adapt to variations (unlike adaptive controllers), which can be useful if
the given model uncertainties are unknown but bounded.

Robustness to parametric and input disturbances is a desired feature for
anti-slug controllers, as the slug’s chaotic behavior often challenges the ac-
curacy of the controller, due to the model uncertainties, which can change
the closed-loop performance significantly [64,65]. For this reason robust con-
trollers have proven effective for eliminating the slugs in uncertain condi-
tions [63, 104, 149]. The cost for robustifying the system is the performance
for the closed-loop performance for the nominal plant. Thus a trade-off be-
tween nominal performance and robustness have to be made for any robust
control scheme.

6.4.1 H-infinity Loop-shaping

There are many different robust controllers, and in [63] a comparison between
different anti-slug controllers was carried out, and it was concluded that the
H∞ Loop-shaping controller performed well for slug tasks. For this reason
the controller comparison in Paper F also includes the H∞ Loop-shaping con-
trol strategy.

H∞ loop-shaping is based on the perturbed plant model Gp to maximize
the stability margin for model uncertanties. The normalized left coprime
factorization of G is

G = M−1N. (81)
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6. Anti-slug control development and results

For simplification, the subscript of M and N is not included. Hence, the
perturbed plant model is

GP = (M + ∆M)−1(N + ∆N). (82)

Here ∆M and ∆N are stable transfer functions which represent the uncer-
tainty in the nominal plant model. The controller’s objective is to stabilize a
list of perturbed plants, defined by

GP =
{
(M + ∆M)−1(N + ∆N) : ‖[∆N ∆M]‖∞ < ε

}
(83)

Hence, the closed-loop feedback system is stable if and only if the nominal
feedback system is stable and

γK
∆
=

∥∥∥∥[ K
I

]
(I − GK)−1M−1

∥∥∥∥
∞
≤ 1

ε
(84)

where ε > 0 is the stability margin and γK is the H∞ norm. When γK is
small the stability margin, ε, is equivalently large. Now K can be obtained by
solving two algebraic Riccati equations [63].

In table 6 it is clearly observed that the H∞ loop-shaping controller gives
the largest closed-loop bifurcation points for both Pb and Pt in both MATLAB
and OLGA simulations. An interesting observation, which is not included
in Paper F, is that the classical loop-shaping (before the robustification) per-
forms worse than the H∞ loop-shaping controller in most of the considered
simulation results, although the classical loop-shaping obviously performs
best for the linearized nominal plant. This indicates that the bounded model
uncertainties included in the H∞ control design are an improved description
of the model when the linearized model is used for the control design.

6.5 Discussion

The considered controllers show that a self-learning supervisory controller
can operate close to the closed-loop system’s stable boundaries and that the
supervisor is not restricted to a specific controller. The limitation is the su-
pervisor’s detection time, which can be improved by reducing the slug su-
pervisor’s detection threshold value. Essentially, the determination of the
threshold is a trade-off between detection time and sensitivity to false detec-
tions.

The supervisory control scheme can operate in combination with all the
controllers examined in chapter 6.2, 6.3, and 6.4.1. From the considered con-
trol simulations, the H∞ Loop-shaping controller performs well in an uncer-
tain environment while the nominal performance also is acceptable. How-
ever, the stability margin has to be robustified significantly when large model
uncertainties are present.
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7 Electrical Resistance Tomography (ERT)

Paper D examines an alternative measurement principle for slug detection
based on experiments with a new transmitter. The proposed transmitter is
based on a tomography principle which measures the electrical resistance
over a pipeline’s cross area section; Electrical Resistance Tomography (ERT).
Furthermore, the paper also investigates how the ERT can operate as the
measurement in a feedback control strategy. A fast slug detection method is
motivated by the supervisory control strategy examined in Paper E, where it
is concluded that a fast slug detection is critical for a reduced settling time.

The ERT principle over a pipeline can be observed in figure 18 from paper
D. During the first sample the first probe is actively sending out a current
signal over the pipeline cross area section. This is illustrated by the red line.
During the second sample the second active probe is providing the current
signal and the blue line indicates the signal running through the pipeline
during that sample. It is clear that when the probes are active in turns, and
the rest of the probes are passive, receiving the signal from the active probe.
Thus, after all probes have been active once, a grid over the pipeline cross
area section can be visualized. The grid resolution is depending on the total
number of probes.

Fig. 18: Figure from Paper D. The cross area section of a 3-phase pipeline with the 12 probes,
where it is shown how the probes in turn switches between being active, while the rest are
passive.
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7. Electrical Resistance Tomography (ERT)

The experimental stand-alone testing facility is a closed flow loop and is
shown in figure 19 from Paper D and the ERT transmitter can be observed
in figure 20b. The stand-alone testing facility has inflow pumps, valves and
multi-phase meters for the water and gas installed, respectively. Furthermore,
pressure measurements are installed up- and downstream the ERT transmit-
ter and a coriolis flow meter is installed downstream the ERT transmitter for
measureing the multi-phase flow. The ERT transmitter itself consists of 12
probes installed on a transparent PVC pipeline, and hence 12 samples are re-
quired for one cross area section map. The map consists of 132 measurements
and the sampling frequency is 1000 Hz. Thus a cross area section map can
be obtained with a frequency of 83 Hz, which is sufficient for monitoring the
multi-phase flow dynamics. The data acquisition (DAQ) is achieved through
Simulink Real-Time similarly as in chapter 3.4.

Fig. 19: Figure from Paper D. A P&ID diagram of the stand-alone multi-phase testing facility for
examining new equipment.

(a) A 3D drawing of the pipeline with the 12
ERT probes.

(b) A photo of the transparent PVC pipeline
where the ERT transmitter is installed. Red
wires are connected to each of the 12 probes.

Fig. 20: The experimental ERT transmitter on a horizontal pipeline.

The results are obtained based on water and air 2-phase experiments,
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and thus the oil phase is not included. It has to be presumed that the liq-
uid phases are well-mixed (the oil and water is one homogenious media)
and the oil-to-water ratio is low. The experiments in Paper D show that the
the average resistance over the pipeline cross area section measured by the
ERT transmitter can identify different slug cycles. The ERT measurements
can detect the slug independently of the slug frequencies and faster than the
topside pressure transmitter. However, the ERT is more sensitive to the gas
penetration, especially during the gas blow-out. The ERT transmitter’s abil-
ity to detect slug is observed to be equivalent to the flow meter. Paper D
concludes that the results indicate that the ERT principle can be an effective
method to detect the slug, but not necessarily better than a topside pressure
transmitter.

8 Impact on separation performance

Paper G investigates how the severe riser-induced slugs influence the tra-
ditional downstream separation process. Figure 4 shows the traditional de-
oiling configuration on offshore platforms, consisting of a 3-phase gravity
separator and a de-oiling hydrocyclone physically linked to the gravity sep-
arator’s water outlet. The 3-phase gravity separator separates the gas from
liquid, and most of the oil from water. In this way the gravity separator has
one multi-phase inlet and three single-phase outlets. However, the produced
water at the water outlet cannot be discharged directly into the ocean when
the produced water includes more than the legal hydrocarbon discharge re-
strictions [105,109,110]. For this reason a downstream de-oiling hydrocyclone
is installed to separate the oil from the water down to below the legal thresh-
old value. This configuration is emulated in the 3rd generation test facility
(see section 3.3). Thus, different pipeline-riser flow regimes are tested in Pa-
per G, to observe the relationship between the riser-induced slugs and the
separation performance.

A water level controller is implemented on the gravity separation. Here,
the inflow’s relationship to the water outlet is critical to the downstream hy-
drocyclone, as the inflow can be manipulated by a topside choke valve and
the outflow feeds the hydrocyclone. Assuming all other running conditions
are constant and the initial water level is equal to the controller reference
(levelw,init = re fw,level), if a perfect (infinity fast) water level controller is in-
stalled in a gravity separator, the separator’s water mass inflow (ωsep,l,in)
will at any point in time be equal to the separator’s water mass outflow
(ωsep,w,out). In reality there will be a time delay between the in- and outflow
fluctuations.

Paper G considers several scenarios with no, open-loop, and closed-loop
anti-slug control strategies, using the choke valve at the topside riser. The
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8. Impact on separation performance

overall conclusion is that the severe riser-induced slugs play a significant role
in the performance of both the gravity separator’s water level and the hydro-
cyclone’s pressure drop ratio (PDR) controllers’ tracking abilities. Hence, the
paper confirms that a stable separator inflow is crucial for acceptable PDR
setpoint tracking. When slugs enter the gravity separator, the level controller
tries to maintain the water level’s reference point, and thus the water out-
let flow varies equivalently to the inlet flow with subject to amplitude and
frequency. Hence, the hydrocyclone’s inlet flow will also vary proportion-
ally to the gravity separator’s inlet flow. It is experimentally observed that
the PDR controller easily saturates the hydrocyclone’s overflow valve, and
correspondingly cannot track the PDR reference point.

Figure 21 from Paper G shows a comparison between the PDR’s steady-
state distribution of no, open-loop and closed-loop anti-slug control solutions
for scenario 2 in paper G. It is clear that the open- and closed-loop control
strategies both result in narrower PDR values than for the fully open case. It
indicates that the non-slugging flow regime will cause smaller fluctuations in
the PDR value. It can also be noted that there is an offset in PDF peaks from
the PDR setpoint which is caused by the saturation of the overflow valve.

Fig. 21: Figure from paper G. The pressure drop ratio’s (PDR) steady-state distribution compar-
ison between no, open-loop and closed-loop anti-slug control solutions for scenario 2 in paper
G.

The overall conclusion in Paper G is that the elimination of severe riser-
induced slugs is important for acceptable PDR tracking, due to the gravity
separator’s and the de-oiling hydrocyclone’s sensitivity to the gravity sepa-
rator’s inflow. The separation efficiency is not measured and thus it is hard
to determine the riser-induced slugs’ exact effect to the de-oiling efficiency.
However, it is observed that the hydrocyclone overflow valve saturated when
the PDR fluctuated too much, which is undesired for the separation perfor-
mance.
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9 Conclusion

This thesis considers the severe slugs in offshore multi-phase well-pipeline-
riser processes in oil & gas installations; the physical phenomenon, the chal-
lenges that arises with the severe slugs, a theoretical and experimental open-
and closed-loop process investigation, slug elimination and anti-slug control
strategies, as well as instrumentation and equipment analysis.

The main contributions in this thesis lies within the state-of-the-art and
future challenges in Paper A and B, the open-loop system analysis in Paper
C, the transmitter investigation in Paper D, the new-proposed supervisory
control strategy in Paper E, the IO controllability and control comparison
in Paper F, and the examination of severe slugs effect to the downstream
separation processes in Paper G.

In Paper A and B the severe slugs in well-pipeline-riser processes is ex-
amined. Based on a detailed literature review it is concluded that the main
problem with existing anti-slug control strategies is the lack of robustness to
the changing and uncertain process running conditions. Furthermore, it is
concluded that the worldwide severity rate of the slugs will increase in the
future due to the deeper production wells and risers, as well as the decrease
in reservoir pressure at mature wells. Thus, the industry will in the future
demand effective and inexpensive ways to eliminate the severe slugs.

Paper C shows that the bifurcation maps and flow maps are dependent
on information from each other. Hence, a new 3D map is proposed and
experimentally investigated. It combines the information of the traditional
flow and bifurcation maps, such that the new-proposed map contains more
information than the existing respective methods. The map can be applied
by operators for a full process understanding, both considering the flow rates
and the manipulation variables. Furthermore, the 3D map can be used for
closed-loop cases as well, which significantly improves the applicability for
control engineers.

In Paper D an ERT transmitter is implemented on a closed flow loop test
facility emulating a topside horizontal platform. The ERT is considered a
cost-effective slug detection alternative to the existing measurements on off-
shore oil & gas installations. The paper’s results show that the ERT method,
using the average electrical resistance over the cross area section, can detect
severe slugs better than a topside pressure transmitter, when the multi-phase
flow is well-mixed and the oil-to-water ratio is low. However, it is also con-
cluded that the gas surge stage causes fluctuation in the ERT measurements,
which is hard to distinguish from no production rate (where the is little liq-
uid in the topside section). For this reason it is concluded that the average
resistance over the pipeline cross area section is not necessarily a better slug
detection option than the existing transmitters, such as topside flow meter
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9. Conclusion

or pressure transmitter. However, other image processing methods might
improve the detection reliability of the ERT technique.

In Paper E a supervisory control strategy is proposed, with a self-learning
reference procedure and a switching control structure. The supervisor’s ob-
jective is to detect the slug in a fast and reliable manner, the self-learning
reference procedure aims at finding the optimal operation point based on the
supervisor’s decision, and the switching between two controllers are imple-
mented for (i) eliminating the slug, and (ii) optimizing the production. It is
concluded that the entire control strategy improves the production rate sig-
nificantly and that the self-learning reference does not demand the offshore
operator to pick a reference point. However, the strategy is limited by the
detection time of the supervisor as well as the performance of each of the
switching controllers, respectively.

In Paper F a IO controllability analysis is carried out to examine several
system outputs, respectively. Pt can eliminate severe slugs, but not at large
valve openings. Instead Pin, Pb, and ωout all seem to be better for anti-slug
control outputs. That is also observed in simulations in the non-linear MAT-
LAB and OLGA simulations where all examined control strategies with Pb
perform better than with Pt. Furthermore, H∞ loop-shaping performs bet-
ter than the examined optimal PIDF and IMC-PIDF, both with and without
included input and parametric disturbances.

Paper G investigates the slugs’ effect on the downstream separation ef-
ficiency. The traditional PWT separation facilty, consisting of a gravity sep-
arator and a de-oiling hydrocyclone, is influenced by especially the varying
mass inflow to the separator. The fluctuating flow is sent directly through the
separator to the downstream hydrocyclone at the water outlet due to the im-
plemented water level controller. The hydrocyclone’s PDR controller is easily
saturated when the inflow is varying. All in all the occurrence of severe slugs
heavily reduces the PWT separation process’ efficiency.

The overall conclusion is that designing an effective anti-slug control strat-
egy is a complicated task, but essential for consistent production operation,
as the severe slug both significantly reduces the production rate and com-
plicates the downstream separation process. Supervisory control can be an
effective anti-slug stategy if a fast and reliable detection algorithm is imple-
mented. Pt can be used as measurement in riser-induced anti-slug control
schemes, however Pin, Pb, and ωout are all better alternatives. Furthermore, a
robust controller strategy, such as H∞ loop-shaping, seems to be an effective
approach for handling the uncertain operating process conditions as the low-
dimensional models often lack some accuracy due to the chaotic behavior of
the severe slugs. It can also be concluded that a sub-optimal controller can
be preferable, as operation with large valve openings reduces the closed-loop
systems’ robustness while not improving the production rate significantly.
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