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Nonlinear optical response of relativistic energy bands: Application to phosphorene
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and Center for Nanostructured Graphene (CNG), DK-9220 Aalborg Øst, Denmark

(Received 5 April 2017; revised manuscript received 17 May 2017; published 12 June 2017)

The energy dispersion relation of massive relativistic particles is characterized by a gradual transition
from parabolic to linear momentum dependence. A similar pseudorelativistic behavior is found in the energy
bands of certain two-dimensional semiconductors. Focusing on phosphorene, we investigate the response of
pseudorelativistic electrons to electromagnetic fields. It is demonstrated that a near-analytical expression for the
induced current containing the field to all orders can be obtained. We analyze the harmonic content of the current
and study the field-, frequency-, and band-gap dependence of the nonlinear response. A detailed analysis of
third-harmonic generation and saturable absorption is made.

DOI: 10.1103/PhysRevB.95.235419

I. INTRODUCTION

The intense research in two-dimensional materials has un-
covered several cases of pseudorelativistic band structures. By
far the most prominent example is graphene, in which carriers
behave as massless Dirac fermions [1]. This picture emerges
from the band structure, which resembles a perfect cone near
the so-called “Dirac point” so that the energy depends linearly
on momentum. Several instances of isotropic massive Dirac
fermions have been discovered including graphene/boron-
nitride heterostructures [2] and nanostructured graphene [3–6].
A newcomer to this family is phosphorene, in which carriers
to a good approximation behave as anisotropic massive Dirac
fermions. Hence, along the armchair direction (x in Fig. 1)
the band structure is that of a massive (but light) Dirac
fermion, whereas the effective mass of carriers in the zigzag
direction (y in Fig. 1) is quite large [7–10]. This difference
in carrier character manifests itself in the form of highly
anisotropic optical and electronic properties [11–15]. The
linear optical response of phosphorene has been studied both
experimentally [12,13] and theoretically [14,15], revealing
pronounced absorption near the band gap for the armchair
direction, in contrast to a near transparency for the zigzag
direction.

Recently, the nonlinear optical response of phosphorene
has been measured [16–18]. Hence, strong third-order non-
linearities have been found in saturable absorption [16] and
third-harmonic generation [17,18]. These results call for a
theoretical interpretation of the nonlinear response and, in
particular, the role of the unusual band structure. A full
theoretical investigation of phosphorene nonlinearities would
involve both inter- and intraband contributions [19,20]. In the
present work, we focus on the intraband part that is expected
to dominate the low-frequency response of doped material.
If only a single band is involved, the nonlinear response at
arbitrary order can be obtained almost analytically. In fact,
in the relaxation-time approximation, the quantum density
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matrix and the semiclassical Boltzmann formalisms lead to
identical results. Thus, we utilize the recent semiclassical
analytical formulation by Peres et al. [21] and Mikhailov
[22] in the present work. As shown by Mikhailov, the optical
response of a parabolic band is strictly linear independently
of the field strength [22]. A pseudorelativistic energy band, in
contrast, leads to nonlinearities of all orders. We verify that,
in phosphorene, all odd orders are present while even orders
vanish as expected for a centrosymmetric material. Moreover,
we investigate the relative intensities of harmonics in high-
harmonic generation as a function of field frequency and
intensity. We provide a numerical estimate for the magnitude of
the intraband third-harmonic generation response and compare
to the purely interband contribution.

II. THEORETICAL FRAMEWORK

We start by briefly recapitulating the essential properties
of the phosphorene band structure. We will focus on the
monolayer case but the important conclusions hold for few-
layer and bulk structures as well. In Fig. 1, the phosphorene
band structure in the π - electron approximation is displayed.
It has been computed using density-functional-based tight
binding [23] in a pz- orbital basis [24,25], but qualitatively
similar results are found in density-functional theory [26]. We
have used bulk parameters [27] for the monolayer geometry
and taken the covalent radius needed in the tight-binding
parametrization to be 2.08 Å. In the present context, the crucial
feature is the pseudorelativistic energy bands, in particular,
along the � → X direction. Thus, both valence and conduction
bands are initially (near �) parabolic, but quickly become
nearly linear, the hallmark of Dirac fermions. The effective
electron and hole masses for the � → X direction are found
to be 0.176 and 0.182, respectively, in units of the free-electron
mass. The corresponding values for the � → Y direction are
much greater, i.e., 1.27 and 1.30, respectively.

The dispersion of the lowest conduction and highest valence
bands versus momentum �p is readily rationalized using a
two-band pseudorelativistic Hamiltonian. In terms of the
Pauli matrices σi , a two-dimensional material with anisotropic
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FIG. 1. Tight-binding band structure of monolayer phosphorene
(solid lines). The dotted and dashed lines are fits to relativistic energy
bands. The atomic structure is shown in the inset.

band velocities and a momentum-dependent mass term is
characterized by the Hamiltonian

H = vxpxσx + vypyσy + �( �p)σz

=
(

�( �p) vxpx − ivypy

vxpx + ivypy −�( �p)

)
, (1)

with eigenvalues E = ±
√

�2( �p) + v2
xp

2
x + v2

yp
2
y . An ex-

tremely accurate fit to the tight-binding conduction band can
be found by taking �( �p) = � + w2

yp
2
y and is shown by the

dotted line in Fig. 1. Unfortunately, the quartic term appearing
in the energy dispersion renders an analytical approach to
the nonlinear response impossible. However, we focus in the
present work exclusively on dilutely doped samples, for which
the Fermi level is close to the band edge. Thus, we may
approximate by taking �( �p) = � a constant independent of
momentum. The fit shown by the dashed line in Fig. 1 yields
� = 1.0 eV, vx ≈ 1.0×106 m/s, and vy ≈ 0.37×106 m/s.
Below, we show that for x-polarized light the parameter vy

enters into the results only via the doping density n. As
the current is simply proportional to n, the value of vy is
unimportant for the relative intensity of harmonic orders. We
will ignore excitonic effects in the present work assuming that
free carriers introduced through doping will effectively screen
the Coulomb effects.

We proceed by discussing the connection between the
semiclassical Boltzmann approach and the full quantum-
mechanical one. Generally, both intraband and interband
transitions contribute to the optical response. A convenient
tool to describe these contributions as well as their mixing
is provided by the density-matrix ρ formalism [19,20]. For a
two-band system consisting of a valence (v) and conduction
(c) band, the entries in this matrix are the diagonal band
populations fv = ρvv and fc = ρcc as well as the coherence
ρcv = ρ∗

vc. Their time evolution is governed by the Liouville
equation describing the coupling to the optical field �F (t),
which we take to be polarized along the x direction, i.e.,
�F = F x̂. Decoherence can be added to the dynamics in

various ways. In the relaxation time approximation, it is

assumed that the density-matrix elements relax toward their
thermal equilibrium values with a characteristic decay rate. As
such, the coherence vanishes in thermal equilibrium whereas
the populations are given by the Fermi-Dirac distribution
f0( �p) that depends on momentum via the energy Ev,c( �p). In
the absence of Coulomb effects, the Liouville equations for
coherence and conduction band population read as [19,20,28]

∂ρcv

∂t
+ iωcvρcv = ieF (t)

h̄
xcv(fc − fv) + eF (t)

×
{

i

h̄
(	cc − 	vv)ρcv + ∂ρcv

∂px

}
− γ̃ ρcv,

(2)

and
∂fc

∂t
= ieF (t)

h̄
(xvcρcv − xcvρvc) + eF (t)

∂fc

∂px

− γ (fc − f0).

(3)

Here, h̄ωcv = Ec − Ev is the band-to-band transition energy
and xcv is the interband dipole matrix element. Also, 	ii is the
Berry connection and, finally, γ and γ̃ are phenomenological
relaxation rates for the conduction band population and the
coherence, respectively. An equation analogous to Eq. (3) can
be written for the valence band population.

We now make the crucial assumption that intraband con-
tributions dominate. This scenario is expected to be realistic
provided (i) the material is doped such that the Fermi level lies
within a band or close to the band edge, (ii) the optical photon
energy h̄ω is much smaller than the band gap (1.95 eV in the
present model; see Fig. 1). We assume n doping in accordance
with recent experimental work [29] so that the relevant band
is the conduction band. Hence, ignoring completely all effects
of the valence band leads to

∂fc

∂t
= eF (t)

∂fc

∂px

− γ (fc − f0). (4)

This equation is identical to the semiclassical one studied by
Peres et al. [21] and Mikhailov [22] and we will adopt the
explicit solution given in Refs. [21,22] here. Briefly, Eq. (4) is
Fourier transformed in momentum, which leads to a first-order
differential equation in time. This equation is solved using
standard techniques and the solution is then transformed back
to momentum space. This in turn leads to the current

jx(t) = − eγg

4π2h̄2

∫
∂E

∂px

∫ t

−∞
f0( �p + e �A(t,t ′))

× e−γ (t−t ′)dt ′d2p. (5)

Here, g = 2 is the spin degeneracy and, assuming a monochro-
matic field F (t) = −E0 sin ωt , we have the vector poten-
tial �A(t,t ′) = − ∫ t

t ′
�F (t ′′)dt ′′ = − x̂(E0/ω)(cos ωt − cos ωt ′).

In the case of a pseudorelativistic energy band following
Eq. (1), the current becomes

jx(t) = −eγgv2
x

4π2h̄2

∫
px√

�2 + v2
xp

2
x + v2

yp
2
y

×
∫ t

−∞
f0( �p + e �A(t,t ′))e−γ (t−t ′)dt ′d2p. (6)
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FIG. 2. Transformation of the anisotropic Dirac cone into an
isotropic one by scaling of the y momentum.

In order to evaluate this integral, it is convenient to introduce a
scaled py coordinate given by p̃y = (vy/vx)py . As illustrated
in Fig. 2, this transforms the anisotropic Dirac cone into an
isotropic one. Moreover, the Fermi level now produces a circle
rather than an ellipse in momentum space. The radius of this
circle is the Fermi momentum pF as shown in Fig. 2.

In addition, we write p̃x = px + eA(t,t ′) so that

jx(t) = − eγgv3
x

4π2h̄2vy

∫ t

−∞

∫
p̃x − eA√

�2 + v2
x(p̃x − eA)2 + v2

xp̃
2
y

× f0(p̃x,p̃y)d2p̃e−γ (t−t ′)dt ′. (7)

This form clearly demonstrates the importance of the relativis-
tic energy dispersion for the harmonic content of the current.
Thus, for a Schrödinger fermion with parabolic dispersion,
the square root in the denominator above is replaced by
the constant �. Considering then the factor p̃x − eA in the
numerator, only the last (field-dependent) term contributes
to the current because f0(p̃x,p̃y) is an even function of
p̃x . In turn, this demonstrates that the full current becomes
proportional toE0 and hence the response is strictly linear in the
field.

Next, we turn to the evaluation of Eq. (7) and the
detailed role of the relativistic energy dispersion. In the low-
temperature limit, the Fermi-Dirac distribution is a step func-
tion f0(p̃x,p̃y) = �(p2

F − p̃2) with vxpF = (E2
F − �2)1/2.

We normalize by the Fermi momentum and write x = p̃x/pF ,
y = p̃y/pF , � = −eA/pF , and δ = �/vxpF so that

jx(t) = −eγgv2
xp

2
F

4π2h̄2vy

∫ t

−∞

∫
x + �√

δ2 + (x + �)2 + y2

×�(1 − x2 − y2)dxdye−γ (t−t ′)dt ′. (8)

This expression is mathematically identical to the ones
derived in Refs. [21,22] except for the δ term in the square

root. The prefactor can be related to the electron density
given by

n = g

4π2h̄2

∫
f0( �p)d2p = gvx

4πh̄2vy

p2
F . (9)

Hence,

jx(t) = −enγ vx

π

∫ t

−∞

∫
x + �√

δ2 + (x + �)2 + y2

×�(1 − x2 − y2)dxdye−γ (t−t ′)dt ′. (10)

We introduce s = γ (t − t ′) and write A(t,t ′) =
(2E0/ω) sin(ωs/2γ ) sin[ωt − (ωs/2γ )]. Hence, � = −a sin z,
where a = (2γF/ω) sin(ωs/2γ ) with F = eE0/(γpF ) and
z = [ωt − (ωs/2γ )]. In this manner, doing the momentum
integral as in Ref. [22] leads to

jx(t) = envx

∫ ∞

0

a sin z√
1 + δ2 + a2sin2z

× 2F1

[
1

4
,
3

4
,2;

(
2a sin z

1 + δ2 + a2sin2z

)2]
e−sds. (11)

This result provides a near-analytical expression for the current
including contributions from all orders in the field. From the
dependence on the field via a it is apparent that only odd orders
appear. To extract particular Fourier components, we follow
Mikhailov [22] and introduce generalized conductivities σ2m+1

with m a non-negative integer. Hence, the amplitude of the
current component oscillating at a frequency ω2m+1 = (2m +
1)ω is written as j2m+1 = σ2m+1E0 with

σ2m+1 = envx

E0

∫ ∞

0
aB2m+1(a) exp

(
i
ω2m+1s

2γ

)
e−sds

= σ0
2γ

ω

∫ ∞

0
B2m+1

[
2γF
ω

sin

(
ωs

2γ

)]
sin

(
ωs

2γ

)

× exp

(
i
ω2m+1s

2γ

)
e−sds. (12)

Here, σ0 = e2nvx/(γpF ) and

B2m+1(a) = 4

π

∫ π/2

0

sin z sin[(2m + 1)z]√
1 + δ2 + a2sin2z

× 2F1

[
1

4
,
3

4
,2;

(
2a sin z

1 + δ2 + a2sin2z

)2]
dz. (13)

Note that these conductivities are functions of the field
strength as well as frequency. To extract low-field perturbative
approximations, we utilize the Taylor expansion

2F1

[
1

4
,
3

4
,2; x

]
= 1 + 3

32
x + 35

1024
x2 + O(x3). (14)
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Thus, the first three conductivities in the low-field limit F 	 1 are

σ1 = σ0
γ

(1 + δ2)1/2(γ − iω)
, σ3 = σ0

3F2γ 3(1 + 4δ2)

16(1 + δ2)5/2(γ − iω)(γ − 2iω)(γ − 3iω)
,

σ5 = σ0
15F4γ 5(−1 − 12δ2 + 24δ4)

128(1 + δ2)9/2(γ − iω)(γ − 2iω)(γ − 3iω)(γ − 4iω)(γ − 5iω)
. (15)

Near the band edge, i.e., at EF = �, phosphorene is charac-
terized by a nearly parabolic energy dispersion. Hence, the
relativistic energy band resembles that of a nonrelativistic
Schrödinger fermion. As discussed above, we then expect the
nonlinear response to be greatly reduced. The parabolic limit
can be reached by increasing the mass term � so that δ → ∞.
In this limit, the perturbative expressions in Eq. (15) above
show that σ2m+1 ∝ δ−(2m+1). Hence, the higher harmonics are
severely suppressed in this limit, as expected.

In the extreme high-field limit F � 1, the δ factor becomes
irrelevant and the response approaches that of massless
graphene. Hence, the conductivities are approximated by

σ2m+1 ≈ σ0
4

π (2m + 1)F

∫ ∞

0
sgn

[
sin

(
ωs

2γ

)]

× exp

(
i
ω2m+1s

2γ

)
e−sds

= σ0
4

π (2m + 1)
(
1 − i

ω2m+1

2γ

)
tanh

(
πγ

ω

)
F

. (16)

Hence, all orders display the same F−1 field dependence in
this limit. The sgn[sin(...)] factor is a hallmark of the linear
graphene dispersion [30].

It is clear, however, that neglecting interband transitions
is no longer valid in the extreme high-field limit. A strong
field will induce tunneling across the band gap whenever the
field energy is large enough. The intraband regime is restricted
by the Keldysh parameter γK that is determined by the ratio
between energy gap and period-averaged field energy [31]. In
the relativistic case [32] adapted to phosphorene,

γK = mevxω

eE0
. (17)

Here, me = �/v2
x is the effective band mass. The intraband

regime is restricted to γK > 1. In terms of the normalized field,
this means F < δω/γ ≡ FK . For fields above this limit, the
intraband response must be supplemented by interband effects.

To compare the intra- and interband responses, we consider
the third-harmonic generation (THG) process. The purely
interband contribution to THG in an intrinsic two-band
semiconductor is given in Ref. [33]. We will take both the
incident field and the induced response to be polarized along
the armchair direction. Converting dipole to momentum matrix
elements, one finds for a two-dimensional system

χ
(3)
inter = ge4h̄2

π2ε0m4d

∫ |pvc|4
E3

cv

(
E2

cv − 9h̄2ω2
)(

E2
cv − h̄2ω2

)d2p,

(18)

with ε0 the vacuum permittivity and d = 5.239 Å the interlayer
distance [27]. An analytical estimate can be found if we
approximate (i) the interband momentum matrix element pvc

by the value at the � point p� and (ii) band-to-band transition

energy by Ecv ≈ 2
√
�2 + v2

xp
2
x + v2

yp
2
y using the Dirac model.

We then find

χ
(3)
inter = ge4h̄2|p�|4

64πε0m4vxvy�5d
F

(
h̄ω

2�

)
, (19)

where

F (z) ≡
∫ ∞

0

x

(1 + x2)3/2(1 + x2 − 9z2)(1 + x2 − z2)
dx

= 1

216z5
{24z − 27tanh−1z + tanh−13z}. (20)

In the low-frequency limit, F (z) = 1
5 + 10

7 z2 + O(z4). Using
a commutator relation, the momentum matrix element can be
written p� = imEgx�/h̄, where Eg ≈ 2� is the band gap and
x� is the transition-dipole moment. From a numerical evalua-
tion using the tight-binding approach, one finds |x�| ≈ 4.1Å
close to the armchair lattice constant 4.376 Å [27]. We will ap-
ply this approach to evaluate the interband susceptibility below.

III. RESULTS

We aim to apply the theory to phosphorene as a prototypical
pseudorelativistic material. In fact, much of the developed
theory is rather generic in that the normalized conductivity
σ2m+1/σ0 depends on a very limited number of dimensionless
parameters: ω/γ, δ, and F . It is important to bear in mind,
though, that the theory is valid only at low photon energies.
Hence, assuming a damping rate of h̄γ = 0.05 eV the ratio
ω/γ should not exceed 20 to keep the photon energy below
half the band gap. A damping rate of this magnitude will be
assumed in all plots below. Also, a relatively high doping
level is required to ensure a dominating intraband response
and throughout we will assume that EF lies 0.1 eV above the
conduction band edge �. We start by investigating the field
dependence of the current harmonics for a fixed frequency.
This scenario corresponds to a typical high-harmonic genera-
tion experiment, in which a fixed laser frequency is applied. We
have considered two cases in Fig. 3: h̄ω = 0.2 eV (upper panel)
and h̄ω = 1.0 eV (lower panel). At these photon energies, the
critical (Keldysh) field strengths are FK ≈ 9 and FK ≈ 44,
respectively. At low fields F ∼ 1, the conductivities decrease
rapidly with order. However, a much more gradual decrease is
observed if F ∼ 50 or larger. We have included the extreme
case F = 1000 in the top panel of Fig. 3 even though this
is clearly outside the intraband regime. However, we wish to
demonstrate that such an extremely large field is required to
approach the asymptotic result [Eq. (16)] shown by stars in
Fig. 3. Hence, for realistic field strengths, the response is far
from the high-field asymptotic limit. In contrast, forF = 1000

235419-4
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FIG. 3. Generalized conductivities for harmonic order 1 to 19 for
a range of field strengths. The photon energy is h̄ω = 0.2 eV (upper
panel) and h̄ω = 1.0 eV (lower panel).

good agreement between Eq. (16) and the fully numerical
results is found, especially for the lower orders. Also, it must
be stressed that interband effects are expected to modify
the highest harmonics in Fig. 3. Apart from field-induced
tunneling across the gap, as discussed above, high photon
energies will enable transitions involving remote bands, cf.
Fig. 1. Hence, the highest harmonic orders, in particular for
h̄ω = 1.0 eV, are less reliable.

By comparing upper and lower panels in Fig. 3, it is
observed that increasing the photon energy leads to a reduced
high-harmonic response. The reason for this trend is easily
understood from the current expressed in Eq. (6). Hence, the
quantity driving the current is the vector potentialA rather than
the field. SinceA ∝ E0/ω it is, in fact, the ratio of field strength
to photon energy that determines the response. Physically,
this follows from the rate equation Eq. (4) that relates the
time derivative of the electron distribution to the electric field.
Thus, upon time integration, the distribution is determined by
the integrated field, i.e., the vector potential, rather than the
field itself. In Fig. 4, we display the frequency dependence of
the first and third harmonic responses for two representative
field strengths. In addition to the fully numerical results
based on Eq. (12), we include for comparison the perturbative
expressions, Eq. (15). In the upper panel, taking F = 1, only
extremely low photon energies deviate from the perturbative
response. In contrast, taking F = 10 as in the lower panel
means that the perturbative regime is only approximately
reached for the very highest photon energies considered. The
critical frequency h̄ωc defining the perturbative regime (see
below) is shown by dashed lines in the plot.

FIG. 4. Frequency dependence of the first and third harmonic
response for two different field strengths. Full numerical (symbols)
and perturbation results (lines) are compared and the vertical dashed
lines indicate the critical frequency.

To pinpoint more precisely the field strength required
to reach the nonperturbative regime, we plot in Fig. 5 the
field dependence of the first and third harmonic for two
fixed frequencies. In the perturbative limit, the mth harmonic
response varies with field as σ2m+1 ∝ F2m, cf. Eq. (15).
Hence, σ1 and σ3/F2 are field-independent in this limit. The
perturbative predictions are indicated by the solid lines in
Fig. 5. Clearly, the full numerics agree with these predictions at
low field strength. For a photon energy of h̄ω = 0.2 eV marked
deviations occur at F ≈ 4 for both first and third harmonic.
In comparison, for the higher frequency of h̄ω = 1.0 eV the
transition is at a much higher field of F ≈ 20. Thus, the
threshold for nonperturbative behavior is roughly proportional
to frequency, in agreement with Fig. 4 and the discussion
above. The high-field regime F > FK , in which interband
dynamics must be included, is shown by the hatched areas
in Fig. 5.

The reduction of σ1 in high fields is a manifestation
of saturable absorption similarly to a recent experimental
observation [16]. A simple picture of this phenomenon is found
by expanding σ1 from Eq. (12) to second order in F

σ1 = σ0

{
γ

(1 + δ2)1/2(γ − iω)

− 9F2γ 3(1 + 4δ2)

16(1 + δ2)5/2(γ 2 + ω2)(γ − 2iω)

}

≈ iσ0γ

δω

{
1 − 9F2γ 2

8δ2ω2

}
. (21)
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FIG. 5. First and third harmonic response versus normalized field
strength for fixed photon energies 0.2 and 1.0 eV. Solid lines and
symbols are perturbative and numerical results, respectively. Vertical
dashed lines indicate critical fields FK/2 and hatched areas indicate
F > FK .

Here, the first term is identical to Eq. (15), whereas the second
is the dominant field-dependent correction at moderate field
strengths. The approximate expression in Eq. (17) follows by
assuming ω � γ and δ � 1. The relative minus sign between
the two terms is responsible for the reduced response. In
terms of the Keldysh critical field, the factor in the braces
can be written as 1 − 9F2/8F2

K . This factor then readily
provides a measure of the critical field strength Fc required
to reach saturable absorption. Hence, if one takes Fc ≈ FK/2
corresponding to a reduction by a factor 23/32 ≈ 0.72 an
excellent agreement with the onsets in Fig. 5 is observed.
Note that the same estimate applies to the departure from
perturbative behavior in Fig. 4. Thus, by solving the condition
F = FK/2 for the frequency at a fixed field F , the critical
frequency is ωc ≈ 2γF/δ and we find h̄ωc ≈ 0.046 and h̄ωc ≈
0.46 eV for F = 1 and F = 10, respectively, in accordance
with Fig. 4.

As discussed above, the harmonic content of the response
is highly sensitive to the relativistic nature of the band. A
parabolic Schrödinger band leads to a strictly linear response
whereas all odd orders are present in the relativistic case. The
transition to a nonrelativistic (parabolic) regime can be probed
by varying the mass term �. Physically, this corresponds
to a variation of the band gap Eg ≈ 2�. The band gap of
phosphorene sheets varies strongly with the number of layers.
Hence, for mono-, bi-, and trilayers the quasiparticle gaps are
approximately 2.0, 1.35, and 1.1 eV, respectively, and in the
bulk limit the gap is as small as 0.35 eV [14]. If we ignore the

FIG. 6. Response functions versus band gap for low and high
fields. The vertical dashed lines indicate quasiparticle gaps of
few-layer and bulk phosphorene. The right-hand axes display the
ratio σ3/σ1.

influence of coupling between layers on the optical properties
(apart from the influence via the band gap) the response per
layer can be calculated using the present framework. In Fig. 6,
we have studied the dependence of the optical response on the
band gap. This allows us to compare the response of various
structures of experimental relevance but, equally important,
to probe the transition from the relativistic (linear) to the
nonrelativistic (parabolic) regime. We also include the ratio
σ3/σ1 that is a simple measure of the (high-) harmonic content
of the response. As the figure demonstrates, this ratio decreases
with band gap apart from a slight exception at very small values
of � in the low-field case. Also, the decrease is somewhat
slower in the high-field case. The reduction of the higher
harmonics relative to the first harmonic as exemplified by
σ3/σ1 is a manifestation of the transition to the nonrelativistic
regime as � is increased.

We finish with a brief discussion of the absolute magnitude
of the nonlinearity. We focus on third-harmonic genera-
tion, for which experimental data exist for monolayers [17]
and relatively thick multilayer samples [18]. For decoupled
layers described by a conductivity σ3, the associated bulk
susceptibility is χ (3) = σ3/(3iωdε0E2

0 ), with ε0 the vacuum
permittivity and d = 5.239 Å the interlayer distance [27]. In
the perturbative limit and assuming ω � γ as well as δ � 1,
Eq. (15) yields

χ
(3)
intra = e4v4

xn

24d�3ω4ε0
. (22)

To provide an estimate, we take � = h̄ω = 0.35 eV.
Hence, for a doping density n = 1015 m−2, we find the
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FIG. 7. Purely interband contribution to the third harmonic
response assuming � = 0.35 eV. The dashed lines indicate ω and
3ω resonances.

estimate χ
(3)
intra = 4.1×10−19 m2/V2 of similar magnitude

as the measured value 1.4×10−19 m2/V2 in Ref. [18].
Hence, we conclude that provided sufficient doping den-
sities can be reached, the predicted intraband response
found in the present work can, indeed, be of a significant
magnitude.

Additionally, we may estimate the purely interband con-
tribution to χ (3) using Eq. (19) and assuming � = 0.35 eV
similarly to the intraband estimate above. The result is
illustrated in Fig. 7, highlighting the ω and 3ω resonances.
Even though a significant dispersion is observed, one finds an

interband response below |χ (3)
inter| < 10−20 m2/V2 throughout

the spectrum. Thus, the interband contribution is expected
to be significant but less than the intraband one. It must
be remembered that, in addition to the two contributions
investigated here, mixed response functions exist [33] and these
may possibly exceed the purely intraband contribution.

IV. SUMMARY

In this paper, the nonlinear intraband optical response
of electrons in pseudorelativistic energy bands has been
computed. A semianalytical calculation including all harmonic
orders has been presented and applied to phosphorene. In
addition, approximate harmonic response functions for the
low- and high-field regimes have been derived. We demon-
strate that the relativistic nature of the band structure is crucial
for the nonlinear response, which vanishes identically in the
strictly nonrelativistic limit of parabolic bands. The frequency
and field dependence of the optical response reveals that
nonperturbative behavior sets in above a certain threshold
field strength. Hence, as applications of the theory, simple
expressions for the third-harmonic response as well as the
threshold for saturable absorption are derived.
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