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Highlights

- Stubborn reductions are extendable to Petri nets with weighted inhibitor arcs.
- Structural reduction rules refined for weighted arcs to increase applicability.
- Combination of reduction techniques does not overlap.
- TAPAAL surpassing LoLA on answering reachability queries.
Stubborn Versus Structural Reductions for Petri Nets

Frederik M. Bønnelanda,*, Jakob Dyhra, Peter G. Jensena,*, Mads Johannsena, Mads Johansena,*, Jiří Srbaa,*

aDepartment of Computer Science, Aalborg University, Selma Lagerlöfs Vej 300, DK-9220 Aalborg East, Denmark

Abstract
Partial order and structural reduction techniques are some of the most beneficial methods for state space reduction in reachability analysis of Petri nets. This is among others documented by the fact that these techniques are used by the leading tools in the annual Model Checking Contest (MCC) of Petri net tools. We suggest improved versions of a partial order reduction based on stubborn sets and of a structural reduction with additional new reduction rules, and we extend both methods for the application on Petri nets with weighted arcs and weighted inhibitor arcs. All algorithms are implemented in the open-source verification tool TAPAAL and evaluated on a large benchmark of Petri net models from MCC'17, including a comparison with the tool LoLA (the last year winner of the competition). The experiments document that both methods provide significant state space reductions and, even more importantly, that their combination is indeed beneficial as a further nontrivial state space reduction can be achieved.
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1. Introduction
Model checking of large distributed and concurrent systems is often limited in its applicability due to the state space explosion problem. Components in concurrent systems may independently perform actions without being in conflict with other components, forcing an explicit state space analysis to explore every possible interleaving of the actions and hence creating an explosion in the number of executable action sequences. Petri nets are a popular formalism for modelling of concurrent systems [12], however, due to the state space explosion problem, essentially all interesting questions about their behaviour, including the reachability and coverability problems, are EXPSPACE-hard (see e.g. [4]).
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Despite the discouraging complexity results, numerous techniques have been developed to improve the feasibility of reachability analysis, including methods based on reducing the state space by eliminating the interleaving in independent components (see e.g. [5, 1]). The focus of our work is on two such techniques: structural reductions [11] and stubborn set reductions [15], both applied to and evaluated on the model of weighted Petri nets with inhibitor arcs. **Structural reductions** preprocess the Petri net model by collapsing redundant places and transitions, while preserving the validity of the model checking question. The idea is that a smaller number of places and transitions in a net can help to reduce the degree of concurrency and eliminate some unnecessary interleavings. In partial order reductions, like e.g. **stubborn set reduction**, we identify transitions that are independent of each other and the order of their execution does not influence the model checking property in question. This can be considered as another method that can, in an on-the-fly manner, reduce the number of possible interleavings of independent actions. Both structural and stubborn reductions can be in a straightforward way combined, however, to the best of our knowledge, the effect of this combination has not previously been studied in detail.

We perform a comparative study of the effects of the two types of state space reduction techniques and their combination. For our experiments, we use the database of nets and reachability queries from the annual Model Checking Contest (MCC) [8] and conclude that while both techniques are clearly beneficial for the performance of the reachability analysis, the combination of the two methods demonstrates yet another degree of performance improvements. Apart from this experimental evaluation, we make several technical contributions to stubborn and structural reductions applied to the model of Petri nets. Both techniques are extended to work for the reachability logic used in MCC, while allowing us to use weighted arcs as well as weighted inhibitor arcs. In particular, the stubborn set reduction as well as the structural reduction were refined to take weighted arcs into account, in order to minimize the size of the state space that is necessary to explore for a given reachability query. In stubborn reduction, we refine the computation of dependencies between transitions so that instead of the traditional comparison of presets and postsets of places, we utilize a more detailed analysis of the increasing/decreasing effect of a transition on a given place. All techniques are proved correct and implemented in the model checker TAPAAL [3]. The experiments are encouraging as the improved techniques in their combination allow us to solve more reachability queries from MCC’17 [8] than the model checker LoLA [21], the last year winner in the reachability category.

**Related work.** The stubborn reduction technique is related to and based upon the seminal work on stubborn sets by Valmari et al. [18, 13, 9, 15, 16]. This includes write up/down sets [15], the closure procedure [9], and attractor sets [13]. We contribute by adding support for inhibitor arcs, extending the technique to a reachability logic used in MCC and presenting a different formulation of stubborn sets for reachability in the general setting of labelled transition systems.
Further analysis during the generation of stubborn sets can help to generate more optimal (smaller) stubborn sets, which can be done e.g. by extracting terminal strongly connected components from the derived transition dependency graph [18]. We choose to use instead heuristic methods for the generation of stubborn sets as they have smaller computational overhead and achieve better performance in our experiments.

Structural reductions of Petri nets were studied by Murata et al. [11, 10] with the main focus on preserving liveness, safety, and boundedness. The reduction rules were recently extended to include weighted nets with inhibitor arcs while preserving the reachability of cardinality queries [6]. We contribute by increasing the applicability of the four rules presented in [6] and refining them for the use with weighted arcs so that a more significant net reduction can be achieved compared to [6]. Moreover, we introduce five new reduction rules, allowing us to reduce the size of the input net even further.

Stubborn sets are also an important state space reduction technique used in the tool LoLA [21] that we compare against to in our experiments. Their stubborn set implementation have several approaches to reachability analysis, utilising up/down sets and terminal strongly connected components [9] to mention some. Approaches using terminal strongly connected components can present some performance problems due to concurrent cycles of invisible (or non-interesting) transitions, forcing the method to sometimes explore the full parallel composition [17, 19]. Remedies to this have been explored in the form of frozen actions [17], removing transitions from consideration if they are tagged as frozen. Besides LoLA’s take on stubborn sets [13], their tool includes several other reduction and verification improvements such as symmetry reduction [14] and Counter Example Guided Abstraction Refinement (CEGAR) [20], however, LoLA does not employ structural reductions. Our experiments document that the refined and combined application of our stubborn and structural reduction techniques becomes competitive in performance compared with the tool LoLA.

2. Preliminaries

A labelled transition system (LTS) is a tuple $TS = (S, A, \rightarrow)$ where $S$ is a set of states, $A$ is a set of actions (or labels), and $\rightarrow \subseteq S \times A \times S$ is a transition relation. We write $s \xrightarrow{a} s'$ whenever $(s, a, s') \in \rightarrow$ and say that $a$ is enabled in $s$. The set of all enabled actions in a state $s$ is denoted $en(s)$. A state $s$ is a deadlock if $en(s) = \emptyset$. We write $s \xrightarrow{\cdot} s'$ whenever there is an action $a$ such that $s \xrightarrow{a} s'$. We inductively extend the relation $\xrightarrow{\cdot}$ to sequences of transitions $w \in A^*$ such that $s \xrightarrow{w} s'$ if $s \xrightarrow{w_1} s''$ and $s'' \xrightarrow{w_2} s'$ for $w = w_1w_2$. We write $s \xrightarrow{n} s'$ if there is $w \in T^*$ of length $n$ such that $s \xrightarrow{w} s'$, and we write $s \xrightarrow{\cdot} s'$ if $s \xrightarrow{n} s'$ for some $n \geq 0$.

The reachability problem is, given an LTS $TS = (S, A, \rightarrow)$, an initial state $s \in S$, and a set of goal states $G \subseteq S$, to decide whether there is $s' \in G$ such that $s \xrightarrow{\cdot} s'$.
2.1. Petri Nets

Let \( \mathbb{N}^0 = \mathbb{N} \cup \{0\} \) be the set of natural numbers including 0. Let \( \mathbb{N}^\infty = \mathbb{N} \cup \{\infty\} \) be the set of natural numbers including infinity.

**Definition 1 (Petri Net with Inhibitor Arcs).** A Petri net is a tuple \( N = (P, T, W, I) \) where \( P \) and \( T \) are finite and disjoint sets of places and transitions, \( W: (P \times T) \cup (T \times P) \rightarrow \mathbb{N}^0 \) is a weight function for regular arcs, and \( I: (P \times T) \rightarrow \mathbb{N}^\infty \) is a weight function for inhibitor arcs.

A marking \( M \) on \( N \) is a function \( M: P \rightarrow \mathbb{N}^0 \), where \( M(p) \) denotes the number of tokens in place \( p \). The set of all markings of a Petri net \( N \) is written as \( \mathcal{M}(N) \). Let \( M_0 \in \mathcal{M}(N) \) be a given initial marking of \( N \).

A Petri net \( N = (P, T, W, I) \) defines an LTS \( TS(N) = (S, A, \rightarrow) \) where \( S = \mathcal{M}(N) \) is the set of all markings, \( A = T \) is the set of labels, and \( M \xrightarrow{t} M' \) whenever for all \( p \in P \) we have \( M(p) < I((p, t)) \) and \( M(p) \geq W((p, t)) \) such that \( M'(p) = M(p) - W((p, t)) + W((t, p)) \).

**Example 1.** An example of a Petri net is given in Figure 1a. We use the standard notation and denote places by circles, transitions by squares and the dots represent tokens in the initial marking. The weights of all arcs are implicitly fixed to 1, the only exception being the arc from \( p_3 \) to \( t_3 \) that requires two tokens in order to fire \( t_3 \). The arrow from \( p_5 \) to \( t_3 \) with circle head-tip is an inhibitor arc (again with the default weight 1) and it inhibits the enabledness of \( t_3 \) as soon as \( p_5 \) contains at least one token. The labelled transition system (containing only markings reachable from the initial one) is depicted in Figure 1b. Here the notation e.g. \( 2p_1p_4 \) represents the initial marking with two tokens in \( p_1 \) and one token in \( p_4 \).

The net contains lots of interleavings and the markings in dashed boxes are those that can be disregarded once we apply our stubborn set reduction for verifying the reachability of a marking with at least two tokens in the place \( p_3 \). In Figure 1c we display a reduced net where the place \( p_1 \) and transition \( t_1 \) are removed. This structural reduction preserves the reachability of the goal marking and we can see that the reachable state space gets significantly reduced as demonstrated in Figure 1d. An application of a stubborn set reduction on top of the structural reduction allows for an even greater state space reduction, as showed by the dashed boxes which can be removed by stubborn set reduction during the state space search of the reduced net. The details of these methods are explained in the remainder of this paper.

Let us first fix some useful notation. For a place or transition \( x \), we denote the *preset* of \( x \) as \( \bullet x = \{ y \mid W((y, x)) > 0 \} \), and the *postset* of \( x \) as \( \bullet^* x = \{ y \mid W((x, y)) > 0 \} \). For a place \( p \) we define the *increasing preset* of \( p \), containing all transitions that increase the number of tokens in \( p \), as \( ^+p = \{ t \in \bullet p \mid W((t, p)) > W((p, t)) \} \), and similarly the *decreasing postset* of \( p \) as \( ^-p = \{ t \in \bullet^* p \mid W((t, p)) < W((p, t)) \} \). For a transition \( t \), we denote the *inhibitor preset* of \( t \) as \( \circ t = \{ p \mid I((p, t)) < \infty \} \), and for a place \( p \), we denote the *inhibitor postset* of \( p \) as \( \circ^* p = \{ t \mid I((p, t)) < \infty \} \). For a set \( X \) of either places or transitions, we
extend the notation as $\bullet X = \bigcup_{x \in X} \bullet x$ and $X^* = \bigcup_{x \in X} x^*$, and similarly for the other operators.

In order to syntactically define the set of goal states $G$ for the reachability problem on Petri nets, we use the reachability logic from the Model Checking Contest [8]. The syntax of the logic is as follows:

$$\varphi ::= \text{true} \mid \text{false} \mid \alpha \mid \text{deadlock} \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \lor \varphi_2 \mid \neg \varphi$$

$$\alpha ::= t \mid e_1 \Join e_2$$

$$e ::= c \mid p \mid e_1 \oplus e_2$$

where $t \in T$, $c \in \mathbb{N}^0$, $\Join \in \{<, \leq, =, \neq, >, \geq\}$, $p \in P$, and $\oplus \in \{+,-,\cdot\}$. The evaluation of an arithmetical expression $e$ in a marking $M$ is defined as $\text{eval}_M(c) = c$, $\text{eval}_M(p) = M(p)$ and $\text{eval}_M(e_1 \oplus e_2) = \text{eval}_M(e_1) \oplus \text{eval}_M(e_2)$. The semantics of a reachability formula $\varphi$ in a marking $M$ is given in Figure 2.

Formulæ that do not use any atomic predicate $t$ for transition firing and no predicate $\text{deadlock}$ are called cardinality formulæ and formulæ that avoid the use of $e_1 \Join e_2$ and $\text{deadlock}$ are called fireability formulæ. The formula $\text{deadlock}$ is called the deadlock formulæ.

3. Stubborn Reduction for Weighted Petri Nets with Inhibitor Arcs

We shall now introduce a general idea of a reduction on an LTS that reduces the size of the state space and later instantiate it to the case of Petri nets with inhibitor arcs. A reduction can be seen as a filter that, for each state, specifies a subset of actions that are sufficient to explore in order to reach a state satisfying a given reachability formulæ.

**Definition 2 (Reduced Transition Relation).** Let $TS = (S, A, \rightarrow)$ be an LTS. A reduction of the transition system $TS$ is a function $St : S \rightarrow 2^A$. A reduced transition relation is a relation $\rightarrow_{St} \subseteq \rightarrow$ such that $s \rightarrow_{St} s'$ if $s \rightarrow s'$ and $a \in St(s)$.

Let $TS = (S, A, \rightarrow)$ be an LTS, $s \in S$ a state, and $St$ a reduction of $TS$. Let $\overline{St}(s) = A \setminus St(s)$ be the set of all actions not in $St(s)$. We define the following property $W$ of a reduction that guarantees that any action in $St(s)$ commutes with respect to actions from $\overline{St}(s)$.

$W$ For all $s \in S$, all $a \in St(s)$, and all $w \in \overline{St}(s)$, if $s \xrightarrow{a} s'$ then $s \xrightarrow{aw} s'$.

Reductions that satisfy $W$ are called (weak) semistubborn reductions [15]. In the rest of the paper, we say that $St(s)$ is the stubborn set of $s$ and that an action $a \in St(s)$ is a stubborn action in $s$.

Let $TS = (S, A, \rightarrow)$ be an LTS and $G \subseteq S$ a set of goal states. For a reduction $St$ to preserve the reachability of a goal state, we define the following sufficient condition on $St$.  
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(a) A Petri net (the arc from $p_5$ to $t_3$ is the inhibitor arc and the weight of the arc from $p_3$ to $t_3$ is 2; all other arcs have the default weight 1)

(b) Reachable state space for the net from Figure 1a (the dashed boxes are removed by a possible stubborn set reduction preserving the reachability of $\varphi = p_3 \geq 2$)

(c) Petri Net from Figure 1a after the application of structural reductions which removed the place $p_1$ and transition $t_1$ while preserving the property $\varphi = p_3 \geq 2$

(d) Reachable state space for the net from Figure 1c (the dashed boxes are removed by a possible stubborn set reduction preserving the reachability of $\varphi = p_3 \geq 2$)

Figure 1: Combination of stubborn and structural reductions
For all $s \in S$, if $s \not\in G$ and $s \xrightarrow{w} s'$ where $w \in St(s)^*$, then $s' \not\in G$.

Condition $R$ states that if we start in a non-goal state, the execution of non-stubborn transitions cannot reach any goal state in $G$. Hence it ensures that at least one stubborn action must be executed in order to reach a goal state. Any reduction that satisfies Conditions $W$ and $R$ also guarantees the preservation of reachability as stated by the following theorem.

**Theorem 1 (Reachability Preservation).** Let $TS = (S, A, \rightarrow)$ be an LTS and let $G \subseteq S$ be a set of goal states. Let $St$ be a reduction of $TS$ satisfying $W$ and $R$ and let $s \in S$. If $s \xrightarrow{\nu} s'$ for some $s' \in G$ then $s \xrightarrow{St}^m s''$ for some $s'' \in G$ where $m \leq n$.

**Proof.** Let $w \in A^*$ be a transition sequence such that $s \xrightarrow{w} s'$ for some $s' \in G$. The proof proceeds by induction on the length of $w$. **Base case:** If $|w| = 0$ then $s = s' \in G$ and the claim trivially holds.

**Inductive case:** Let $|w| > 0$. If $s \in G$ then the claim immediately holds as in the base case. If $s \not\in G$ then by $R$ we then get that at least one transition in $w$ must belong to $St(s)$, otherwise it is impossible that $s' \in G$. Hence we can divide $w$ into $\nu \alpha$ where $\nu \in St(s)^*$ and $\alpha \in St(s)$. Condition $W$ now implies the existence of $s_a$ such that $s \xrightarrow{\alpha} s_a \xrightarrow{\nu} s'$. If $s_a \in G$, the length of the path from $s_0$ to $s_a$ is less than or equal to $|w|$ and we are done. Otherwise, by the induction hypothesis we get that $s_a \xrightarrow{St}^m s''$ for some $s'' \in G$ where $m \leq |\nu\alpha|$. This together with $s \xrightarrow{\nu\alpha} s_a$ gives that $s \xrightarrow{St}^{m+1} s''$ where $s'' \in G$ such that $m + 1 \leq |w|$ as requested. $\square$

In the following subsection, we shall instantiate this general framework to the case of Petri nets, taking a particular care to account for weights on arcs in order to construct the smallest possible stubborn sets.
Table 1: Interesting transitions of \( \varphi \) (assuming \( M \models \varphi \), otherwise \( A_M(\varphi) = 0 \))

<table>
<thead>
<tr>
<th>( \varphi )</th>
<th>( A_M(\varphi) )</th>
<th>( A_M(\neg \varphi) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>deadlock</td>
<td>( (t) \cup (+t) ) for some ( t \in \text{en}(M) )</td>
<td>( \emptyset )</td>
</tr>
<tr>
<td>( t )</td>
<td>( p ) for some ( p \in \mathbb{T} ) where ( M(p) &lt; W((p,t)) ) or ( p^- ) for some ( p \in \mathbb{T} ) where ( M(p) \geq I((p,t)) )</td>
<td>( (\neg t)^- \cup (+t) )</td>
</tr>
<tr>
<td>( e_1 &lt; e_2 )</td>
<td>( \text{decr}_M(e_1) \cup \text{incr}_M(e_2) )</td>
<td>( A_M(e_1 \geq e_2) )</td>
</tr>
<tr>
<td>( e_1 \leq e_2 )</td>
<td>( \text{decr}_M(e_1) \cup \text{incr}_M(e_2) )</td>
<td>( A_M(e_1 \geq e_2) )</td>
</tr>
<tr>
<td>( e_1 &gt; e_2 )</td>
<td>( \text{incr}_M(e_1) \cup \text{decr}_M(e_2) )</td>
<td>( A_M(e_1 \leq e_2) )</td>
</tr>
<tr>
<td>( e_1 \geq e_2 )</td>
<td>( \text{incr}_M(e_1) \cup \text{decr}_M(e_2) )</td>
<td>( A_M(e_1 \leq e_2) )</td>
</tr>
<tr>
<td>( e_1 = e_2 )</td>
<td>( \text{decr}_M(e_1) \cup \text{incr}_M(e_2) ) if ( \text{eval}_M(e_1) &gt; \text{eval}_M(e_2) ) ( \text{inc}_M(e_1) \cup \text{decr}_M(e_2) ) if ( \text{eval}_M(e_1) &lt; \text{eval}_M(e_2) )</td>
<td>( A_M(e_1 \neq e_2) )</td>
</tr>
<tr>
<td>( e_1 \neq e_2 )</td>
<td>( \text{incr}_M(e_1) \cup \text{decr}_M(e_1) \cup \text{incr}_M(e_2) \cup \text{decr}_M(e_2) )</td>
<td>( A_M(e_1 = e_2) )</td>
</tr>
<tr>
<td>( \varphi_1 \land \varphi_2 )</td>
<td>( A_M(\varphi_1) \cup A_M(\varphi_2) )</td>
<td>( A_M(\neg \varphi_1 \lor \neg \varphi_2) )</td>
</tr>
<tr>
<td>( \varphi_1 \lor \varphi_2 )</td>
<td>( A_M(\varphi_1) \cup A_M(\varphi_2) )</td>
<td>( A_M(\neg \varphi_1 \land \neg \varphi_2) )</td>
</tr>
</tbody>
</table>

Table 2: Increasing and decreasing transitions of expression \( e \)

<table>
<thead>
<tr>
<th>Expression ( e )</th>
<th>( \text{inc}_M(e) )</th>
<th>( \text{decr}_M(e) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
</tr>
<tr>
<td>( e_1 + e_2 )</td>
<td>( \text{inc}_M(e_1) \cup \text{inc}_M(e_2) )</td>
<td>( \text{decr}_M(e_1) \cup \text{decr}_M(e_2) )</td>
</tr>
<tr>
<td>( e_1 - e_2 )</td>
<td>( \text{inc}_M(e_1) \cup \text{decr}_M(e_2) )</td>
<td>( \text{decr}_M(e_1) \cup \text{inc}_M(e_2) )</td>
</tr>
<tr>
<td>( e_1 \cdot e_2 )</td>
<td>( \text{inc}_M(e_1) \cup \text{decr}_M(e_1) \cup \text{inc}_M(e_2) \cup \text{decr}_M(e_2) )</td>
<td>( \text{inc}_M(e_1) \cup \text{decr}_M(e_1) \cup \text{inc}_M(e_2) \cup \text{decr}_M(e_2) )</td>
</tr>
</tbody>
</table>

3.1. Stubborn Set Reduction of Petri Nets

Let \( N = (P,T,W,I) \) be a fixed Petri net and \( \varphi \) a reachability formula. We are interested in the question, whether we can reach from the initial marking some of the goal markings from \( G_\varphi = \{ M \in \mathcal{M}(N) \mid M \models \varphi \} \). We first define the notion of interesting transitions \( A_M(\varphi) \subseteq T \) for a marking \( M \) relative to \( \varphi \) such that whenever \( M \xrightarrow{w} M' \) via the sequence of transitions \( w = t_1 t_2 \ldots t_n \in T^* \) where \( M \not\models G_\varphi \) and \( M' \in G_\varphi \), then there must exist \( i, 1 \leq i \leq n \), such that \( t_i \in A_M(\varphi) \).

Table 1 gives the definition of \( A_M(\varphi) \). The definition is at several places nondeterministic, allowing for a variety of sets of interesting transitions. Table 1 uses the functions \( \text{inc}_M : E_N \to 2^T \) and \( \text{decr}_M : E_N \to 2^T \) defined in Table 2, where \( E_N \) is the set of all arithmetic expressions that can be constructed for the net \( N \). These functions, given an expression \( e \), return all transitions that can possibly increase resp. decrease the evaluation of \( e \). Formally, the required properties of the functions \( \text{inc}_M(e) \) and \( \text{decr}_M(e) \) are summarized in the next lemma.

**Lemma 2.** Let \( e \) be an arithmetic expression, let \( M, M' \in \mathcal{M}(N) \), and let \( w = t_1 t_2 \ldots t_n \in T^* \) be such that \( M \xrightarrow{w} M' \).

- If \( \text{eval}_M(e) < \text{eval}_{M'}(e) \) then there is \( i, 1 \leq i \leq n \), s.t. \( t_i \in \text{inc}_M(e) \).
If \( \text{eval}_M(e) > \text{eval}_{M'}(e) \) then there is \( i, 1 \leq i \leq n \), s.t. \( t_i \in \text{decr}_M(e) \).

**Proof.** The proof follows from the definition of the functions by a straightforward structural induction on \( e \).

Let us by \( \overline{A_M(\varphi)} \) denote the set \( T \setminus A_M(\varphi) \) of non-interesting transitions. We can now formulate a lemma stating that at least one interesting transition must be executed before we can reach a goal marking.

**Lemma 3.** Let \( N = (P,T,W,I) \) be a Petri net, \( M \in \mathcal{M}(N) \) a marking, \( \varphi \) a reachability formula, and \( w \in \overline{A_M(\varphi)} \) a sequence of non-interesting transitions. If \( M \not\models \varphi \) and \( M \xrightarrow{w} M' \) then \( M' \not\models \varphi \).

**Proof.** Let \( N = (P,T,W,I) \) be a Petri net, \( M \in \mathcal{M}(N) \) be a marking, and \( \varphi \) a given formula. Assume that \( M \not\models \varphi \). The proof proceeds by structural induction on \( \varphi \).

\( \varphi = \text{deadlock} \): If \( M \not\models \varphi \) then there exists \( t \in \text{en}(M) \). To disable \( t \) we have to fire a transition \( t' \in (\bullet t)^- \cup (\circ t)^+ \) to either remove or add tokens that will disable or inhibit \( t \), respectively. Since \( (\bullet t)^- \cup (\circ t)^+ \subseteq A_M(\varphi) \) we have \( M' \not\models \varphi \) as the selected transition \( t \) is still enabled.

\( \varphi = t \): If \( M \not\models \varphi \) then \( t \notin \text{en}(M) \). Either there exists \( p \in \bullet t \) such that \( M(p) < W(p,t) \) and we have to fire some transition from \( \uparrow p \) to enable \( t \), or there exists \( p \in \circ t \) such that \( M(p) \geq I(p,t) \) and we have to fire some transition from \( p^- \) to enable \( t \). Since \( \uparrow p \subseteq A_M(\varphi) \) or \( p^- \subseteq A_M(\varphi) \), we get that \( M' \not\models \varphi \).

\( \varphi = e_1 \lor e_2 \): If \( M \not\models \varphi \) then \( \text{eval}_M(e_1) \geq \text{eval}_M(e_2) \). Since \( \text{decr}_M(e_1) \cup \text{incr}_M(e_2) \subseteq A_M(\varphi) \) we know that \( \text{eval}_M(e_1) \leq \text{eval}_{M'}(e_1) \) as well as \( \text{eval}_M(e_2) \geq \text{eval}_{M'}(e_2) \) because of Lemma 2, and therefore \( M' \not\models \varphi \).

\( \varphi = e_1 \lor e_2 \): If \( M \not\models \varphi \) then \( \text{eval}_M(e_1) \leq \text{eval}_M(e_2) \). Since \( \text{decr}_M(e_1) \cup \text{incr}_M(e_2) \subseteq A_M(\varphi) \) we know that \( \text{eval}_M(e_1) \geq \text{eval}_{M'}(e_1) \) as well as \( \text{eval}_M(e_2) \leq \text{eval}_{M'}(e_2) \) because of Lemma 2, and therefore \( M' \not\models \varphi \).

\( \varphi = \varphi_1 \land \varphi_2 \): If \( M \not\models \varphi \) then there exists \( i \in \{1,2\} \) s.t. \( M \not\models \varphi_i \). We know that \( A_M(\varphi_i) \subseteq A_M(\varphi) \) which by the induction hypothesis implies \( M' \not\models \varphi_i \). By the semantics of conjunction we also have that \( M' \not\models \varphi \).

\( \varphi = \neg t \): If \( M \not\models \varphi \) then \( t \in \text{en}(M) \). To disable \( t \) we have to fire at least one transition from \( (\bullet t)^- \cup (\circ t)^+ \) to either remove or add tokens that will disable or inhibit \( t \), respectively. Since \( (\bullet t)^- \cup (\circ t)^+ \subseteq A_M(\varphi) \) we have \( M' \not\models \varphi \).
The remaining cases and negation cases are analogous. \( \square \)

Lemma 3 allows us to satisfy Property \( R \) of Theorem 1 by including all interesting transitions in the stubborn set. Ensuring Property \( W \) is achieved by including further transitions according to the following theorem.

**Theorem 4 (Reachability Preserving Closure).** Let \( N = (P,T,W,I) \) be a Petri net, \( \varphi \) a formula, and \( \text{St} \) a reduction of \( TS(N) \) such that for all \( M \in \mathcal{M}(N) \) the following conditions hold.

1. We have \( A_M(\varphi) \subseteq \text{St}(M) \).
2. For all \( t \in \text{St}(M) \), if \( t \notin \text{en}(M) \) then
   - there is \( p \in \bullet t \) s.t. \( M(p) < W(p,t) \) and \( +p \subseteq \text{St}(M) \), or
   - there is \( p \in \circ t \) s.t. \( M(p) \geq I(p,t) \) and \( p^- \subseteq \text{St}(M) \).
3. For all \( t \in \text{St}(M) \), if \( t \in \text{en}(M) \) then
   - for all \( p \in \bullet t \) where \( t \in p^- \) we have \( p^\bullet \subseteq \text{St}(M) \), and
   - for all \( p \in \circ t \) where \( t \in +p \) we have \( p^\circ \subseteq \text{St}(M) \).

Then \( \text{St} \) satisfies \( W \) and \( R \).

**Proof.** From Condition 1 we know that \( A_M(\varphi) \subseteq \text{St}(M) \) and hence Property \( R \) holds for \( \text{St} \) by Lemma 3. We will now argue that \( \text{St} \) satisfies Property \( W \). Let \( M \in \mathcal{M}(N) \) be a marking, \( t \in T \) a transition such that \( t \in \text{St}(M) \), and \( w \in \text{St}(M)^+ \) a transition sequence of non-stubborn transitions. We want to show that if \( M \xrightarrow{w} M' \) then also \( M \xrightarrow{t w} M' \).

Let \( M_w \in \mathcal{M}(N) \) be a marking such that \( M \xrightarrow{w} M_w \). Let us assume for the sake of contradiction that \( t \notin \text{en}(M) \). Then either (i) there exists \( p \in \bullet t \) such that \( M(p) < W(p,t) \) or (ii) there is \( p \in \circ t \) where \( M(p) \geq I(p,t) \). In case (i) we get by Condition 2 that all transitions that can increase the number of tokens in \( p \) are stubborn. Since \( w \in \text{St}(M)^+ \) this implies that \( M_w(p) < W(p,t) \) and \( t \notin \text{en}(M_w) \); contradicting our assumption that \( M_w \xrightarrow{t} M' \). In case (ii) we get by Condition 2 that all transitions that can decrease the number of tokens in \( p \) are stubborn. Since \( w \in \text{St}(M)^+ \) this implies that also \( M_w(p) \geq I(p,t) \) and \( t \notin \text{en}(M_w) \), again contradicting our assumption that \( M_w \xrightarrow{t} M' \). Therefore we can conclude that \( t \in \text{en}(M) \).

Since \( t \in \text{en}(M) \) there is \( M_t \in \mathcal{M}(N) \) such that \( M \xrightarrow{t} M_t \). We also have to show that \( M_t \xrightarrow{w} M' \). For the sake of contradiction, assume that this is not the case. Then there must exist a transition \( t' \) that occurs in \( w \) and that became disabled because \( t \) was fired before the sequence \( w \). There are two cases how this can happen: (i) either \( t \) decreased the number of tokens in a shared pre-place \( p \in \bullet t \cap \bullet t' \) (ii) or \( t \) increased the number of tokens in a place \( p \in t^\bullet \cap \circ t' \).

In case (i), due to Condition 3, we know that for all \( p \in \bullet t \) if \( t \in p^- \) then
Algorithm 1: Construction of a reachability preserving stubborn set

\begin{tabular}{l}
input : Net $N = (P, T, W, I)$, $M \in M(N)$ and a formula $\varphi$  
output : Stubborn set $St(M)$ such that $St$ satisfies $W$ and $R$
\end{tabular}

1. $X := \emptyset$; $\text{unprocessed} := A_M(\varphi)$;  
2. while $\text{unprocessed} \neq \emptyset$ do  
3. \hspace{1em} pick any $t \in \text{unprocessed}$;  
4. \hspace{1em} if $t \not\in \text{en}(M)$ then  
5. \hspace{2em} if $\exists p \in \text{\textbullet}t$ such that $M(p) < W(p, t)$ then  
6. \hspace{3em} pick any $p \in \text{\textbullet}t$ such that $M(p) < W(p, t)$;  
7. \hspace{3em} $\text{unprocessed} := \text{unprocessed} \cup (p \setminus X)$;  
8. \hspace{2em} else  
9. \hspace{3em} pick any $p \in \text{\textcircled{}}t$ such that $M(p) \geq I(p, t)$;  
10. \hspace{3em} $\text{unprocessed} := \text{unprocessed} \cup (p^{-} \setminus X)$;  
11. \hspace{1em} else  
12. \hspace{2em} foreach $p \in \text{\textbullet}t$ do  
13. \hspace{3em} if $t \in p^{-}$ then  
14. \hspace{4em} $\text{unprocessed} := \text{unprocessed} \cup (p \setminus X)$;  
15. \hspace{2em} foreach $p \in t\text{\textbullet}$ do  
16. \hspace{3em} if $t \in p^{+}$ then  
17. \hspace{4em} $\text{unprocessed} := \text{unprocessed} \cup (p \setminus X)$;  
18. \hspace{1em} $\text{unprocessed} := \text{unprocessed} \setminus \{t\}$;  
19. \hspace{1em} $X := X \cup \{t\}$;  
20. return $X$;

$p \subseteq St(M)$, implying that $t' \in St(M)$. Since $w \in St(M)^{+}$ such a $t'$ cannot exist in $w$. In case (ii) due to Condition 3, we know that for all $p \in t\text{\textbullet}$ if $t \in p^{+}$ then $p^{-} \subseteq St(M)$, implying that $t' \in St(M)$. Since $w \in St(M)$ such a $t'$ cannot exist in $w$ either. Hence the sequence $w$ is executable from $M$, and because the firing of $wt$ and $tw$ from $M$ both reach a unique marking, we conclude with $M \xrightarrow{tw} M'$ as requested. \hfill \Box

In Algorithm 1 we now provide, based on Theorem 4, a pseudocode for a construction of a reachability preserving stubborn set that satisfies $W$ and $R$ for a given marking $M$ and a reachability formula $\varphi$.

Theorem 5. Algorithm 1 terminates and computes a reduction $St$ satisfying $W$ and $R$.

Proof. For the proof of termination, we first notice the while-loop invariant $X \cap \text{unprocessed} = \emptyset$. At the end of each iteration of the while-loop, we move one transition from $\text{unprocessed}$ into $X$ and this can happen only finitely many times (there are finitely many transitions) before the set $\text{unprocessed}$ becomes empty.
and the algorithm terminates. For the correctness argument, we notice that Algorithm 1 replicates exactly the closure operations described in Theorem 4 and guarantees that all conditions of Theorem 4 are met at the termination of the algorithm.

Finally, we want to point out that there is nondeterminism in both generating the interesting set of transitions and applying the stubborn set closure. For the interesting set of transitions, this is whenever we resolve the deadlock or the fireability predicate, and in case of conjunction where none of the conjuncts hold in the given marking. For the stubborn set closure, there is a nondeterministic choice whenever we have to select either a disabling or inhibiting place for a disabled transition. As documented by practical examples, we often prefer to construct the smallest possible stubborn set in order to reduce the reachable state space (though this does not in general guarantee the smallest state space as demonstrated in [18]). In our implementation of Algorithm 1, we perform the nondeterministic choices such that they minimize the number of newly added transitions to the set unprocessed. In particular, for the nondeterminism in lines 6 and 9 of Algorithm 1, we experienced that selecting places such that their preset is already included in the closure greatly improves performance. In general, we only apply a heuristic approach to resolve the nondeterministic choices as our experiments showed that the computational overhead of finding a minimal stubborn set can be significant.

4. Structural Reductions for Weighted Petri Nets with Inhibitor Arcs

After refining the stubborn set reduction for the case of weighted Petri nets with inhibitor arcs, we shall now focus also on adapting the structural reduction techniques for this class of nets. In what follows, we extend the standard structural reduction rules as presented e.g. in [10] so that they allow to more efficiently reduce weighted nets (with inhibitor arcs). We also add five additional reduction rules in order to further reduce the size of the input net.

Let $N = (P, T, W, I)$ be a fixed Petri net. We shall first notice that all formulae involving the fireability predicate $t \in T$ can be rewritten into an equivalent cardinality formula

$$p_0 \geq W(p_0, t) \land \cdots \land p_n \geq W(p_n, t) \land p'_0 < I(p'_0, t) \land \cdots \land p'_m < I(p'_m, t)$$

where $t^* = \{p_0, \ldots, p_n\}$ and $t^* = \{p'_0, \ldots, p'_m\}$. It is thus sufficient in the remainder of this section to consider only cardinality formulae. We will, at the end of this section, also discuss the correctness of the presented rules in relation to the deadlock formulae.

The rules presented in this section assume that $\text{places}(\varphi)$ denotes the set of
all places that occur in the cardinality formula \( \varphi \) such that

\[
\begin{align*}
\text{places}(\text{true}) &= \text{places}(\text{false}) = \text{places}(e) = \emptyset \\
\text{places}(p) &= \{p\} \\
\text{places}(\neg \varphi) &= \text{places}(\varphi) \\
\text{places}(\varphi_1 \lor \varphi_2) &= \text{places}(\varphi_1 \land \varphi_2) = \text{places}(\varphi_1) \cup \text{places}(\varphi_2) \\
\text{places}(e_1 \Join e_2) &= \text{places}(e_1) \cup \text{places}(e_2).
\end{align*}
\]

In each structural reduction rule, we fix some places and transitions that satisfy given preconditions and perform updates that can change the weight function and remove places and/or transitions (including all their connected arcs). Let us now give a general definition of correctness of a given rule \( X \) (where \( X \) is one of the rules A to I), stating that the reachability of a given cardinality formula \( \varphi \) is preserved.

**Definition 3 (Correctness of Rule X).** Let \( N = (P, T, W, I) \) be a Petri net and \( M_0 \in \mathcal{M}(N) \) its initial marking. Let \( N' = (P', T', W', I') \) and \( M_0' \in \mathcal{M}(N') \) be the modified \( N \) and \( M_0 \) after applying once Rule \( X \) for a cardinality formula \( \varphi \). We say that Rule \( X \) is correct for a cardinality formula \( \varphi \) if there exists \( M \in \mathcal{M}(N) \) s.t. \( M_0 \rightarrow^* M \) and \( M \models \varphi \) if and only if there exists \( M' \in \mathcal{M}(N') \) s.t. \( M_0' \rightarrow^* M' \) and \( M' \models \varphi \).

**Lemma 6.** Rule A in Figure 3 is correct for any cardinality formula \( \varphi \).

**Proof.** Assume a given net \( N \), a marking \( M_0 \), and a cardinality formula \( \varphi \). Let \( N' \) and \( M_0' \) be the net and the initial marking after one application of Rule A. We shall argue that Rule A is correct. First, we define an equivalence relation \( A \equiv \mathcal{M}(N) \times \mathcal{M}(N') \) such that \( M \equiv_A M' \) if and only if

- \( M'(p) = M(p) \) for all \( p \in P \setminus \{p_0, p_1, \ldots, p_k\} \), and
- \( M'(p) = M(p) + M(p_0) \cdot W(t_0, p) \) for all \( p \in \{p_1, \ldots, p_k\} \).

Let us first realize that \( M \models \varphi \) iff \( M' \models \varphi \) whenever \( M \equiv_A M' \). This follows from Precondition A4 and the definition of \( \equiv_A \). Moreover, due to Update UA1 we also have \( M_0 \equiv_A M_0' \). Our lemma then follows from the next two properties. Let \( M \equiv_A M' \) then

- \( \text{P1) if } M \xrightarrow{t} M_1 \text{ then either } M_1 \equiv_A M' \text{ or } M' \xrightarrow{t} M'_1 \text{ s.t. } M_1 \equiv_A M'_1 \), and
- \( \text{P2) if } M' \xrightarrow{t} M'_1 \text{ then } M \xrightarrow{t_0} M_1 \text{ for some } n \in \mathbb{N} \text{ s.t. } M_1 \equiv_A M'_1 \).

Let us first argue for Property P1. There are two cases.

- Case \( t = t_0 \): We want to show that \( M_1 \equiv_A M' \). For all \( p \in P \setminus \{p_0, p_1, \ldots, p_k\} \) we clearly have \( M'(p) = M_1(p) \) as firing \( t_0 \) only changes the number of tokens in \( p_0, p_1, \ldots, p_k \). By Precondition A1 we observe
that firing of \( t_0 \) removes one token from \( p_0 \) and adds \( W(t_0, p) \) tokens to \( p \), for all \( p \in \{p_1, \ldots, p_k\} \). Hence by our assumption that \( M \equiv_A M' \) and the definition of \( \equiv_A \) we have \( M'(p) = M(p) + M(p_0) \cdot W(t_0, p) = M(p) + W(t_0, p) + (M(p_0) - 1) \cdot W(t_0, p) = M_1(p) + M_1(p_0) \cdot W(t_0, p) \) for all \( p \in \{p_1, \ldots, p_k\} \). This means that \( M'(p) = M_1(p) + M_1(p_0) \cdot W(t_0, p) \) for all \( p \in \{p_1, \ldots, p_k\} \), implying that \( M_1 \equiv_A M' \) as required.

- Case \( t \neq t_0 \): We want to show that \( M' \xrightarrow{t} M'_1 \) such that \( M_1 \equiv_A M'_1 \). As \( M \equiv_A M' \) implies that \( M'(p) \leq M'(p) \) for all \( p \in \{p_1, \ldots, p_k\} \) then together with A2 and A3 we get that \( t \in \text{en}(M') \) and we can fire it such that \( M' \xrightarrow{t} M'_1 \). For all \( p \in P \setminus \{p_0, p_1, \ldots, p_k\} \) we can easily notice that \( M_1(p) = M'_1(p) \). Once \( t \) is fired from \( M' \), we get by UA2 that for all \( p \in \{p_1, \ldots, p_k\} \) we have \( M'_1(p) = M'(p) + W(t, p) = M'(p) + W(t, p_0) \cdot W(t, p) + W(t, p) \). Because \( M \equiv_A M' \) we know that for all \( p \in \{p_1, \ldots, p_k\} \) also \( M'(p) = M(p) + M(p_0) \cdot W(t_0, p) \). By substituting this to the equation above, we get \( M'_1(p) = M(p) + M(p_0) \cdot W(t_0, p) + W(t, p_0) \cdot W(t_0, p) + W(t, p) = M(p) + W(t, p) + (M(p_0) + W(t_0, p_0)) \cdot W(t, p) = M_1(p) + M_1(p_0) \cdot W(t_0, p) \) which implies that \( M_1 \equiv_A M'_1 \) as required.

Figure 3: Rule A: Sequential Transition Removal
Precondition | Update
---|---
Fix $p_0$ and $t_0, t_1$ where $t_0 \neq t_1$ s.t.

B1) $\bullet p_0 = \{t_0\}, \bullet t_1 = \{p_0\}$
B2) $W(t_0, p_0) = k \cdot W(p_0, t_1)$ for $k \geq 1$
B3) $p_0^* = \bigcirc t_0 = \bigcirc t_1 = \emptyset$
B4) $p_0 \notin \text{places}(\varphi)$
B5) $p^* = \emptyset$ and $p \notin \text{places}(\varphi)$ for all $p \in t_1^*$

UB1) For all $p \in P \setminus \{p_0\}$ set $M'_0(p) = M_0(p) + \lfloor M_0(p_0)/W(p_0, t_1) \rfloor \cdot W(t_1, p)$
UB2) For all $p \in P \setminus \{p_0\}$ set $W'(t_0, p) = W(t_0, p) + k \cdot W(t_1, p)$
UB3) Remove $p_0$ and $t_1$.

Figure 4: Rule B: Sequential place removal

Finally, let us finish the proof by arguing for Property P2. Let $M \equiv_A M'$ and we want to show that if $M' \xrightarrow{t_0} M'_1$ then we can fire the transition $t_0$ from $M$ several times followed by the transition $t$ and reach a marking $M_1$ such that $M_1 \equiv_A M'_1$. Clearly $t \neq t_0$ as the transition $t_0$ was removed in $N'$.

Due to Precondition A1 we can fire $t_0$ in the marking $M$ exactly $M(p_0)$ times so that we reach a marking with no tokens in $p_0$ and $M(p_0) \cdot W(t_0, p)$ additional tokens in each place $p \in \{p_1, \ldots, p_k\}$, so that they now contain exactly $M'(p)$ tokens. Now $t$ must be enabled as we assume that it is enabled in $M'$ and after firing $t$, we reach a marking $M_1$ such that $M_1 \equiv_A M'_1$.

Lemma 7. Rule B in Figure 4 is correct for any cardinality formula $\varphi$.

Proof. Assume a given net $N$, a marking $M_0$, and a cardinality formula $\varphi$. Let $N'$ and $M'_0$ be the net and the initial marking after one application of Rule B. We shall argue that Rule B is correct. First, we define an equivalence relation $\equiv_B \subseteq \mathcal{M}(N) \times \mathcal{M}(N')$ such that $M \equiv_B M'$ if and only if $M'(p) = M(p) + [M(p_0)/W(p_0, t_1)] \cdot W(t_1, p)$ for all $p \in P \setminus \{p_0\}$. 
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Let us first realize that $M \models \varphi$ iff $M' \models \varphi$ whenever $M \equiv_B M'$. This follows from Precondition B4, B5, and the definition of $\equiv_B$. Moreover, due to Update UB1 we also have $M_0 \equiv_B M'_0$. Our lemma then follows from the next two properties. Let $M \equiv_B M'$ then

P1) if $M \xrightarrow{t} M_1$ then either $M_1 \equiv_B M'$ or $M' \xrightarrow{t'} M'_1$ s.t. $M_1 \equiv_B M'_1$, and

P2) if $M' \xrightarrow{t} M'_1$ then $M \xrightarrow{t \cdot k} M_1$ for some $n \in \mathbb{N}$ s.t. $M_1 \equiv_B M'_1$.

Let us first argue for Property P1. There are three cases.

- Case $t = t_1$: We want to show that $M_1 \equiv_B M'$. For all $p \in P \backslash (\{p_0\} \cup t_1^*)$ we clearly have $M'(p) = M_1(p)$ as firing of $t_1$ only changes the number of tokens in $p_0$ and places in $t_1^*$. By Preconditions B1 and B2 we notice that firing of $t_1$ removes $W(p_0, t_1)$ tokens from $p_0$ and adds $W(t_1, p)$ tokens to $p$, for all $p \in t_1^*$. Is it now easy to observe that $M_1 \equiv_B M'$.

- Case $t = t_0$: We want to show that $M_1 \equiv_B M'_1$ where $M' \xrightarrow{t_0} M'_1$. Observe that in the reduced net we have that $W'(t, p) = W(t, p) + k \cdot W(t_1, p)$ by Update UB2 for all $p \in t_1^*$, which corresponds to also firing $t_1$ a total of $k$ times. As before, we can see that $M_1 \equiv_B M'_1$.

- Case $t \in T \setminus \{t_1, t_0\}$: As $M \equiv_B M'$ we know that $M(p) \leq M'(p)$ for all $p \in t_1^*$ and thanks to B5, we notice that whenever $M \xrightarrow{t} M_1$ then also $M' \xrightarrow{t} M'_1$ and clearly $M_1 \equiv_B M'_1$.

Let us finish the proof by arguing for Property P2. Let $M \equiv_B M'$ and we want to show that if $M' \xrightarrow{t} M'_1$ then we can fire from $M$ the transition $t_1$ several times, followed by the transition $t$ and reach a marking $M_1$ such that $M_1 \equiv_B M'_1$. Indeed, once we fire $t_1$ exactly $\lfloor M(p_0)/W(p_0, t_1) \rfloor$ times, the number of tokens in all places $p \in t_1^*$ becomes equal to $M'(p)$ and thanks to B3 we can now fire $t$ and reach a marking $M_1$ such that $M_1 \equiv_B M'_1$. □

**Lemma 8.** Rule C in Figure 5 is correct for any cardinality formula $\varphi$.

**Proof.** Assume a given net $N$, a marking $M_0$, and a cardinality formula $\varphi$. Let $N'$ and $M'_0$ be the net and the initial marking after one application of Rule C. We shall argue that Rule C is correct. Due to Precondition C3 we can see that $M(p_0) \geq M(p_1) \cdot k$ for every $M$ such that $M_0 \rightarrow^* M$. Now any transition $t \in p_0^*$ enabled from the marking $M$ in the net with the place $p_0$ removed is also enabled in the original net and vice versa. Hence any marking $M$ reachable from $M_0$ has a corresponding marking $M'$ reachable from $M'_0$ such that $M(p) = M'(p)$ for all $p \in P \setminus \{p_0\}$ and vice versa. By C1 and C2 we can now conclude that $M' \models \varphi$ iff $M' \models \varphi$. □

**Lemma 9.** Rule D in Figure 6 is correct for any cardinality formula $\varphi$.
Precondition | Update
---|---
Fix $p_0$, $p_1$ where $p_0 \neq p_1$ s.t.

| C1) $p_0 \cdot w_0 = p_1 \cdot w_1 = \emptyset$
| C2) $p_0 \notin \text{places}(\varphi)$
| C3) there is $k \geq 1$ such that
  (a) $M_0(p_0) \geq M_0(p_1) \cdot k$
  (b) $W(t, p_0) \geq W(t, p_1) \cdot k$ for all $t \in p_0$
  (c) $W(p_0, t) \leq W(p_1, t) \cdot k$ for all $t \in p_1$

| UC1) Remove $p_0$. |

Figure 5: Rule C: Parallel place removal

Proof. Assume a given net $N$, a marking $M_0$, and a cardinality formula $\varphi$. Let $N'$ and $M_0'$ be the net and the initial marking after one application of Rule D. We shall argue that Rule D is correct. Obviously, $M_0 = M_0'$ since Rule D does not change token counts in places. Moreover, from Precondition D2 it follows that the behaviour of $t_0$ can be replicated by firing $t_1$ exactly $k$ times. Let $M_0 \xrightarrow{w} M$ such that $M \models \varphi$ and let $w'$ be $w$ with all occurrences of $t_0$ replaced by $t_1^k$. From the observation above and by D1 we get that in the net $N'$ we have $M_0' \xrightarrow{w'} M'$ such that $M = M'$ and hence $M' \models \varphi$. The other direction is trivial as any behaviour of $N'$ can be directly mimicked by $N$. □

Lemma 10. Rule E in Figure 7 is correct for any cardinality formula $\varphi$.

Proof. Observe that by Preconditions E1 and E2 the transition $t_0$ is never enabled in any reachable marking from $M_0$ as $M_0(p_0) < W(p_0, t_0)$ and $+p_0 = \emptyset$. Hence removing $t_0$ does not change the behaviour of $N$. Moreover, should the place $p_0$ become isolated after the removal of $t_0$, it can be removed too by UE1, provided that it is not used in the formula $\varphi$ and it is not connected to any inhibitor arc. □
Lemma 11. Rule F in Figure 8 is correct for any cardinality formula $\varphi$.

Proof. By F3 we know that $p_0^- = \emptyset$ and $M(p_0) \geq W(p_0, t)$ for all $t \in T$. Hence the number of tokens in $p_0$ can never drop and $p_0$ never disables any transition connected to it. Due to Precondition F1 and F2 it is so safe to remove the place $p_0$ without changing the behaviour of the net. \qed

Lemma 12. Rule G in Figure 9 is correct for any cardinality formula $\varphi$.

Proof. Assume a given net $N$, a marking $M_0$, and a cardinality formula $\varphi$. Let $N'$ and $M_0'$ be the net and the initial marking after one application of Rule G. We shall argue that Rule G is correct. By G2 and G3 we get that $t_0 \notin ^+p$ for all $p \in P$, and $t_0 \notin p^-$ for all $p \in \text{places}(\varphi)$. Hence the firing of $t_0$ does not change the number of tokens in any place that appears in $\varphi$ and can only preserve or decrease the number of tokens in any other connected place. Let $M_0 \xrightarrow{w} M$ in $N$ and let $w'$ be $w$ with all occurrences of $t_0$ removed. By G1 and the previous argument, we get that also $M_0' \xrightarrow{w'} M'$ and clearly $M(p) = M'(p)$ for all $p \in \text{places}(\varphi)$, implying that $M \models \varphi$ iff $M' \models \varphi$. The other direction where $M_0 \xrightarrow{*} M'$ in $N'$ is trivial as the same marking $M'$ can be reached also from $M_0$ in $N$. \qed
Lemma 13. Rule H in Figure 10 is correct for any cardinality formula \( \varphi \).

Proof. Assume a given net \( N \), a marking \( M_0 \), and a cardinality formula \( \varphi \). Let \( N' \) and \( M'_0 \) be the net and the initial marking after one application of Rule H. We shall argue that Rule H is correct. Let us define \( \equiv_H \subseteq M(N) \times M(N') \) such that \( M \equiv_H M' \) if and only if \( M(p) = M'(p) \) for all \( p \in P \setminus \{p_0, p_1\} \) and \( M'(p_1) = M(p_1) + M(p_0) \). By Precondition H4 we know that \( M \models \varphi \) iff \( M' \models \varphi \).
Precondition | Update
---|---
Fix $t_0$ s.t.:  
G1) $\diamondsuit t_0 = \emptyset$ and $p^o = \emptyset$ for all $p \in \bullet t_0$  
G2) $\bullet t_0 \subseteq t_0$  
G3) for all $p \in \bullet t_0$ we have either  
- $W(p, t_0) = W(t_0, p)$, or  
- $W(p, t_0) > W(t_0, p)$ and $p \not\in \text{places}(\varphi)$  
UG1) Remove $t_0$.  

Figure 9: Rule G: Redundant transition removal

whenever $M \equiv_H M'$.

Let $M_0 \xrightarrow{w} M$ such that $M \models \varphi$. Let $w'$ be $w$ with all occurrences of $t_0$ removed. Due to the construction of the updated net and UH4, together with Precondition H3 we know that also $M'_0 \xrightarrow{w'} M'$ such that $M \equiv_H M'$, giving us $M' \models \varphi$.

For the other direction, let $M'_0 \xrightarrow{w'} M'$ such that $M' \models \varphi$. We want to find a sequence $w$ such that $M_0 \xrightarrow{w} M$ and $M \equiv_H M'$, which implies that $M \models \varphi$. We prove this by induction on the length of $w'$. The base case follows from UH4.

Let $M'_0 \xrightarrow{w'} M' \xrightarrow{t} M'_1$ and assume by the induction hypothesis that $M_0 \xrightarrow{w} M$ for some $w$ such that $M \equiv_H M'$. Clearly, if $t$ is enabled from $M$ then we let $M \xrightarrow{t} M_1$ and reach a marking $M_1$ such that $M_1 \equiv_H M'_1$. If $t$ is not enabled from $M$ then we can rearrange the tokens in the places $p_0$ and $p_1$ by firing the transitions $t_0$ and $t_1$ so that we reach a marking where $t$ becomes enabled (this is possible due to the construction of the net $N'$). After firing $t$ we get a marking $M_1$ such that $M_1 \equiv_H M'_1$ and we are done with the inductive argument. □

Finally, we present a slightly different structural reduction rule that in one run computes a set of places and transitions that are safe to remove for the validity of a given cardinality formula $\varphi$. This Rule I is given in Algorithm 2.

**Lemma 14.** Rule I in Algorithm 2 is correct for any cardinality formula $\varphi$.  
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**Precondition**

Fix different $p_0$, $p_1$, $t_0$, $t_1$ s.t.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>$t_0 = t_1 = {p_0}$</td>
</tr>
<tr>
<td>H2</td>
<td>$t_1 = t_0 = {p_1}$</td>
</tr>
<tr>
<td>H3</td>
<td>$p_0^\circ = p_1^\circ = t_0 = t_1 = \emptyset$</td>
</tr>
<tr>
<td>H4</td>
<td>$p_0 \notin places(\varphi)$, $p_1 \notin places(\varphi)$</td>
</tr>
<tr>
<td>H5</td>
<td>$W(p_0, t_0) = W(t_0, p_1) = W(p_1, t_1) = W(t_1, p_0) = 1$</td>
</tr>
</tbody>
</table>

**Update**

<table>
<thead>
<tr>
<th>Update</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>UH1</td>
<td>$W'(t, p_1) = W(t, p_1) + W(t, p_0)$ for all $t \in T$</td>
</tr>
<tr>
<td>UH2</td>
<td>$W'(p_1, t) = W(p_1, t) + W(p_0, t)$ for all $t \in T$</td>
</tr>
<tr>
<td>UH3</td>
<td>$W'(t_1, p_1) = W'(p_1, t_1) = 1$</td>
</tr>
<tr>
<td>UH4</td>
<td>$M'_0(p_1) = M_0(p_1) + M_0(p_0)$</td>
</tr>
<tr>
<td>UH5</td>
<td>Remove $t_0$.</td>
</tr>
<tr>
<td>UH6</td>
<td>Remove $p_0$.</td>
</tr>
</tbody>
</table>

**Figure 10: Rule H: Simple cycle removal**

**Proof.** Assume a given net $N$, a marking $M_0$, and a cardinality formula $\varphi$. Let $N'$ and $M'_0$ be the net and the initial marking after the application of Rule I (Algorithm 2). Let $P'$ and $T'$ be the set of places and transitions in the net $N'$, respectively. We shall argue that Rule I is correct. Let us first define a relation $\equiv_I \subseteq M(N) \times M(N')$ such that $M \equiv_I M'$ if and only if

- $M(p) = M'(p)$ for all $p \in places(\varphi)$,
- $M(p) \leq M'(p)$ for all $p \in \bullet T'$, and
- $M(p) \geq M'(p)$ for all $p \in \circ T'$.

Let $M \equiv_I M'$. Then clearly $M \models \varphi$ iff $M' \models \varphi$ due to the definition of $\equiv_I$ and the fact that $places(\varphi) \subseteq P'$. Moreover, trivially also $M_0 \equiv_I M'_0$.

Let $M \equiv_I M'$. We will show that if $M \xrightarrow{t} M_1$ then either $M' \xrightarrow{t} M'_1$ such that $M_1 \equiv_I M'_1$, or $M_1 \equiv_I M'$. There are two cases to consider.

- Case $t \in T'$. Due to the second and third condition in the definition of $\equiv_I$, we know that $t$ is also enabled in the marking $M'$ and we can fire $M' \xrightarrow{t} M'_1$. After firing $t$ both from $M$ and $M'$ we clearly preserve all three conditions of $\equiv_I$ and $M_1 \equiv_I M'_1$. 
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Algorithm 2: Rule I: Removal of irrelevant places and transitions

\textbf{input} : A net \( N = (P,T,W,I) \), initial marking \( M_0 \), and a cardinality formula \( \varphi \).

\textbf{output} : A reduced net \( N' \) and its initial marking \( M'_0 \).

1. \( X := \emptyset; \quad \text{unprocessed} := \bigcup_{p \in \text{places}(\varphi)} p^- \cup p^+; \)
2. \textbf{while} \( \text{unprocessed} \neq \emptyset \) \textbf{do}
3. \quad \text{pick any} \( t \in \text{unprocessed}; \)
4. \quad \text{unprocessed} := \text{unprocessed} \cup (\text{เทคโนโลยี} t \setminus X);
5. \quad \text{unprocessed} := \text{unprocessed} \cup ((\circ t)^- \setminus X);
6. \quad \text{unprocessed} := \text{unprocessed} \setminus \{t\};
7. \quad X := X \cup \{t\};
8. \quad \text{Let} \( P' = \text{.executeUpdate} \cup \circ X \cup \text{places}(\varphi). \)
9. \quad \text{Let} \( T' = X. \)
10. \quad \text{Modify} \( N \) \text{by removing all places} \( P \setminus P' \) \text{and all transitions} \( T \setminus T' \).
11. \quad \text{Let} \( N' \) be the modified net and let \( M'_0(p) = M_0(p) \) \text{for all} \( p \in P'. \)
12. \quad \text{return} \( N' \) \text{and} \( M'_0 \)

- Case \( t \notin T' \). We want to argue that \( M_1 \equiv_I M' \). We notice that Algorithm 2 returns a net where \( (\text{เทคโนโลยี} T') \subseteq T' \) \text{and} \( (\circ T')^- \subseteq T' \). Hence firing of \( t \notin T' \) in the net \( N \) cannot increase the number of tokens in any place from \( \text{เทคโนโลยี} T' \) \text{and cannot decrease the number of tokens in any place from} \( \circ T' \). Moreover, the firing of \( t \) cannot change the number of tokens in \( \text{places}(\varphi) \) \text{as} \( p^- \cup p^+ \subseteq T' \) \text{for every} \( p \in \text{places}(\varphi). \) As a result, all three conditions of definition \( \equiv_I \) are met and we can conclude that \( M_1 \equiv_I M'. \)

For the other direction, we notice that \( N' \) is a subnet of \( N \). Hence whenever \( M'_0 \xrightarrow{w} M' \) \text{then also} \( M_0 \xrightarrow{w} M \) \text{such that} \( M \equiv_I M'. \) \hfill \Box

We can now summarize the correctness of the structural rules for any given cardinality formula in the following theorem. Moreover, we also notice that all rules, except for G and I, preserve also the presence of a reachable deadlock marking. An application of Rule G can create a deadlock in the modified net and Rule I can both create new deadlocks as well as remove existing deadlocks.

Theorem 15. Rules A to I are correct for any given cardinality formulae. Rules A to F and H are moreover correct also for the deadlock formula.

5. Experimental Evaluation

We implemented the stubborn set reduction and structural reduction rules in the verification engine \texttt{verifypn} [6] (source code is available at \url{https://code.launchpad.net/~verifypn-cpn/verifypn/struct_vs_stub}) as a part of the model checking tool TAPAAL [3]. Our experiments are executed using
Table 3: Number of queries solved by each algorithm

<table>
<thead>
<tr>
<th></th>
<th>Queries</th>
<th>Base</th>
<th>Stub</th>
<th>Struct</th>
<th>StubStruct</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>7008</td>
<td>3733</td>
<td>4807</td>
<td>4794</td>
<td>5325</td>
</tr>
<tr>
<td>RF</td>
<td>7008</td>
<td>4864</td>
<td>5503</td>
<td>5403</td>
<td>5820</td>
</tr>
<tr>
<td>RD</td>
<td>438</td>
<td>288</td>
<td>344</td>
<td>333</td>
<td>367</td>
</tr>
<tr>
<td>Total</td>
<td>14454</td>
<td>8885</td>
<td>10654</td>
<td>10530</td>
<td>11512</td>
</tr>
</tbody>
</table>

the database of Petri net models and reachability queries from MCC’17 [8]. For each model (there are in total 438 Petri nets, including the known and surprise nets) there are three categories of queries: reachability cardinality (RC), reachability fireability (RF) and reachability deadlock (RD). In the RC and RF category there are 16 queries for each model and in RD there is only a single query. In some tables, we further subdivide the queries into RC+, RF+ and RD+ whenever there exists evidence (finite trace) proving the property and into RC–, RF– and RD– where the whole state space must be explored before the validity of the property can be established. All of the above experiments were run on AMD Opteron 6376 processors with a 14 GB memory limit.

5.1. Comparison of Stubborn vs. Structural Reduction

In Table 3 we can see the number of queries solved by each algorithm (we set a 20 minute timeout for RC and RF, and a 1 hour timeout for RD). Here Base stands for the standard TAPAAL without stubborn and structural reductions, Stub adds to Base the stubborn set reduction, and Struct adds to Base the structural reductions. Finally, StubStruct stands for the engine that first applies structural reductions while preprocessing the nets and then uses the stubborn set reduction during the state-space search. In all cases, we use the heuristic search strategy implemented in TAPAAL. The practical applicability of both the stubborn and structural reduction is clear as each method independently allows to solve more than 1600 supplementary queries. However, more interestingly, the combination of both methods solves 858 additional queries compared to Stub and 982 additional queries compared to Struct. This demonstrates, even though the two methods both reduce the concurrency present in the model, they are not conflicting with each other and it is beneficial to apply them both during model checking.

A detailed pairwise comparison of the methods is presented in Table 4. For each query, an algorithm gets a point relative to another algorithm, as follows. Exclusive: answers the query while the opponent algorithm does not provide any answer. Time: answers the query at least 50% faster, disregarding queries that are solved in less than 10 seconds by both algorithms. Memory: answers the query by using at least 50% less peak memory. If an algorithm solves a query exclusively, it also gets a point in the time and memory comparison. As already discussed, the addition of stubborn and structural reduction significantly improves the verification of Base as indicated in Table 4a and 4b. In both cases,
### Table 4: Algorithms comparison (7008 queries in RC and RF and 438 queries in RD)

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC+</strong></td>
<td>493</td>
<td>362</td>
<td>916</td>
</tr>
<tr>
<td><strong>RC</strong></td>
<td>6</td>
<td>746</td>
<td>553</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>163</td>
<td>493</td>
<td>336</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>2</td>
<td>42</td>
<td>61</td>
</tr>
<tr>
<td><strong>RD-</strong></td>
<td>02</td>
<td>5</td>
<td>06</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>61</td>
<td>1828</td>
<td>196</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC-</strong></td>
<td>172</td>
<td>522</td>
<td>97</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>094</td>
<td>490</td>
<td>78</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>553</td>
<td>974</td>
<td>97</td>
</tr>
</tbody>
</table>

### (a) Base vs Stub

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC+</strong></td>
<td>43</td>
<td>641</td>
<td>93</td>
</tr>
<tr>
<td><strong>RC</strong></td>
<td>5</td>
<td>1140</td>
<td>336</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>10</td>
<td>637</td>
<td>133</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>2</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>23</td>
<td>1666</td>
<td>238</td>
</tr>
</tbody>
</table>

### (b) Base vs Struct

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC+</strong></td>
<td>123</td>
<td>367</td>
<td>142</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>5</td>
<td>184</td>
<td>0</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>0</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>23</td>
<td>1666</td>
<td>238</td>
</tr>
</tbody>
</table>

### (c) Base vs StubStruct

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC+</strong></td>
<td>173</td>
<td>467</td>
<td>196</td>
</tr>
<tr>
<td><strong>RC</strong></td>
<td>6</td>
<td>1140</td>
<td>6</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>19</td>
<td>657</td>
<td>142</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>2</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>43</td>
<td>2670</td>
<td>261</td>
</tr>
</tbody>
</table>

### (d) Stub vs Struct

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC</strong></td>
<td>109</td>
<td>139</td>
<td>325</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>256</td>
<td>137</td>
<td>537</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>4</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>805</td>
<td>681</td>
<td>1400</td>
</tr>
</tbody>
</table>

### (e) Stub vs StubStruct

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC</strong></td>
<td>10</td>
<td>164</td>
<td>91</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>18</td>
<td>182</td>
<td>151</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>28</td>
<td>888</td>
<td>255</td>
</tr>
</tbody>
</table>

### (f) Struct vs StubStruct

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC</strong></td>
<td>41</td>
<td>155</td>
<td>42</td>
</tr>
<tr>
<td><strong>RF</strong></td>
<td>29</td>
<td>312</td>
<td>54</td>
</tr>
<tr>
<td><strong>RD</strong></td>
<td>0</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>70</td>
<td>1054</td>
<td>137</td>
</tr>
</tbody>
</table>

**Base** still provides some exclusive answers. For **Stub** this is the case as there are nets where the stubborn sets include almost all enabled transitions, meaning that the construction of stubborn sets leaves us only with an overhead. In the case of **Struct** there are only a few exclusive answers and only for the cases where there exists a witness trace. Due to the changed structure of the net after the reduction, the search strategy gets modified and in 23 cases **Base** was lucky to find the witness trace faster even though the state space is larger. Clearly, the combination of stubborn and structural reduction computes the largest number of exclusive answers as shown in Figure 4c. The comparison of **Stub** and **Struct** in Table 4d shows a slightly higher number of exclusive answers when only stubborn set reduction is used, which is reflected also by the points for the time and memory comparison. The advantage of the combination of both methods, compared to an independent use of each one, is documented by a high number of new exclusive answers in Tables 4f and 4e. Some exclusive answers are lost when combining both techniques, but as this is the case mainly for the queries with a witness trace. As before, we contribute this to the modified search strategy after combining the two methods.

The reason why the combination of the two techniques is indeed beneficial seems to be twofold: (i) in preprocessing a net by applying first the structural
reduction, the size of the net usually decreases considerably and this implies less overhead and fewer dependencies when (on-the-fly) computing the stubborn sets, on the other hand (ii) structural reductions remove only the behaviour that is detectable statically (without the knowledge of the actual marking) whereas stubborn reduction computes the pruning of the state-space dynamically by considering also the given marking that we are exploring.

We also remark that our refinement of the stubborn set method via the increasing/decreasing presets/postsets of places demonstrates an average reduction in running time by 13% (measured without the employment of other reduction techniques). On some nets there is not any noticeable improvement while e.g. on the model RAFT-PT we achieve a speedup of 98% (average over all instances of the model).

### 5.2. Comparison of Different Structural Reduction Rules

As we provided a number of new or extended rules for structural reduction, we investigate their potential applicability in Table 5 across the whole database of models from MCC'17. In the last row of the table, we show the total number of times (in thousands) each rule was applied across all models in all categories. We also disable the application of each single rule and investigate how it influences the applicability of the remaining rules. The most obvious dependency is between rules A and B that can to a large degree substitute each other, in particular in the situations where a net contains a longer sequential chain of transition firings. As in our implementation rule A is applied (as long as possible) before we proceed to reduce by rule B, less than one thousand applications of rule B are observed. However, if rule A is disabled (the first row in the table) then rule B is applied approximately 5557.000 times. Another dependency is between the rules G and H. As seen the table, if rule H is disabled then the applicability of rule G drops considerably to 2824 thousands of applications, caused by the fact that rule H is creating new transition loops that rule G can remove (provided that the preconditions are satisfied). Otherwise the remaining rules are frequently used with rules D and G being the most applicable ones. The only exception is rule I. Due to the different nature of this rule, we achieve

<table>
<thead>
<tr>
<th>Disabled Rule</th>
<th>Rule applications (×1000)</th>
<th>% Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>5557</td>
</tr>
<tr>
<td>B</td>
<td>6613</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>6594</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>6318</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>6610</td>
<td>1</td>
</tr>
<tr>
<td>F</td>
<td>6503</td>
<td>1</td>
</tr>
<tr>
<td>G</td>
<td>6471</td>
<td>1</td>
</tr>
<tr>
<td>H</td>
<td>6598</td>
<td>1</td>
</tr>
<tr>
<td>I</td>
<td>7213</td>
<td>1</td>
</tr>
<tr>
<td>None</td>
<td>6613</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5: Number of applications of reductions rules (10 minutes timeout)
5.3. Comparison with LoLA

Finally, we also compare the performance of our tool with LoLA [21], the winner of the MCC’17 competition in the reachability category. We use the current development snapshots of LoLA (based on version 2.0) and Sara (based on version 1.14)—in MCC’17 LoLA was running in parallel with Sara. Here we use the same rules as above for awarding points, but we run two parallel processes (three in the RD-category) for each tool. For RC and RF we run LoLA using (i) \texttt{--stateequation=alone} which calls the tool Sara and (ii) \texttt{--stateequation=none} which calls the standard engine of LoLA. For RD we run LoLA using (i) \texttt{--symmetry --symmtimelimit=300 --stubborn=tarjan}, with (ii) \texttt{--symmetry --symmtimelimit=300 --findpath=alone} and with (iii) \texttt{--symmetry --symmtimelimit=300 --siphondepth=10 --siphontrap=alone} as suggested by LoLA developers as the recommended strategy for the tool. For our tool in the RC and RF categories we use in parallel (i) the default options and (ii) \texttt{-tar} enabling a trace abstraction refinement method based on [2]. For RD we run our tool in parallel using (i) the default options, (ii) \texttt{-tar} and (iii) \texttt{--siphon-trap 3600 --siphon-depth 10}. We terminate the parallel computation as soon as the fastest thread finishes its computation.

Table 6 proves that after implementing the stubborn and structural reductions in TAPAAL, we can solve a higher number of reachability queries than the tool LoLA. More precisely we can answer 139 additional queries over all three categories. A detailed comparison performed in Table 7 reveals that while LoLA is better in answering queries that have a witness trace, TAPAAL achieves a significant margin on the queries where the whole state space must be searched.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
  & Queries & TAPAAL & LoLA \\
\hline
RC & 7008 & 6640 & 6568 \\
RF & 7008 & 6376 & 6321 \\
RD & 438 & 377 & 364 \\
\hline
Total & 14455 & 13392 & 13253 \\
\hline
\end{tabular}
\caption{Comparison between TAPAAL and LoLA}
\end{table}
We contribute this to improved and extended structural reduction rules suggested in this paper. Moreover, LoLA runs in parallel the tool Sara that uses advanced state equations techniques instead of the explicit state space search, resulting in about 1000 extra points where LoLA solved the query faster. On the other hand, TAPAAL is showing a slightly better performance in terms of memory usage, likely due to the employment of the PTrie [7] data structure for storing the explored state space.

### 6. Conclusion

We described the stubborn set and structural reduction techniques for the use on reachability queries on weighted Petri nets with inhibitor arcs. The stubborn set reduction was first presented on general labelled transition systems and then specialized for the application on Petri nets. We extended the technique to deal with inhibitor arcs as well as refining its performance to take weighted arcs into account. Similarly, we extended some of the classical structural reduction rules to nets with weighted arcs and inhibitor arcs and suggested a number of additional reductions rules, while demonstrating their applicability on the nets from the annual model checking contest. Both techniques were proved correct and experimentally evaluated.

Our main conclusion is—while it may intuitively seem as contra productive to employ both stubborn and structural reductions at the same time as they both target similar phenomena in order to restrict concurrency—that the combination of the techniques is clearly beneficial and the possible overhead when computing the reductions pays off. As a result, we have an efficient implementation of our verification engine that is now part of the open source model checker TAPAAL, and our engine, in all three reachability subcategories, solves more queries than LoLA, the last year winner of the model checking contest.

In our future work, we plan to add a support for colored Petri nets and extend the techniques discussed in this paper so that they can be applied directly on colored nets before their unfolding into P/T nets.

<table>
<thead>
<tr>
<th>TAPAAL vs LoLA</th>
<th>exclusive</th>
<th>time</th>
<th>memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC+</td>
<td>51</td>
<td>150</td>
<td>221</td>
</tr>
<tr>
<td>RC−</td>
<td>235</td>
<td>554</td>
<td>691</td>
</tr>
<tr>
<td>RF+</td>
<td>98</td>
<td>159</td>
<td>381</td>
</tr>
<tr>
<td>RF−</td>
<td>207</td>
<td>314</td>
<td>362</td>
</tr>
<tr>
<td>RD+</td>
<td>4</td>
<td>43</td>
<td>39</td>
</tr>
<tr>
<td>RD−</td>
<td>30</td>
<td>48</td>
<td>62</td>
</tr>
<tr>
<td>SUM</td>
<td>625</td>
<td>1268</td>
<td>1756</td>
</tr>
</tbody>
</table>

Table 7: Pairwise score comparison between TAPAAL and LoLA
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