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Abstract—A frequency-locked loop (FLL) is a stationary reference frame adaptive recursive filter with a high popularity in different engineering applications, particularly for extracting the grid voltage parameters and synchronization of power converters. In three-phase applications, the reduced-order generalized integrator-based FLL (ROGI-FLL) is a standard structure and a basic unit for designing more advanced FLLs. Very recently, to supposedly enhance the ROGI-FLL performance, using a complex control gain (instead of the traditional real one) in its structure has been proposed in the literature. Applying such a control gain, however, has some drawbacks that have not been discussed before. Explaining these shortcomings is the main objective of this work. To facilitate this task, a small-signal model for a basic complex-coefficient ROGI-FLL (CC-ROGI-FLL) is obtained and analyzed. A numerical performance comparison for a basic complex-coefficient ROGI-FLL (CC-ROGI-FLL) is obtained and analyzed. A numerical performance comparison between the CC-ROGI-FLL and ROGI-FLL is also conducted.

Index Terms—Complex-coefficient filter, frequency-locked loop (FLL), reduced-order generalized integrator (ROGI), synchronization, three-phase systems.

I. INTRODUCTION

FREQUENCY-LOCKED loop (FLL), which can be understood as a stationary reference frame adaptive recursive filter, has received much attention in different engineering applications, particularly in power and energy areas for the synchronization of power converters, decomposition of power signals, control of electrical motors, etc. [1]–[10].

Implementing FLLs in three-phase applications, which this work focuses on, is often carried out using a reduced-order generalized integrator (ROGI) [1]–[3]. The block diagram of a standard ROGI-FLL, also known as the complex bandpass filter-based FLL (CBF-FLL), can be observed in Fig. 1. A key element in this structure is a first-order CBF, which is realized by using a ROGI centered at the fundamental frequency in a unity feedback control loop. This CBF extracts the grid voltage fundamental component. The frequency estimator also plays an important role in the ROGI-FLL structure as it extracts the grid frequency and adapts the ROGI center frequency to the frequency changes.

In recent years, some research works for designing more advanced three-phase FLLs have been done. For example, to enhance the ROGI-FLL filtering capability, employing one or more ROGIs centered at concerned disturbance frequencies in parallel with the main ROGI, which is centered at the fundamental frequency, is proposed in [1]–[3]. In [4], the concept of in-loop filter for designing three-phase FLLs with a high filtering capability is introduced. According to this concept, the standard ROGI-FLL disturbance rejection capability can be considerably enhanced by including a band-pass-like filter with the center frequency at the fundamental frequency in its control loop. In [5], using one or more first-order CBFs as the prefitering stage of the ROGI-FLL (it is called the CBF-FLL in [5]) is proposed. These CBFs are adapted to frequency changes using a frequency feedback loop.

Very Recently, to enhance the ROGI-FLL performance, using a complex control gain (which is implemented through a control gain) is proposed. These CBFs are adapted to frequency changes using a frequency feedback loop.

Fig. 1. Block diagram of the standard ROGI-FLL. \(v_\alpha\), \(v_\beta\), and \(v_\gamma\) are the three-phase input signals. \(v_\alpha\) and \(v_\beta\) are the \(\alpha\beta\)-axis input signals, and \(\hat{v}_{\alpha,1}\) and \(\hat{v}_{\beta,1}\) are estimates of their fundamental components. \(\hat{V}_1\), \(\hat{\theta}_1\), and \(\hat{\omega}\) represent estimates of the amplitude, phase angle, and frequency of the input signal fundamental component, respectively. \(k\) and \(\lambda\) are the ROGI-FLL control parameters.

Fig. 2. Block diagram of the CC-ROGI-FLL. \(k'\) is an additional degree of freedom (control gain). The definition of other parameters can be found in the caption of Fig. 1.
cross-coupling between the $\alpha$- and $\beta$-axis) in its structure has been proposed in [9]. Fig. 2 illustrates the resultant structure, which is here briefly referred to as the complex-coefficient ROGI-PLL (CC-ROGI-FLL).\(^1\) Based on some numerical results, it is claimed in [9] that using a complex control gain results in a better compromise between the speed and damping of the PLL transient response and, therefore, provides a faster dynamic behavior with a much lower overshoot. Regardless of some exaggerations in this claim, it is demonstrated here that using a complex control gain in three-phase PLLs has some serious drawbacks that have been neglected in [9]. Creating a strong coupling between the phase/frequency and amplitude estimation loops, complicating the analysis and tuning procedure, and amplifying frequency components in the neighborhood of the fundamental frequency are notable examples of these shortcomings. To facilitate understanding of these problems, a small-signal model for the CC-ROGI-FLL is derived, and some numerical results are presented.

II. MODELING

To facilitate the analysis of the CC-ROGI-FLL, its small-signal modeling is presented in this section. To this end, some assumptions, definitions, and basic equations describing the CC-ROGI-FLL dynamics are presented first.

A. Assumptions, Definitions, and Basic Equations

It is assumed that the three-phase input signals of the CC-ROGI-FLL are without any distortion. Therefore, its $\alpha\beta$-axis input and output signals can be considered as

\[
v_\alpha = V_1 \cos(\theta_1) \tag{1}
\]

\[
v_\beta = V_1 \sin(\theta_1)
\]

\[
\hat{v}_{\alpha,1} = \hat{V}_1 \cos(\hat{\theta}_1) \tag{2}
\]

\[
\hat{v}_{\beta,1} = \hat{V}_1 \sin(\hat{\theta}_1)
\]

where $V_1$ and $\theta_1$ denote the amplitude and phase angle of the grid voltage fundamental component, respectively, and $\hat{V}_1$ and $\hat{\theta}_1$, as defined before, are estimations of these parameters. It is assumed that the actual and estimated quantities are very close to each other.

The following definitions are also made for the small-signal modeling of the CC-ROGI-FLL, in which the subscript $n$ denotes the nominal value and $\Delta$ denotes a small perturbation.

\[
\omega = \omega_n + \Delta \omega
\]

\[
V_1 = V_n + \Delta V_1
\]

\[
\theta_1 = \theta_n + \Delta \theta_1
\]

\[
\hat{\omega} = \hat{\omega}_n + \Delta \hat{\omega}
\]

\[
\hat{V}_1 = \hat{V}_n + \Delta \hat{V}_1
\]

\[
\hat{\theta}_1 = \hat{\theta}_n + \Delta \hat{\theta}_1
\]

\[
\theta_1 \approx \theta_0 + \Delta \theta_1
\]

\[
\hat{\theta}_1 \approx \hat{\theta}_0 + \Delta \hat{\theta}_1
\]

The following equations, which describe the CC-ROGI-FLL dynamics, may also be easily obtained from Fig. 2.

\[
\frac{d\hat{v}_{\alpha,1}}{dt} = -\hat{\omega} \hat{v}_{\beta,1} + k(v_\alpha - \hat{v}_{\alpha,1}) - k'(v_\beta - \hat{v}_{\beta,1}) \tag{4}
\]

\[
\frac{d\hat{v}_{\beta,1}}{dt} = \hat{\omega} \hat{v}_{\alpha,1} + k(v_\beta - \hat{v}_{\beta,1}) + k'(v_\alpha - \hat{v}_{\alpha,1}) \tag{5}
\]

\[
\frac{d\hat{\omega}}{dt} = \frac{\lambda}{V_1^2} \left[ \hat{v}_{\alpha,1}(v_\beta - \hat{v}_{\beta,1}) - \hat{v}_{\beta,1}(v_\alpha - \hat{v}_{\alpha,1}) \right] \tag{6}
\]

\[
= \frac{\lambda}{V_1^2} \left[ \hat{v}_{\alpha,1}v_\beta - \hat{v}_{\beta,1}v_\alpha \right] \tag{7}
\]

\[
\hat{\theta}_1 = \tan^{-1} \left( \frac{\hat{v}_{\beta,1}}{\hat{v}_{\alpha,1}} \right) \tag{8}
\]

B. Modeling Procedure

The modeling of the CC-ROGI-FLL is divided into three distinct stages. A complete model is finally obtained using the results of these stages.

1) Frequency Estimation: Substituting (1) and (2) into (6) yields

\[
\frac{d\omega}{dt} = \frac{\lambda V_1 \hat{V}_1}{V_1^2} \left[ \cos(\hat{\theta}_1) \sin(\theta_1) - \sin(\hat{\theta}_1) \cos(\theta_1) \right]
\]

\[
= \frac{\lambda V_1}{V_1} \sin(\theta_1 - \hat{\theta}_1). \tag{9}
\]

As we have already assumed that $\hat{\theta}_1 \approx \theta_1$ and $\hat{V}_1 \approx V_1$, (9) can be approximated by

\[
\frac{d\omega}{dt} \approx \lambda(\theta_1 - \hat{\theta}_1). \tag{10}
\]

Considering the definitions (3), (10) can be rewritten as

\[
\frac{d\Delta \omega}{dt} \approx \lambda(\Delta \theta_1 - \Delta \hat{\theta}_1). \tag{11}
\]

2) Phase Estimation: Differentiating (7) with respect to time yields

\[
\frac{d\hat{\theta}_1}{dt} = \frac{\hat{v}_{\alpha,1} \frac{d\hat{v}_{\beta,1}}{dt} - \hat{v}_{\beta,1} \frac{d\hat{v}_{\alpha,1}}{dt}}{\hat{v}_{\alpha,1}^2 + \hat{v}_{\beta,1}^2} = \frac{\hat{v}_{\alpha,1} \frac{d\hat{v}_{\beta,1}}{dt} - \hat{v}_{\beta,1} \frac{d\hat{v}_{\alpha,1}}{dt}}{V_1^2}. \tag{12}
\]

Substituting (4) and (5) into (12) gives (13) at the bottom of the page. Considering (1) and (2), (13) can be rewritten as

\[
\frac{d\hat{\theta}_1}{dt} = \hat{\omega} + \frac{k}{\lambda} \frac{d\omega}{dt} + \frac{k'}{\lambda} \left[ V_1 \hat{V}_1 \cos(\theta_1 - \hat{\theta}_1) - \hat{V}_1 \right]
\]

\[
\approx \hat{\omega} + \frac{k}{\lambda} \frac{d\omega}{dt} + \frac{k'}{\lambda} \left[ V_1 - \hat{V}_1 \right]. \tag{14}
\]

\[
\frac{d\hat{v}_1^2}{dt} = \hat{\omega} \left( \hat{v}_{\alpha,1}^2 + \hat{v}_{\beta,1}^2 \right) + k \left[ \hat{v}_{\alpha,1}(v_\beta - \hat{v}_{\beta,1}) - \hat{v}_{\beta,1}(v_\alpha - \hat{v}_{\alpha,1}) \right] + k' \left[ \hat{v}_{\alpha,1}(v_\alpha - \hat{v}_{\alpha,1}) + \hat{v}_{\beta,1}(v_\beta - \hat{v}_{\beta,1}) \right] \tag{13}
\]
Using the definitions (3), (14) can be rewritten as
\[
\frac{d\Delta \hat{\theta}_1}{dt} \approx \Delta \dot{\omega} + k \frac{d\Delta \omega}{dt} + k' \frac{V_1}{V_n} \left[ \Delta V_1 - \Delta \hat{V}_1 \right].
\] (15)

3) Amplitude Estimation: Differentiating (8) with respect to time yields
\[
\frac{d\hat{V}_1}{dt} = \hat{v}_{\alpha,1} \frac{d\Delta \alpha}{dt} + \hat{v}_{\beta,1} \frac{d\Delta \beta}{dt} + \frac{V_1}{V_n} \left[ V_1 \hat{V}_1 \cos(\theta_1 - \hat{\theta}_1) - \hat{V}_1^2 \right].
\] (16)

Substituting (4) and (5) into (16) gives (17) at the bottom of the page, which can be approximated by (18) by considering (1) and (2).
\[
\frac{d\hat{V}_1}{dt} = -k' \frac{\hat{V}_1}{V_1} \frac{d\hat{\theta}_1}{dt} + k \frac{V_1}{V_n} \left[ V_1 \hat{V}_1 \cos(\theta_1 - \hat{\theta}_1) - \hat{V}_1^2 \right] \\
\approx -k' \frac{V_n}{V_1} \left[ \Delta \theta_1 - \Delta \hat{\theta}_1 \right] + k \frac{\Delta V_1 - \Delta \hat{V}_1}{V_1}. \] (18)

Using (10) and the definitions (3), (18) can be rewritten as
\[
\frac{d\Delta \hat{V}_1}{dt} \approx -k' \frac{V_n}{V_1} \left[ \Delta \theta_1 - \Delta \hat{\theta}_1 \right] + k \left[ \Delta V_1 - \Delta \hat{V}_1 \right]. \] (19)

4) Complete Model: Equations (11), (15), and (19) are three first-order differential equations that describe the dynamics of the CC-ROGI-FLL in estimating the frequency, phase angle, and amplitude of the fundamental component of its input. Using these differential equations, the complete small-signal model of the CC-ROGI-FLL can be derived as depicted in Fig. 3(a).

To evaluate the model accuracy, a 20° phase jump test is conducted in the Matlab/Simulink environment, and the results of the CC-ROGI-FLL are compared with those predicted by its model. Fig. 4 shows the results of this assessment. We can observe that the model demonstrates quite high accuracy. The small differences between the actual and predicted results are because of the approximations made during the modeling procedure.

\[
\frac{d\hat{V}_1}{dt} = -k' \frac{\left[ \hat{v}_{\alpha,1} (v_{\beta} - \hat{\nu}_{\beta,1}) - \hat{v}_{\beta,1} (v_\alpha - \hat{\nu}_{\alpha,1}) \right]}{V_1} + k \frac{\left[ \hat{v}_{\alpha,1} (v_\alpha - \hat{\nu}_{\alpha,1}) + \hat{v}_{\beta,1} (v_\beta - \hat{\nu}_{\beta,1}) \right]}{V_1}
\] (17)

Fig. 3. (a) Small-signal model of the CC-ROGI-FLL. (b) Small-signal model of the ROGI-FLL. \( k_{c1} = V_n k' \) and \( k_{c2} = k'/V_n \). \( V_n \) is the nominal amplitude.

Fig. 4. Model accuracy assessment. Control parameters: \( k = 160, k' = -64 \), and \( \lambda = 12791 \). The sampling frequency throughout this work is 10 kHz.
Fig. 5. Dynamic performance comparison between the CC-ROGI-FLL and ROGI-FLL. (a) 0.5 p.u. voltage sag. (b) +2 Hz frequency jump. ROGI-FLL parameters: $k = 160$ and $\lambda = 12791$ [4]. CC-ROGI-FLL parameters: $k = 160$, $k' = -64$, and $\lambda = 12791$.

## III. DRAWBACKS OF CC-ROGI-FLL

### A. Creating Coupling Between Control Loops

In Section II, a small-signal model for the CC-ROGI-FLL was derived. According to this model and that of the standard ROGI-FLL, which is shown in Fig. 3(b) [4], the following observations can be made.

- In the small-signal model of the ROGI-FLL, there is no coupling between the phase/frequency and amplitude estimations loops. It implies that, from the large-signal point of view, there is a very weak coupling between these loops. Therefore, for example, an amplitude jump in the three-phase input signals of the ROGI-FLL has a negligible influence on estimating the grid voltage phase and frequency. Similarly, a frequency jump in the grid voltage barely affects the estimated amplitude by the ROGI-FLL. The dashed lines in Fig. 5 demonstrate these facts.

- In the CC-ROGI-FLL model, however, there is a cross-coupling between the amplitude and phase/frequency estimations loops, which is a direct result of using a complex control gain. The coupling level is proportional to $k'$. Therefore, depending on the value of $k'$, large spurious transients in the CC-ROGI-FLL performance may happen. The solid lines in Fig. 5 demonstrate this drawback of the CC-ROGI-FLL. Table I summarizes details of these simulation results. The description of the numerical tests and the FLLs control parameters may be found in the caption of Fig. 5.

### B. Increased Complexity in Tuning and Analysis

The coupling between the amplitude and phase/frequency estimations loops of the CC-ROGI-FLL, regardless of the aforementioned spurious transients, makes its stability analysis and tuning its control parameters more complicated compared to the standard ROGI-FLL. Notice that for the stability analysis and tuning of the CC-ROGI-FLL, we have to obtain the matrices of its open-loop and closed-loop transfer functions from its small-signal model and apply multi-input-multi-output analysis.

To have a fair comparison, the values of $k$ and $\lambda$ in the CC-ROGI-FLL are the same as those in the ROGI-FLL. The value of $k'$ in the CC-ROGI-FLL is set equal to $-64$. It is the minimum possible value that removes the overshoot in the estimated frequency of the CC-ROGI-FLL in response to a frequency jump for the selected values of $k$ and $\lambda$. 

---
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C. Amplifying Frequency Components Around Fundamental Frequency

By assuming that the estimated frequency $\hat{\omega}$ is a constant, the transfer functions relating the extracted fundamental component by the ROGI-FLL [Fig. 1] and CC-ROGI-FLL [Fig. 2] to their inputs can be expressed in the space vector notation as

$$G_{\text{ROGI-FLL}}(s) = \frac{\hat{v}_{\alpha,1}(s) + j\hat{v}_{\beta,1}(s)}{v_{\alpha}(s) + jv_{\beta}(s)} = \frac{k}{(s - j\hat{\omega}) + k} \quad (20)$$

$$G_{\text{CC-ROGI-FLL}}(s) = \frac{\hat{v}_{\alpha,1}(s) + j\hat{v}_{\beta,1}(s)}{v_{\alpha}(s) + jv_{\beta}(s)} = \frac{k + jk'}{(s - j\hat{\omega}) + k + jk'} \quad (21)$$

The Bode magnitude plots of these transfer functions can be observed in Fig. 6. Both these transfer functions have a unity gain at the fundamental frequency, which means they correctly extract the grid voltage fundamental component. The CC-ROGI-FLL, however, amplifies a frequency range in the neighborhood of the fundamental frequency. This amplification results in larger oscillatory errors in the estimated quantities by the CC-ROGI-FLL compared to the ROGI-FLL if the grid voltage contains a disturbance component in that frequency range. Notice that the aforementioned frequency range spans from $\hat{\omega}$ to $\hat{\omega} - 2k'$, and the maximum amplification gain in this range is equal to $\sqrt{1 + (k'/k)^2}$. Therefore, to minimize this problem, $k'$ should be as small as possible.

Table I. Details of Simulation Results

<table>
<thead>
<tr>
<th>Test 1: Voltage sag</th>
<th>CC-ROGI-FLL</th>
<th>ROGI-FLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% Settling time</td>
<td>16.4 ms</td>
<td>18.7 ms</td>
</tr>
<tr>
<td>Amplitude overshoot</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Peak frequency variation</td>
<td>1.74 Hz</td>
<td>0 Hz</td>
</tr>
<tr>
<td>Peak phase variation</td>
<td>5.8°</td>
<td>0°</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test 2: Frequency jump</th>
<th>CC-ROGI-FLL</th>
<th>ROGI-FLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% Settling time*</td>
<td>30.7 ms</td>
<td>25.9 ms</td>
</tr>
<tr>
<td>Frequency overshoot</td>
<td>0%</td>
<td>4.4%</td>
</tr>
<tr>
<td>Peak phase variation</td>
<td>2.8°</td>
<td>2.9°</td>
</tr>
<tr>
<td>Peak amplitude variation</td>
<td>0.015 p.u.</td>
<td>0.001 p.u.</td>
</tr>
</tbody>
</table>

Table I shows the simulation results of the CC-ROGI-FLL and ROGI-FLL for a voltage sag and frequency jump. The CC-ROGI-FLL shows a higher settling time and frequency overshoot compared to the ROGI-FLL. However, the peak phase variation is slightly smaller in the CC-ROGI-FLL. The amplitude overshoot is also lower in the ROGI-FLL. The results indicate that the CC-ROGI-FLL amplifies a frequency range in the neighborhood of the fundamental frequency, which may cause larger oscillatory errors in the estimated grid voltage parameters.
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