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Abstract—In realistic scenarios, the dynamic performance of a microgrid cluster is largely affected by the intermittent power of renewable energy sources and frequent load changes. To address this issue, a distributed fixed-time based dual layer secondary controller is designed to improve inter-microgrid and intra-microgrid dynamic performance within a fixed settling time. The proposed controller is independent of initial operating values as opposed to the finite time control law. Each global agent in a microgrid operates to mitigate loading mismatch between other global agents, whereas each local agent in a microgrid operates to achieve proportionate load current sharing and average voltage regulation between them in fixed time. However, as loading mismatch mitigation during light load conditions affects the system efficiency due to significant line losses, the cluster operation switches to a distributed loss minimization approach, which operates using online measurements from the neighboring microgrids. To characterize the mode of operation in the global cyber layer, a critical point of loading threshold for the cluster is thus determined. The performance of the cluster employing the proposed strategy is simulated in MATLAB/SIMULINK environment for various scenarios to demonstrate its reliability and efficiency.

Index Terms—DC microgrid clusters, cooperative control, fixed-time consensus, secondary control.

I. INTRODUCTION

DC microgrids are effective means of integrating renewable energy sources, storage devices and modern electronic loads, capable of operating independently of the utility grid [1]-[2]. Additional features include characteristics such as improved reliability [3] and scalability [4]. Further research also suggests that autonomous operation in DC paradigm results in improved efficiency by avoiding power exchange with the grid [5]. This also leads to a reduction in the number of conversion stages without resorting to synchronization, power quality issues in the AC counterparts.

To alleviate the scope of enhancing balanced utilization of their sources in autonomous mode, multiple DC microgrids are usually interconnected to form a cluster. Proper coordination among distributed sources in a cluster plays an increasingly important role as it directly affects the system performance [6]. To address this concern, secondary controllers are usually employed to compensate for the drift caused by the local primary controllers and line impedance mismatches [7]. The secondary control philosophy usually requires communication as it is based on measurements from the participating units, commonly termed as agents. To accommodate these changes, centralized communication is usually carried out due to its simple two-way structure which involves the transmission of signals from each agent to a central controller and vice-versa. However, it affects system reliability owing to its vulnerability to a single-point-of-failure [8]. Alternatively, distributed communication [10] provides an economic, scalable platform for the neighboring agents to reach consensus thereby establishing system stability.

Using distributed cyber topology, significant research has been conducted for DC microgrids, which involves proportionate load sharing, average voltage regulation and energy balancing such that the utilization factor of the sources is always balanced [11], [12]. However, the above-mentioned studies have been carried out in unrealistic fashion because desired current sharing profile is always assumed to be proportional. In sharp contrast, realistic systems exhibit frequent load changes and intermittent power availability from renewable energy sources. Moreover, this effect is specifically pronounced in a cluster of microgrids where there are multiple nodes with intermittent sources and loads. In [13], the authors have proposed a two-layer distributed tertiary controller to mitigate loading mismatch between DC microgrids in a cluster, which is based on the philosophy of voltage adjustment policy using the pinning link concept. However, this strategy focuses primarily on asymptotic convergence which can have adverse effects on the network performance during frequent disturbances.

To address this issue, a finite-time synchronization concept in DC microgrids is proposed by Sahoo, et al. in [4] which features convergence of states within a finite bounded time having ensured stable performance. However, finite-time schemes highly depend on initial operating conditions, which may not always be available. On the other hand, it becomes a complicated task to realize finite-time consensus in a large system where the state dynamics may depend on multiple variables.

By analysis, to maximize utilization of renewable energy sources, mitigating loading mismatch between microgrids is a prevalent option regardless of how they are dynamically coupled [14]. As a result of this approach during light loading conditions, the transmission line losses become significant.
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as compared to the converter losses [16]. Many approaches have been considered in order to improve the efficiency by enhancing converter performance [17], stability assessment with variable droop [18], etc. Moreover, the design of such strategies are often carried out in a centralized fashion where each update is received after a prolonged time-scale, thereby categorizing them as a tertiary update.

These issues are addressed for the first time in this paper, which proposes a fixed-time based dual layer distributed controller to maintain cluster coordination at both global and local level within fixed settling time. The significance behind using fixed-time consensus for cluster synchronization is that it guarantees an upper bound on the settling time, independent of initial operating values. To address the second problem, a fully distributed optimal update for loss minimization is obtained within fixed-time to alleviate system efficiency during light load conditions. Since loss minimization and mitigating loading mismatch can not take place simultaneously, the traversal of the mode of cluster operation in the global layer is anticipated by determining a minimum tie-line current threshold above which loading mismatch mitigation is used for the global secondary controller.

II. CYBER-PHYSICAL DC MICROGRID CLUSTERS

Fig. 1 shows a single-line diagram of the modeled cluster with \( M=3 \) DC microgrids, each consisting of \( N=3 \) battery storage devices, a PV farm and loads. It is worth mentioning that each battery energy storage system (BESS) is connected to the DC bus through a DC/DC bidirectional converter used to regulate the output voltage. On the other hand, PV is connected to the DC bus via a DC/DC boost converter. It should be noted that \( k^{th} \) agent in \( c^{th} \) microgrid as shown in Fig. 1 is connected to \( j^{th} \) agent via resistive tie-lines of \( r_{kj} \). Furthermore in the cluster, \( c^{th} \) microgrid is connected to the \( m^{th} \) microgrid via a tie-line resistance of \( R_{cm} \) to form a cluster of microgrids as shown in Fig. 1. The local layer of communication in each microgrid, highlighted as black dotted lines with arrows in Fig. 1, is used for fixed-time based cooperative control to achieve proportionate load current sharing and average voltage regulation using neighboring measurements within a microgrid. Similarly, the global layer of communication between microgrids, highlighted as blue dotted lines in Fig. 1, allows mitigation of loading mismatch between them using fixed-time consensus theory in the cluster. To achieve coordination between both layers, the microgrid agents in the global layer are pinned to local agents via pinning link, highlighted as red dotted lines with arrows in Fig. 1, to broadcast global response in each microgrid. Since this paper is solely based on voltage control at each bus, BESSs are represented as agents corresponding to every node in the cyber graph. It is worth noting that PV is not considered as an agent since it acts as a current source, which always operates at MPPT.

The global layer adjacency matrix \( \tilde{\xi} \in R^{M \times M} \) via edges and links can be mathematically represented as:

\[
\tilde{\xi} = \begin{cases} 
1 & \text{if } (c^{th}, m^{th}) \in \mathcal{E} \\
0 & \text{else}
\end{cases}
\]

where \( \tilde{\xi} \), \( x^c \), \( x^m \) and \( \mathcal{E} \) represent the adjacency matrix weights for cyber links, parent microgrid agent, neighboring microgrid agent in a cluster and the set of edges in the global layer respectively for the neighboring set of microgrids for \( c^{th} \) microgrid, denoted as \( N_c \).

To replicate the response from the global level in each microgrid, the microgrid agents communicate to the pinned agents of their respective microgrid as shown in Fig. 1. Further, the pinned agent in each microgrid forms a local distributed
With the communication weights to be:

$$a_{kj} = \begin{cases} 0, & \text{if } (x^p_k, x^j) \in E \text{ and } \epsilon \in \mathbb{E} \\ > 0, & \text{else} \end{cases}$$ (2)

where $E$ is an edge connecting two nodes, $x^p_k$ is the parent local agent, $x^j$ is the neighboring local agent in $c^{th}$ microgrid and $N^j_k$ denote the set of neighboring agents of $k^{th}$ agent in $c^{th}$ microgrid.

To realize the secondary control objectives in [11] and tertiary input on loading mismatch mitigation in [13], the control laws are designed in such a manner so that:

$$\lim_{t \to \infty} |V_{DCj}(t) - V_{DCk}(t)| = 0$$ (3)

$$\lim_{t \to \infty} |I_{DCj}(t) - I_{DCk}(t)| = 0$$ (4)

$$\lim_{t \to \infty} |I_{MGm}(t) - I_{MGc}(t)| = 0$$ (5)

where $V_{DCj}$ and $I_{DCk}$ represent the average voltage and BESS current of $k^{th}$ (parent) agent in $c^{th}$ microgrid respectively. It should be noted that $V_{MGc}$ in Fig. 1 represent the voltage bus of each microgrid, which is physically close to the microgrid agent. Moreover, $I_{MGc}$ represents the microgrid current which corresponds to available generation/load at rated voltage in $c^{th}$ microgrid, which is given by:

$$I_{MGc}(t) = I_{PV}(t) - I_{L}(t)$$ (6)

where $I_{PV}$ and $I_{L}$ denote the PV and local load current in $c^{th}$ microgrid respectively. (6) will always hold true since BESSs are operating in voltage controlled mode.

Since the objectives in (3)-(5) have been achieved in an asymptotic manner where the error converges typically in seconds [13], a dual layer fixed-time based cooperative secondary controller is proposed in this paper which is described in the next section.

To provide a clear picture of the performance issues caused by conventional distributed tertiary controller [13] operating to achieve (3)-(5) in a cluster, a case study is considered in Fig. 2 for the modeled cluster in Fig. 1 where disturbances such as load change and PV irradiation change are introduced frequently. It can be seen in Fig. 2 that for load changes at $t = 2$ and $5$ s, loading mismatch error between microgrids hasn’t reduced to zero causing a reduction in energy efficiency due to momentary increase in generation cost. Moreover, the voltages at each microgrid bus haven’t settled thereby affecting the network performance. To reach a steady state error of zero (at point P), it takes around 3.4 s which doesn’t justify for compelling performance due to frequent disturbances in a cluster.

### III. Proposed Fixed-Time Control Strategy

#### A. Inter-Microgrid Objectives

The general objective of the proposed strategy in the global layer switches between loss minimization during light load conditions & loading mismatch mitigation to improve system efficiency. The losses in a cluster can typically be categorized into transmission loss and power conversion losses in DC/DC converter such as switching and conduction losses. As the authors in [19] have reported that converter efficiency varies under different loading conditions, loading mismatch mitigation between microgrids reduce system efficiency as the transmission line ($R_{cm} \gg r_{kj}$) losses between microgrids become high as compared to the conversion losses. This necessitates a loss minimization approach to be carried out during light load conditions.

1) Loss Minimization: To implement this strategy, a critical point of loading level needs to be determined to introduce mode traversal between loss minimization & loading mismatch mitigation. Considering the efficiency curves for each converter at different loading levels, the critical point of loading can be analyzed. This aspect has been discussed in detail in the following section. Formulating the inter-microgrid objectives based on the above criteria, the global secondary controller is alternatively run in two modes using a signal:

$$\phi = \begin{cases} 0, & \text{if } \sum_{j=1}^{N} I_{MGc} \leq \kappa I_{cap} \\ 1, & \text{else} \end{cases}$$ (7)

where the threshold of $\kappa$ (in p.u.) of full load ($I_{cap}$) is considered for mode switching of global operation in the modeled system operating at their rated voltages. The transmission line losses are minimized using the objective function:

$$\min \sum_{c,m \in M} C_{cm}(I_{cm}) = I_{cm}^2 R_{cm}$$ (8)

where $I_{cm}$ denote the tie-line current between $c^{th}$ & $m^{th}$ microgrid. In other words, minimization of (8) will be achieved when:

$$\sum_{c,m \in M} \lambda_{cm} = \sum_{c,m \in M} \frac{dC_{cm}}{dI_{cm}} = \sum_{c,m \in M} 2I_{cm} R_{cm} \to 0$$ (9)
where $\lambda_{cm}$ is an online iterative factor for loss minimization. Moreover, (8) is solved with the decision variable as $[I_{cm}]^{\forall c, m \in M}$, subject to

$$\sum_{c, m \in M} I_{cm} = I_{load} \forall c, m = 1, \ldots, M$$

for a load current given by:

$$I_{load} = \begin{cases} \sum_{c \in M} I_{MG_c} & \text{if } I_{MG_c} > 0 \\ 0, \text{ else} \end{cases}$$

where $I_{cm}^{\min}$ and $I_{cm}^{\max}$ denote minimum and maximum value of tie-line current respectively. It is worth mentioning that $I_{cm}^{\min}$ and $I_{cm}^{\max}$ are calculated by adding the current generation from PV and minimum and maximum capacity of bidirectional converter respectively. Hence, a modified set of inter-microgrid objectives for DC microgrid clusters is presented in this paper to improve system efficiency as compared to [13].

2) Loading Mismatch Mitigation: To mitigate loading mismatch between microgirds across the cluster, using the intra-microgrid sharing objectives suggesting proportionate load current sharing with known value of $N$ agents in $c^{th}$ microgrid, $I_{MG_c}$ for loading mismatch mitigation can be found out using $I_{MG_c} = N_{DG_c}$, where $N_{DG_c}$ depict the output current from the microgrid agent of $c^{th}$ microgrid. Hence, loading mismatch mitigation is achieved using the following input:

$$\hat{I}_{MG_c}(t) = \sum_{m \in N_c} I_{MG_m}(t) - I_{MG_c}(t) = 0. \quad (13)$$

It is worth notifying that the intra-microgrid objectives are always operating simultaneously with inter-microgrid objectives in the cluster, as shown in Table I. However, the mode of operation in inter-microgrid objectives, i.e. either loss minimization or loading mismatch mitigation, is traversed using (7) based on the loading condition.

### TABLE I

**PROPOSED CONTROL PHILOSOPHY IN THE CLUSTER**

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>Inter-Microgrid Objectives</th>
<th>Intra-Microgrid Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Loss Minimization</td>
<td>Average Voltage Regulation; Proportionate Load Current Sharing</td>
</tr>
<tr>
<td>1</td>
<td>Loading Mismatch Mitigation</td>
<td>Average Voltage Regulation; Proportionate Load Current Sharing</td>
</tr>
</tbody>
</table>

B. Intra-Microgrid Objectives

In the local layer, the local agents cooperate to carry out average voltage regulation as well as proportionate load current sharing simultaneously in their respective microgrids. More details on these objectives in DC microgrids can be referred from [4]. In order to estimate average voltage, a distributed voltage observer is employed using dynamic consensus [11] of agents. The average voltage estimate $\bar{V}_{DC_k}$ in $c^{th}$ microgrid for $k^{th}$ agent is given by:

$$\dot{V}^e_{DC_k}(t) = V^e_{DC_k}(t) + u^e_{Mc_k}(t)$$

where $u^e_{Mc_k}(t) = \sum_{j \in N_k} a^e_{kj}(V^e_{DC_j}(t) - V^e_{DC_k}(t))$. Similarly, the load current in $c^{th}$ microgrid is shared by using:

$$I^e_{DC_k}(t) = d_k \sum_{j \in N_k} a^e_{kj} ([I^e_{DC_j}(t)/I^e_{DC_j}^{\max}] - [I^e_{DC_k}(t)/I^e_{DC_k}^{\max}]) = 0 \quad (15)$$

where $d_k$ denotes a positive coupling gain. Assembling all the control inputs from (9), (13)-(15), the fixed-time consensus is formulated for the cluster in the following subsection.

C. Design of Fixed-Time Controller

The design of a fixed-time based distributed secondary controller is discussed in this section. Further details & formulation for fixed-time stability is given in [21]. Using (9), a distributed update for loss minimization $\lambda_c$ for $c^{th}$ microgrid is given by:

$$\dot{\lambda}_c = h_c \sum_{o \in N_c} \frac{\lambda_{ao} - \lambda_{cm}}{e^c_{k_o}(t)} = 0 \quad (16)$$

where $h_c$ serves as a coupling gain to denote (16) in terms of a voltage correction update for the controller.
To sum up, the errors defined as per the proposed strategy for the cluster are merged into a matrix $E_k^c = \{e^c_{k1}, e^c_{k2}, e^c_{k3}, e^c_{k4}\}$ undergoing fixed-time consensus such that:

$$\lim_{{t \to T^*}} |E_k^c(t) - E_k^c(t)| = 0, \forall m \in N_e$$  \hspace{1cm} (17)

where $T^*$ is the upper bound on the fixed time required for convergence. To implement (17), all the control inputs defined above are used in (14) to get the fixed-time voltage control input as:

$$\dot{V}_{DC_k}^c(t) = V_{DC_k}^c(t) + \alpha \text{sgn}(u_{\dot{V}_k}^c(t)) + \phi f_c \text{sgn}(u_{\dot{I}_{MG}}^c(t)) + (1 - \phi) f_c \text{sgn}(w_k^c + \beta \text{sgn}(u_{\dot{I}_k}^c(t)) + \phi f_c \text{sgn}(w_k^c + \beta \text{sgn}(u_{\dot{I}_k}^c(t)) + (1 - \phi) f_c \text{sgn}(w_k^c + \beta \text{sgn}(u_{\dot{I}_k}^c(t))$$  \hspace{1cm} (18)

where $0 > \gamma > 1, 0 > w_1 > 1, \alpha > 0, \beta > 0, \text{sgn}(x) = \text{sgn}(x)|x|^\alpha$ with $\text{sgn}(\cdot)$ denoting sign function and $f_c$ denote the pinning gain matrix. Similarly, the fixed-time current control input from (15) is given by:

$$\dot{I}_{DC_k}^c(t) = \alpha \text{sgn}(w_{\dot{V}_k}^c(t)) + \beta \text{sgn}(w_{\dot{I}_k}^c(t))$$  \hspace{1cm} (19)

Using the primary control law for DC microgrids [4], the final voltage reference $V_{DCREF_k}^c$ for fixed-time stability is given by:

$$V_{DCREF_k}^c(t) = \int_{t_0}^{t} (V_{DC_k}^c + R_{vit} \dot{I}_{DC_k}^c)$$  \hspace{1cm} (20)

which is used in the primary controller of $k^{th}$ agent in $c^{th}$ microgrid, as shown in Fig. 3. These control functions are achieved using local as well as neighboring measurements, given by:

$$\psi_m(t) = \{I_{MG_m}, \lambda_{o2}\}, \hspace{1cm} m, o, z \in N_e$$  \hspace{1cm} (21)

$$\psi_j^c(t) = \{I_{DC_j}^c, V_{DC_j}^c, \dot{V}_{DC_j}^c\}, \hspace{1cm} j \in N_k^c$$  \hspace{1cm} (22)

where $\psi_m(t)$ and $\psi_j^c(t)$ depict the neighboring measurements in global and local layer as highlighted in Fig. 3 respectively. It is worth noting that the fixed-time convergence is a bounded phenomena and operates within physical converter current limit, which is already considered in the inner current control loop of the bidirectional control strategy of each agent.

D. Performance Evaluation

The convergence speed of the proposed fixed-time strategy is monitored for different values of the design gains $\alpha$ and $\beta$. As it can be seen in Fig. 4, the convergence speed of $u_{\dot{V}_k}^c(t)$ increases with increase in the value of $\alpha$ for a constant value of $\beta = 3$. However, these gains can’t be incessantly increased considering different communication sampling rate of each cyber layer which indirectly limits the dynamic performance of the controller. Taking this into consideration, design guidelines of these gains with respect to the communication sampling rate is provided in Appendix B.

To identify the threshold for switching the mode of operation in (7), the system efficiency in microgrid level needs to be monitored for different loading levels in the cluster. It should be noted that this analysis is model-dependent, and relies on parameters such as line parameters, size and converter efficiencies, etc. More details can be referred from [19]. Considering the modeled system in Fig. 1 and converter efficiencies in [10] for a maximum load of 16 kW, it can be seen in Fig. 5 that the system loss is lower when operated with loss minimization approach as compared to the loading mismatch mitigation strategy for loading level below point A and vice-versa. Moreover, the value of $\kappa$ in (7), corresponds to point A in Fig. 5, which is around 42 % of the maximum loading in the modeled system. It is worth mentioning that a dwell time of 1 sec is used in the proposed control strategy to avoid chattering between two modes in (7). Hence, the mode traversal between both the inter-microgrid objectives based on the condition in (7) for efficient operation of any system can be supervised in this manner. The stability of the proposed controller is carried out in the following section to distinguish fixed-time from finite-time control strategy.

IV. Stability Analysis

In this section, the stability of the proposed controller for the modeled system is investigated considering each error dynamics, the Lyapunov candidate $V(t)$ is defined as:

$$V(t) = \frac{1}{2} \sum_{c=1}^{M} \sum_{k=1}^{N} E_k^c(t)^T E_k^c(t)$$  \hspace{1cm} (23)
Differentiating (23), we split the candidates into $V_1(t) - V_3(t)$, given by:

$$
\dot{V}(t) = \sum_{c=1}^{M} \sum_{k=1}^{N} E_k^c(t)^T f(E_k^c(t)) + \sum_{c=1}^{M} \sum_{k=1}^{N} E_k^c(t)^T \sum_{j \in N_k^c} \alpha \bar{a}_{kj} s_i g''(E_j^c(t) - E_k^c(t))
$$

where \( f(c) = s_ig''(c) \) is a QUAD function, which is used to calculate the area under two distinct points. This suggests that for a positive value of \( \sigma \),

$$(x_1 - x_2)^T (f(x_1) - f(x_2)) \leq \sigma (x_1 - x_2)^T (x_1 - x_2) \tag{25}$$

holds true. Using (25), we get $V_1(t) \leq 2\sigma V(t)$. Moreover, since $a_{kj}^c = a_{jk}^c$ and $s_i g''(E_j^c(t) - E_k^c(t)) = -s_i g''(E_k^c(t) - E_j^c(t))$, $V_2(t)$ can be simplified as:

$$
V_2(t) = -\frac{\alpha}{2} \sum_{c=1}^{M} \sum_{k=1}^{N} \sum_{j \in N_k^c} a_{kj}^c |E_j^c(t) - E_k^c(t)|^{1+\nu} \tag{26}
$$

Moreover, $\rho_1$ denote the minimum eigenvalue of $\bar{A}_{li}$ and $\Gamma_1 = \alpha 2^w \rho_1^{1+\nu}$. On the other hand,

$$
V_3(t) \leq \sum_{c=1}^{M} \sum_{k=1}^{N} \sum_{j \in N_k^c} |E_k^c(t)|^2 \sum_{j \in N_k^c} a_{kj}^c E_j^c(t) \tag{29}
$$

$$
= a_{w}^\nu \max_{c=1}^{N} \sum_{j \in N_k^c} |E_k^c(t)|^{1+\nu} [N - (r_c - r_{c-1})]
$$

$$
\leq a_{w}^\nu \max_{c=1}^{N} \sum_{j \in N_k^c} (|E_k^c(t)|^2)^{1+\nu} \tag{30}
$$

$$
\leq a_{w}^\nu \max_{c=1}^{N} (\bar{r}(N))^{1+\nu} \sum_{j \in N_k^c} (|E_k^c(t)|^2)^{1+\nu}
$$

where $\gamma_1 = a_{w}^\nu \max_{c=1}^{N} (\bar{r}(N))^{1+\nu}$, $a_{w}^\nu$ denote the maximum of $a_{kj}^c$, $\bar{r} = \max_{c=1}^{N} [N - (r_c - r_{c-1})]$ and $r_c$ denote any particular agent in $c^{th}$ microgrid. A similar analysis for $V_4$ & $V_5$ can be carried out using (27) & (30) respectively to get:

$$
V_4(t) = -\Gamma_2 V(t)^{1+\nu}, V_5(t) = \gamma_1 V(t)^{1+\nu} \tag{31}
$$

where $\Gamma_2 = a_{w}^\nu \rho_1^{1+\nu}$ & $\gamma_2 = a_{w}^\nu \max (\bar{r}(N))^{1+\nu}$. Summing up (25), (27), (30) & (31), we get:

$$
\dot{V}(t) \leq 2\sigma V(t) - (\Gamma_1 - \gamma_1)V(t)^{1+\nu} - (\Gamma_2 - \gamma_2) V(t)^{1+\nu} \tag{32}
$$

Using Theorem 1 [21], (32) can be simplified as:

$$
\dot{V}(t) \leq \begin{cases} 
-(\Gamma_1 - \gamma_1 - 2\sigma)V(t)^{1+\nu}; & V(t) < 1 \\
-(\Gamma_2 - \gamma_2 - 2\sigma)V(t)^{1+\nu}; & V(t) \geq 1 
\end{cases} \tag{33}
$$

such that there exists a upper bound for fixed time $T^*$. Since (32) is independent of the initial value $V(0)$ as opposed to the finite-time strategies, fixed-time convergence holds true provided:

$$
T^* = \int_{0}^{\infty} \frac{1}{f(V)dV} \tag{34}
$$

is fixed. This completes the proof that fixed-time convergence of global as well as local objectives is ensured for DC microgrid clusters, without depending on initial operating values unlike [4]. However, the abovementioned analysis doesn’t regard communication delay inherited in the cyber channels. It may lead to instability if the delay is significantly high. To determine the stability margin under such conditions, a time-delay analysis is carried out to determine the upper bound of communication delay that the system can withstand.

Time delay can occur due to multiple factors: jamming, traffic of signals, sequencing of packets resulting in packet loss. Such delays can have a major impact in control of networked microgrids, ultimately leading to divergent solutions [20]. Since time delays beyond a certain value affect the stability of the system, an upper bound of the delay margin needs to be investigated. In order to assess system stability under different time delays, a Lyapunov candidate function using Lyapunov-Krasovskii function approach [22], [23] is used for the delayed measurements in an infinite dimensional
space \( \mathcal{Y} \). This space contains all the solution for \( x \) in the interval \([1-\tau, 1]\) and can be represented as:

\[
V(\mathcal{Y}) = V_0(x(t)) + \int_0^{\tau_m} V_1(\tau, x(t), x(t-\tau))d\tau
\]  

(35)

where \( \tau \) and \( \tau_m \) denote communication delay and upper bound on communication delay respectively. Using (23), it can be established that the Lyapunov function is positive-definite. Since negative-definiteness/semi-definiteness of the time-delayed Lyapunov candidate is also required to prove stability, it is carried out using:

\[
\dot{V}_f = \frac{1}{\tau_m} \dot{V} + \frac{1}{\tau_m} [V_1(\tau_m, x(t), x(t-\tau_m)) - V_1(0, x(0), x(t))] + \frac{\partial V_1}{\partial x}(t) - \frac{\partial V_1}{\partial \tau} \leq 0 \forall x(t), \forall \tau(t-\tau_m) 
\]  

(36)

\( \forall \tau \in [0, \tau_m] \). Additionally, since \( V_1 \) is positive using (27)-(33), a necessary and sufficient criteria to achieve stability under time delay is by obtaining a negative-definite solution for (38), which provides a minimum value of \( \omega \) equal to \( \omega \tau_m \). Hence, for different values of maximum allowable communication delay \( \tau_m \), the stability of the cluster with time-delayed measurements can be assessed using the abovementioned criteria.

\[
\dot{V}_f \leq \frac{1}{\tau_m} V(t) + \frac{1}{\tau_m} V^2(t-\tau_m) - \frac{1}{\tau_m} V^2(t) + 2\dot{V}V 
\]  

(37)

Using (33), (37) can be further written as:

\[
\dot{V}_f \leq -[\frac{1}{\tau_m} + 2V](\Gamma_1 - \gamma_1 - 2\sigma)V(t) + \frac{1}{\tau_m}\omega \leq 0 
\]  

(38)

where \( \omega = V^2(t-\tau) - V^2(t) \). Since all the terms in \( \iota \) is positive using (27)-(33), a necessary and sufficient criteria to achieve stability under time delay is by obtaining a negative-definite solution for (38), which provides a minimum value of \( \omega \) equal to \( \omega \tau_m \). Hence, for different values of maximum allowable communication delay \( \tau_m \), the stability of the cluster with time-delayed measurements can be assessed using the abovementioned criteria.

V. SIMULATION RESULTS

The proposed fixed-time cooperative secondary control strategy is tested on a DC microgrid cluster, as shown in Fig. 1, of rated voltage of 315 V with \( M = 3 \) microgrids of equal capacity of 10 kW are interconnected to each other via variable resistive feeder lines \( R_{cm} \). Further, \( c \)th microgrid consists of \( N = 3 \) BESSs, each of equal capacity of 1.6 kW, PV of 5.2 kW and resistive loads are connected to each other via variable resistive lines \( r_{ij} \) as shown in Fig. 1. It should be noted that equal capacity of BESS units in each microgrid has been considered for better understanding. Various load changes, insolation change scenarios have been considered in the local & global network to test the performance of the proposed fixed-time strategy. Furthermore, a control area network (CAN) bus model is designed for both cyber layers to realize the impact of communication delays and data packet loss. The global & local cyber layers are sampled at a frequency of 150 & 500 Hz respectively. Further, the plug-and-play capability of the proposed cooperative controller along with link failure resiliency and its impact on individual microgrids is studied in the global network. All the scenarios have been discussed in MATLAB/SIMULINK environment. The simulated system & control parameters are provided in Appendix A.

![Fig. 6. Performance evaluation of loading mismatch mitigation using the proposed fixed-time based secondary controller: Faster settling time as compared to Fig. 2.](image-url)

![Fig. 7. Performance of the cluster prior to cooperative fixed-time based loss minimization strategy: Convergence in 0.25 s.](image-url)

In Fig. 6, the loading mismatch mitigation between microgrids using the proposed control strategy is performed for the same loading condition and disturbances in Fig. 2. It can be seen that the performance of the proposed strategy during frequent load changes, \( I_{MG} \) in (6) is mitigating the loading mismatch between each microgrid in a significantly faster manner, i.e., 0.3 s as compared to asymptotic convergence in 3.4 s using [13], as shown in Fig. 2.

In Fig. 7, the performance of the online distributed loss minimization strategy is tested during light load conditions. As seen in Fig. 7 before \( t = 1 \) s, since the microgrid currents are negative, PV generation is more than the load, which suggests that BESSs are being charged. For an increase in load at \( t =
1 s in microgrid I($MG_1$) in Fig. 1, the loading mismatch is mitigated in a disproportionate manner since the contribution of load current from $MG_1$ is quite high as compared to the rest of microgrids. As the load change is primarily met locally using the proposed strategy avoiding a flow of current via the feeders from other microgrids, the system efficiency is improved considering the high efficiency of individual converters during light load conditions. It can be seen in Fig. 7 that $\lambda_c$ for each microgrid remarkably converges to zero using the proposed fixed-time convergence law in 0.25 s. Importantly, it operates as a secondary controller by handling the load changes online only using neighboring measurements making it a reliable approach for efficient operation of the cluster as compared to centralized communication.

All the analyses carried out after this point have been carried out with $\phi = 1$ to demonstrate the performance of fixed-time based loading mismatch mitigation in the cluster.

Further, the robustness of the proposed controller against link failure resiliency in global as well as the local layer is verified. Firstly, link failure between microgrid agents is tested by disabling link I-II at $t = 0.8$ s in Fig. 8. However, the system responds by performing normally owing to the spanning tree nature of the global cyber network. However, when the link between I-III is lost at $t = 1.75$ s, the spanning tree connectivity of the cluster is lost, which rules out $MG_1$ in obeying global control objectives. Additionally since the link between II-III is still active, the corresponding MGs cater to mitigate the loading mismatch between them. Consequently, local agents in $MG_1$ resort back to achieve local secondary objectives to share local load current until $t = 3$ s where the link between I-III is set active. Upon restoration, it can be seen in Fig. 8 that each MG start mitigating the loading mismatch in the cluster. Moreover, the convergence owing to the proposed fixed-time consensus law is considerably faster as the voltage settles down within 0.4 s as compared to the conventional approach. Similarly in Fig. 9, the link

![Fig. 8. Performance of the cluster during global layer link failure.](image1)

![Fig. 9. Performance during local layer link failure in microgrid I.](image2)

![Fig. 10. Performance of the cluster for a maximum communication delay of 350 ms with 10% data packet loss every 50 ms](image3)
the link between BESS$_1^1$ & BESS$_3^3$ is re-activated at $t = 5$ s, which completes the spanning graph, the global as well as local secondary objectives are satisfactorily met. Fig. 10 shows the system performance under communication delay & data packet loss in the global layer. These disturbances have been modeled in MATLAB/SIMULINK environment using FIFO Queue in the CAN protocol which can be used to limit the number of packets buffered per interval. In Fig. 10, a maximum communication delay of 350 ms along with 10% packet loss every 50 ms is introduced in every link of the global layer which yields a satisfactory performance with a settling time of 0.93 s. Hence, the performance of the proposed controller can be deemed satisfactory owing to the fixed-time convergence within 0.93 s based on the findings in [4] for maximum communication delays in different transmission medium.

![MG Voltages (V)](image)

![MG Currents (A)](image)

Fig. 11. Performance of the cluster for plug-and-play capability of a microgrid.

In Fig. 11, the plug-and-play capability of the proposed controller is validated by plugging in and out of MG$_1$ at $t = 1$ and $t = 2.33$ s respectively. With the outage of MG$_1$ at $t = 1$ s as highlighted in Fig. 11, each BESS in MG$_2$ & MG$_3$ share the remaining loads in the cluster since MG$_1$ is physically disconnected from the cluster. As a result, the local secondary controller in MG$_1$ using the local layer operates to share the local loads as MG$_1$ current drops to 1.5 A. When MG$_1$ is plugged back into the cluster at $t = 2.33$ s, each MG revert to mitigate loading mismatch as shown in Fig. 11.

VI. CONCLUSION

This paper proposes a dual layer fully distributed fixed-time based secondary controller, which achieves inter-microgrid & intra-microgrid objectives ensuring fixed-time convergence in a cluster of DC microgrids. As the conventional distributed approaches entail asymptotic convergence; they have adverse effects on network performance. To address this issue, a fixed-time consensus law based secondary approach is designed in this paper which facilitates fixed-time settling of objectives namely, loading mismatch mitigation in the global level and proportionate load current sharing, average voltage regulation locally in each microgrid. However, loading mismatch mitigation involves significant transmission line losses during light load conditions. To enhance system efficiency during light load conditions, a fixed-time based distributed loss minimization strategy is designed to operate as a secondary controller using online measurements from the neighboring microgrids. This concept improves the reliability as compared to the conventional tertiary approaches realized in a centralized fashion. Since fixed-time consensus is independent of the initial operating values, which is unknown for a large system, the proposed strategy can be readily implemented in practice. The simulation results demonstrate stable dynamic performance in case of physical disturbances such as plug out of converters as well as cyber intricacies such as variable communication delay and data packet loss. As a result, it facilitates the use of low-cost communication protocol.

APPENDIX A

SIMULATION PARAMETERS

It should be noted that the values of variables without any subscript/superscript are consistent throughout the cluster.

**Plant:** $R_{12} = 1.3$ $\Omega$, $R_{13} = 1.8$ $\Omega$, $R_{23} = 1.2$ $\Omega$, $r_{23} = 0.25$ $\Omega$, $r_{13} = 0.3$ $\Omega$, $r_{12} = 0.35$ $\Omega$, $r_{1p} = 0.2$ $\Omega$, $r_{23} = 0.15$ $\Omega$, $r_{3} = 0.2$ $\Omega$, $r_{2} = 0.4$ $\Omega$, $r_{3} = 0.3$ $\Omega$, $r_{3} = 0.35$ $\Omega$, $r_{3} = 0.3$ $\Omega$, $r_{3} = 0.5$ $\Omega$, $r_{3} = 0.5$ $\Omega$

**Converter:** $L_{dc} = 3$ mH, $C_{dc} = 250$ $\mu$F

**Controller:** $R_{1}^{\text{vir}} = R_{2}^{\text{vir}} = R_{3}^{\text{vir}} = 0.8$, $\alpha = 7.5$, $\beta = 4.5$, $d = 0.75$, $v = 0.5$, $w = 0.5$

APPENDIX B

DESIGN GUIDELINES CONSIDERING COMMUNICATION SAMPLING RATE

To realize the control design guidelines for different communication sampling rate, the Lyapunov function in (23) is discretized to get

$$V_t = \frac{1}{2} \sum_{c=1}^{M} \sum_{k=1}^{N} P E_t^T E_t$$

(39)

at time instant $t$. Considering the difference between two samples for different communication rates along the trajectory for (39), we get

$$\Delta V_t = V_{t+1} - V_t = \frac{1}{2} \sum_{c=1}^{M} \sum_{k=1}^{N} (E_t^T P E_t^T)^T$$

(40)

for a positive matrix $P = \text{diag}\{(1 + \frac{1}{\zeta_1} G_1, ..., (1 + \frac{1}{\zeta_c} L_c)\}$, $\{\zeta_1, ..., \zeta_c\} > 0$ using (1) & (2) where $\zeta$ used with subscript $c$ corresponds to the local cyber layer in $c$th microgrid whereas $\zeta$ denotes for the global cyber layer for the cluster. Hence, the design of the control gains can be given by
achieving a sufficient condition for $\Delta \mathcal{V} < 0$ using the special matrix theory and properties of symmetric graphs [24], given by

$$
(1 + \frac{1}{\zeta})\rho(G) < 1 
$$

(41)

$$
(1 + \frac{1}{\zeta_c})\rho(L_c) < 1, \forall c \in M
$$

(42)

where $\rho$ suggest the eigenvalues of the cyber graph which lie between origin and unit plane.
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