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Abstract

The Orthogonal Frequency Division Multiple Access (OFDMA) has recently
emerged as one of the prime multiple access schemes for the future broadband
wireless networks. In OFDMA, available subcarriers are grouped into sub-
channels, which are assigned to different users operating simultaneously. Pre-
serving the orthogonality among these subchannels is essential, as it prevents
the inter-carrier interference (ICI), which consequently eliminates multi-user
interference (MUI).

While the orthogonality among subchannels can be maintained relatively
easily in the downlink, keeping the orthogonality in the uplink is much more
difficult. In the uplink, the received signal is the sum of multiple signals
coming from different users, each experiences a independent carrier frequency
offset (CFO) due to oscillator instability and / or Doppler shift. Conventional
CFO correction method used in the downlink are designed for single-user
system, and therefore are not able to correct multiple CFOs in the uplink.

The aim of this thesis is to provide practical solutions for the synchroniza-
tion issues occurring in the uplink of the OFDMA-based broadband wireless
systems. Several data-aided CFO estimation algorithms are proposed to
achieve accurate measurements of the multiple CFOs in different scenarios.
Once the estimates are available, novel MUI cancellation schemes are intro-
duced to mitigate the self- and cross-interference occurring due to multiple
CFOs. Evaluation results show that the proposed schemes outperform the
existing techniques in literature with comparable or even lower additional
complexity.
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Dansk Resumé

En af tidens vigtigste protokoller for kanaladgang i fremtidens tr̊adløse bred-
b̊andsnetværk er orthogonal frequency division multiplexing (OFDMA). I
OFDMA grupperes de til r̊adighed værende kanaler i s̊akaldte sub-kanaler
som tildeles samtidige brugere. Det er essentielt at bibeholde orthogonalite-
ten af disse sub-kanaler med henblik p̊a at undg̊a interferens imellem sub-
kanalerne (ICI) og som følge heraf undg̊a interferens imellem brugerne (MUI).

Orthogonaliteten imellem sub-kanalerne er relativt let at opretholde i
retningen mod brugeren (downlink), hvorimod det er væsentligt sværere i
retningen fra brugeren (uplink). I uplink er det modtagne signal en sum af
signalerne fra de forskellige brugere, hver med et individuel offset fra den no-
minelle bærefrekvens (CFO) som følge af oscillator ustabilitet og/eller Dop-
plerforskydning. Konventionelle metoder til korrektion for CFO i downlink’en
er designet til enkeltbrugersystemer og er derfor ikke i stand til at korrigere
multiple CFO’er i uplink’en.

Målet for denne afhandling er at give praktiske løsninger til synkro-
niseringsproblemerne som opst̊ar i uplink’en af OFDMA-baserede tr̊adløse
bredb̊andssystemer. Adskillige data-assisterede CFO estimeringsalgoritmer
foresl̊as til at opn̊a nøjagtige estimater af de multiple CFO’er i forskellige
scenarier. Derudover introduceres nye metoder som p̊a baggrund af CFO
estimaterne afhjælper den selv- og krydsinterferens som skyldes multiple C-
FO’er, dvs. MUI. Resultaterne af evalueringer viser at de foresl̊aede metoder
fungerer bedre end eksisterende metoder i litteraturen ved sammenlignelig
eller endda lavere kompleksitet.
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Chapter 1

Introduction

1.1 Objective

In this PhD project, we address the synchronization aspect of the Orthogonal
Frequency Division Multiple Access (OFDMA) technique in the context of
the future broadband wireless systems. The goal of the project is to provide
practical solutions to mitigate the negative effects of timing- and carrier
frequency offset misalignments, so that OFDMA technique can be applied in
the uplink without severe performance degradation. Throughout the thesis,
the following topics shall be discussed:

• The sensitivity of OFDMA technique to synchronization mis-match,
especially in the uplink. The effects of multiple independent Carrier
Frequency Offsets (CFOs) to the system performance shall be studied,
which serves as problem definition for all the works in this thesis.

• We provide solution for the CFO estimation problem in the initial rang-
ing scenario, where users are allowed to overlap on the same time-
frequency block. Various factors that affect the estimator’s perfor-
mance shall be discussed and evaluated.

• We introduce methods to shorten the preamble used for synchronization
in the data transmission phase of a OFDMA-based packet-oriented
wireless system. The aim is to reduce the system’s overhead, with a
reasonable degradation in performance.

• We propose simple, but effective, multi-user interference cancellation
schemes to alleviate the effect of multiple CFOs in the uplink, once
the CFO estimations are available. The performance of the proposed

1



CHAPTER 1. INTRODUCTION

schemes is evaluated analytically and numerically in comparison with
the existing methods.

The scientific methodology applied throughout the project is determinis-
tic and statistical analysis of the transmitted and received OFDMA signals
and the relations between different signal’s parts. The performance of the
discussed schemes are verified by mean of Monte Carlo simulation in Matlab
environment.

Although the scope of this thesis is infrastructure-based wireless systems,
its outcome can also be applied for ad-hoc network, if the conditions of an
infrastructure-based uplink system are satisfied.

1.2 Thesis Outline

The thesis is organized as following. Chapter 2 begins with the introduction
of OFDMA technique, together with its advantages and drawbacks. The
effects of Timing Offset (TO) and CFO on the uplink of OFDMA-based
systems are mentioned in this chapter, along with several other useful def-
initions, which serves as the background for understanding the rest of the
thesis.

In Chapter 3, we discuss the initial ranging scenario in the Institute of
Electrical and Electronics Engineers (IEEE) 802.16 standard. Two existing
schemes for code detection and TO estimation are analyzed, and their imple-
mentations are enhanced and evaluated. We also propose a CFO estimation
technique that can be applied for both schemes. The findings in this chapter
are taken from the following publications:

P1) Huan Cong Nguyen, Elisabeth de Carvalho and Ramjee Prasad, ”Joint
estimation of the timing and frequency offset for uplink OFDMA”, to
be appeared on the special issue of Springer’s Wireless Personal Com-
munications Journal.

P2) Huan Cong Nguyen, Elisabeth de Carvalho, Jin-Kyu Koo, Su-Ryong
Jeong, Young-Kwon Cho, Jae Weon Cho, Dong-Seek Cho and Hokyu
Choi, ”Timing and frequency offset estimation in the uplink OFDMA”,
Patent Number: KR2006-0033844. 2007-04-14.

P3) Huan Cong Nguyen, Elisabeth de Carvalho and Ramjee Prasad, ”Tim-
ing and frequency offset estimation in the uplink OFDMA”, Wireless
Personal Multimedia Communications Symposium (WPMC) 2006, USA.

2



CHAPTER 1. INTRODUCTION

Chapter 4 focuses on the CFO estimation issue during data transmis-
sion phase, where Mobile Stations (MSs) have been assigned independent
resources for uplink transmission. We propose two estimators based on the
phase difference between two observation vectors, whose distance is less than
the length of an OFDMA symbol. The aim is to shorten the preamble re-
quired for synchronization, so as to reduce the overhead in packet-based
wireless communications. A part of this chapter is published in the following
paper:

P4) Huan Cong Nguyen, Elisabeth de Carvalho and Ramjee Prasad, ”A gen-
eralized carrier frequency offset estimator of uplink OFDMA”, accepted
to IEEE International Symposium on Personal, Indoor and Mobile Ra-
dio Communications (PIMRC) 2008, France.

In Chapter 5, novel Multi-User Interference (MUI) cancellation schemes
are proposed to mitigate the self- and cross-interference occurring in the
OFDMA uplink due to multiple CFOs. The proposed schemes are analyzed
and numerically evaluated in comparison with the existing techniques in liter-
ature. The results indicate that the proposed schemes outperform the other
reference techniques: in particular scenario, CFO-free performance can be
achieved with CFO values as high as 38% of subcarrier spacing. The content
of this chapter is taken from these publications:

P5) Huan Cong Nguyen, Elisabeth de Carvalho and Ramjee Prasad, ”Multi-
user interference cancellation schemes for carrier frequency offset com-
pensation in uplink OFDMA”, to be appeared on the IEEE Transaction
on Wireless Communications.

P6) Huan Cong Nguyen, Petar Popovski, Elisabeth de Carvalho, Hiroyuki
Yomo, Jin-Kyu Koo, Eun-Taek Lim, Tae-Young Lim, Dong-Seek Park
and Young-Kwon Cho, ”Asynchronous reception for uplink OFDMA”,
Patent Number: KR2006-0014707. 2006-02-15.

P7) Huan Cong Nguyen, Elisabeth de Carvalho and Ramjee Prasad, ”Multi-
user interference cancellation scheme(s) for multiple carrier frequency
offset compensation uplink”, IEEE International Symposium on Per-
sonal, Indoor and Mobile Radio Communications (PIMRC) 2006, Fin-
land.

Finally, Chapter 6 is for conclusions and remarks. Major results and
findings of the thesis are summarized in this chapter. Some discussion and
directions for future works are also included.

3
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Chapter 2

Background

Just before the twentieth century came to an end, the world experienced
the explosion of information and telecommunication technologies, fueled par-
tially by the increased popularity and affordability of personal computing de-
vices. The most obvious evidence is the Internet phenomenon, which evolved
from a small network that links several universities and research centers to a
global medium for information dissemination, collaboration and interaction
between individuals without regard for geographic location. The Internet
had attracted around 400 million users worldwide by the year 2000, which is
ten times growth comparing to 1996 [1], and continues to expand to nearly
1.5 billion users today [2]. To meet the demand for Internet services, the
telephone line, which was traditionally used for voice service, has gradually
turned into a data carrier. From the first generation dial-up modem, which
had a limited speed of few kbps, the Digital Subcriber Line (DSL) modem
today can achieve a data rate up to 24Mbps [3] over the telephone line.
Such a broadband connection removes the restriction of text-based services
on the Internet, and opens up the opportunity for multimedia contents and
applications, from exchanging high quality graphics and fancy documents,
downloading music and movies to real-time video conferencing and collabo-
rating over the Internet. These new services have provided more values, thus
attracted even more people to the Internet and created greater demand for
the broadband connections.

Another trend in communications in the last few decades of the twentieth
century is the shift from the wired connection to wireless one. Since the
early 80’s, after the Global System for Mobile communication (GSM) was
developed, digital mobile communications have succeeded in replacing the
fixed telephone lines: in many countries, such as US, China, Japan or in
Europe, the mobile phone penetrations grew past fixed landline penetration
levels, and few countries like Luxembourg even have the number of mobile

5



CHAPTER 2. BACKGROUND

phones exceeds the population [4]. The fact that people can communicate
at any place and any time, even if they are in motion, has given the mobile
communications a huge advantages over the wired connections. However, the
services provided by the mobile operators were mostly voice and transmission
of short text-based messages, due to the limitation of low-speed wireless
connection.

The twenty-first century begins with the convergence of the trends started
in the end of the last century. They are in short: higher data rate, more mul-
timedia services and greater mobility [5, 6, 7, 8, 9, 10, 11]. Due to the abun-
dance of more and more intelligent and portable computing devices, many
new wireless standards are developed to enhance the data transfer rate in
the existing 2nd Generation (2G) wireless systems, as shown in Figure 2.1. If
the move from the 1st Generation (1G) to the 2G mobile systems is charac-
terized by the conversion from analog to digital, then the shift from 2G to
3rd Generation (3G) is from circuit-switch to packet-switch for bandwidth-
on-demand packet-data services [12] and the support of minimum data-rate
of up to 2Mbps for indoor/small-cell-outdoor environments and 384kbps for
wide-area coverage [9]. While the 3G mobile operators are trying to conquer
the global market, the research on the 4th Generation (4G) wireless systems,
which is also known as Beyond 3G (B3G), have already started. Its vision
is to provide fully IP-based packet services, with very high data rate, be-
tween 100Mbps and 1Gbps, for both indoor and outdoor by 2010 [13]. Such
a broadband capacity aims at replacing the landline DSL service and provid-
ing high quality of service for the next generation multimedia applications
(real-time audio and high-definition video, high speed data, mobile TV...)
ubiquitously, i.e. at any time and any place.

The broadband nature of the next generation wireless systems creates
a requirement a simple-to-implement, highly-spectral efficiency and flexible
multiple access scheme for its air-interface. The OFDMA technique is one of
the most prominent candidates [14], which has been adopted in several in-
dustrial standards, such as the Digital Video Broadcasting - Return Channel
Terrestrial (DVB-RCT), the IEEE 802.16 standard (also known as WiMax)
and the Universal Mobile Telecommunications System (UMTS). In this chap-
ter, we will give a short introduction to OFDMA and its predecessor, the Or-
thogonal Frequency Division Multiplexing (OFDM) technique. Their basic
advantages and trade-offs are reviewed. And the remainder of the chapter
discusses the challenges that must be solved for the OFDMA technique to
be applied in the uplink of the 4G wireless systems.

6
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Figure 2.1: The evolution of wireless systems

2.1 The Orthogonal Frequency Division Mul-

tiplexing

The most challenging obstacle for broadband wireless communications is the
hostile wireless channel. There are different propagation phenomena making
reliable mobile communications more difficult to achieve, among which the
multipath fading is the toughest one to deal with [15, 16, 17, 18, 19].

The multipath fading occurs when a transmitted signal takes different
paths to propagate from a transmitter, for example a MS, to a receiver, for
example a Base Station (BS). One portion of the signal may go directly
to the destination, but other parts will bound off walls, cars, trees, human
bodies or any other objects that get in the way and arrive at the receiver at
different delays, phases and attenuations. These different signal paths add
up incoherently at the receiver, which causes fading and distortion of the
received signal [15, 18].

If the channel’s delay spread, which is a measure of the level of delay in
a channel, is much smaller than the symbol period of the transmitted signal,
then the received signal is said to undergo “flat fading” [16]. The term
“flat” indicates that all frequencies of the transmitted signal experience the
same level of channel attenuation, and therefore the transmitted spectrum
is preserved at the receiver. On the other hand, if the symbol period is
much shorter than the channel’s delay spread, we have “frequency-selective
fading”. In this case, the channel gain is not only fluctuating in time, but also

7



CHAPTER 2. BACKGROUND

is different for different frequency components of the transmitted signal. This
type of fading channel is more severe than the flat fading one, as it induces
Inter-Symbol Interference (ISI) [16]. The higher the data-rate, the higher
the probability that a wireless system experiences frequency-selective fading.
In that case, complex and costly filtering techniques are often required to
equalize the effect of the channel, so as to remove the ISI.

The frequency-selective fading channel occurs when the bandwidth of
the transmitted signal, which is reciprocal of the symbol period, is larger
than the channel’s coherence bandwidth, which is inversely proportional to
the channel’s root mean square (rms) delay spread [19]. Thus, if we can
divide the total bandwidth of transmitted signal into several fractions, each
of which is less than the coherence bandwidth of the channel, then those
sub-channels only experience flat fading condition. In other words, we can
apply the well-known Frequency Division Multiplexing (FDM) technique to
turn the frequency-selective fading channel into a flat fading one, improving
the performance of the transmission link, and also removing the need for the
complex channel equalizer.

In classical FDM transmitter, the high-speed data stream is first divided
into N parallel streams, which are running only at 1/N the rate of original
one. These streams are then modulated onto N non-overlapping frequency
subcarriers. Figure 2.2 shows the spectrum of the FDM system. Typically, in
FDM system, there is a need for guard bands between different subcarriers
to prevent Inter-Carrier Interference (ICI). This leads to inefficient use of
available spectrum in FDM technique.

The OFDM technique can be seen as an enhanced version of FDM, where
its subcarriers are allowed to overlap. Figure 2.2 illustrates the difference
between conventional FDM and OFDM techniques, and it is clear that a
large portion of the frequency spectrum can be saved by using the overlapping
subcarriers. Overlapping is possible in OFDM system, because its subcarriers
are orthogonal with each other, which is explained in details later. The
information is modulated onto a subcarrier by adjusting the subcarrier’s
phase, amplitude or both.

An OFDM signal consists of a sum of subcarriers that are modulated using
Phase Shift Keying (PSK) or Quadrature Amplitude Modulation (QAM). If
X̃
[
k
]

is the complex PSK or QAM symbol at the kth subcarrier, N is the
number of subcarriers, To is the OFDM symbol duration and fc is the carrier
frequency, then one OFDM symbol starting at t = ts can be expressed as [20]:

x̃(t) =

{∑N−1
k=0 X̃

[
k
]
exp

[
j2π k

To
(t− ts)

]
ts ≤ t ≤ ts + To

0 otherwise
(2.1)
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Figure 2.2: The spectrums of (a) conventional FDM and (b) OFDM tech-
nique
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where x̃(t) is the complex baseband OFDM symbol, and Ψk(t) = ej2π k
To

(t−ts)

is the kth subcarrier of the OFDM symbol, where k = 0, 1, . . . , N − 1. Note
that each subcarrier has exactly an integer number of cycles in the interval
To, and the number of cycles between adjacent subcarriers differs by exactly
one. Due to this property, the subcarriers are ’orthogonal’ with each other,
i.e. they pass the following orthogonality test:∫ ts+To

ts

Ψk(t)Ψ
∗
k′(t)dt =

∫ ts+To

ts

ej2π k−k′
To

(t−ts)dt

=

{
To k = k′

0 k 6= k′
(2.2)

The orthogonal property of subcarriers enables us to obtain the mod-
ulated data from each subcarrier individually, even though they are over-
lapping. For example, to demodulate the kth subcarrier from Eq. (2.1), we
first down-convert the signal with a frequency of k/To and then integrate the
signal over To seconds. The result of these operations is the desired output
X̃k+N

2
(multiplied by a constant factor To), as shown in Eq. (2.3).

∫ ts+To

ts

e−j2π k
To

(t−ts)
N∑

k′=0

X̃
[
k′
]
ej2π k′

To
(t−ts)dt =

N−1∑
k′=0

X̃
[
k′
] ∫ ts+To

ts

ej2π k′−k
To

(t−ts)

= ToX̃
[
k
]

(2.3)

2.1.1 The implementation of OFDM transceiver

Back in the 1960s, a large array of sinusoidal generators is used to implement
the OFDM transmitter, while the receiver consists of a large bank of coherent
demodulator with very high frequency accuracy [21, 22, 23, 24]. Such direct
implementation is unreasonably complex and expensive, making the OFDM
technology unattractive for commercial applications. Thus, it initially was
deployed only for military communications.

Fortunately, Weinstein and Ebert [25] has derived another form for im-
plementing the OFDM system in 1971. The complex baseband OFDM signal
as defined by Eq. (2.1) is in fact nothing more than the inverse Fourier trans-
form of N PSK or QAM symbols, where the time variable t is replaced by a
sampling index n [20]:

x̃
[
n
]

=
1

N

N−1∑
k=0

[
k
]
ej2π nk

N (2.4)
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Figure 2.3: Block diagrams of OFDM system based on IFFT/FFT technique

In practice, the Discrete Fourier Transform (DFT) can be implemented
very efficiently by the Fast Fourier Transform (FFT) algorithm. The only
requirement is that the number of subcarriers, N , must be in the power of 2.
The banks of sinusoidal generators and coherent demodulators in Figure ??
are now replaced by Inverse Fast Fourier Transform (IFFT) and FFT op-
erators, respectively. Today, the availability of fast and cheap IFFT/FFT
processors has made OFDM technique a favorable choice for both wired and
wireless applications, from the high-speed DSL modems, digital television
broadcasting, Wireless Local Area Network (WLAN) to the future 4G wire-
less systems.

A typical implementation of an OFDM system is presented in Figure 2.3.
As mentioned earlier, the high-rate bit stream is first mapped into PSK or
QAM symbols via the mapping module. The symbol stream is then divided
into N parallel sub-streams by the Serial to Parallel (S/P) converter, and
transformed into time-domain by IFFT operation. The Parallel to Serial
(P/S) converter combines the parallel signals into OFDM symbols.

A sufficient guard interval between two symbols is essential for opera-
tion of the OFDM technique. Due to the multipath delay, adjacent OFDM
symbols interfere with each other, which causes degradation of the system
performance [20]. This problem can be avoided by inserting a guard inter-
val, which is larger than the expected delay spread of the channel, between
two OFDM symbols. The guard interval, Tg, could consist of no signal at
all, which is referred to as “zero-padding”. However, the zero-padding guard
interval causes ICI, i.e. subcarriers are no longer orthogonal and crosstalk be-
tween different subcarriers occurs [20]. In order to eliminate ICI, the OFDM
symbol is cyclically extended in the guard interval. This ensures that de-
layed replicas of the OFDM symbols always have an integer number of cycles
within the FFT interval, as long as the delay is smaller than the guard inter-
val, so as to maintain the orthogonality between subcarriers [20]. This whole
process is referred to as “cyclic prefix insertion” in the block diagram.
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Figure 2.4: The cyclic prefix insertion and windowing processes

To further optimize the spectrum of the transmitted signal, windowing
can be applied to the individual OFDM symbols. Windowing an OFDM
symbol makes the amplitude go smoothly to zero at the symbol boundaries
(see Figure 2.4). This procedure helps to greatly reduce the spectrum side-
lopes of transmitted signal [20].

At the receiver, reverse operations are performed to achieve the transmit-
ted binary data. First, the cyclic prefix is removed from received signal. The
FFT operation is applied on the received OFDM stream. Finally, demapping
block converts the obtained PSK or QAM symbols back to binary stream.

2.2 Advantages and disadvantages of OFDM

The OFDM technique has several advantages compared to the single-carrier
modulation. As we have discussed earlier, the key reasons to use OFDM
are its spectrum efficiency and the ability to deal with frequency-selective
fading channel with a reasonable implementation complexity. In a single-
carrier system, the implementation complexity is dominated by the channel
equalization, which is necessary when the channel delay spread is larger than
about ten percent of the symbol duration. The OFDM system does not
required equalization, and therefore the complexity is greatly reduced. For
example, in IEEE 802.11a WLAN application, the usage of OFDM technique
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reduces the system complexity to 1/10 compared to the equivalent single-
carrier system [20].

In single-carrier system, the equalization hardware is often built into the
system and is unalterable. If the delay spread exceeds the value for which
the equalizer is designed to work with, the system performance degrades
abruptly. Due to error propagation in equalizer, the raw bit error probability
increases so quickly that introducing lower rate coding or a lower constellation
size does not significantly improve the situation. For OFDM, however, there
are no such nonlinear effects as error propagation, and lower rate coding
and/or lower constellation sizes can be employed to provide fall-back rates
that are significantly more robust against large delay spread. This feature is
desirable, as it enhances the coverage area and avoids the situation that users
in bad spots (e.g. having very large delay spread) cannot get any connection
at all [20].

The OFDM technique is also more robust to timing offset than the single-
carrier system. In fact, the symbol timing offset may vary over an interval
equal to the guard time without causing ICI or ISI. Hence, OFDM is quite
insensitive to timing offsets. Nevertheless, any deviation from the optimum
timing instant means that the sensitivity to delay spread increases, or the
system can handle less delay spread than the value it was designed for. To
minimize this loss of robustness, the OFDM system should be designed such
that the timing error is small compared with the guard interval [20].

Since the data stream is transmitted over the wireless channel using the
parallel subcarriers, the quality of reception on individual subcarrier is not
very important, compared to the single-carrier system. If one of the sub-
carriers is in error due to deep fade or narrowband interference, the whole
data stream can still be recovered with sufficient channel error coding and
interleaving [26]. This is an inherent advantage of the spread spectrum com-
munication.

On the other hand, two main drawbacks of the OFDM technique are the
high Peak to Average Power Ratio (PAPR) and sensitivity to phase noise
and frequency offset. An OFDM signal consists of N subcarriers, which
are independently modulated. If all of those signal are in-phase, they add
up coherently to produce a peak power that is N times the average power.
This high PAPR brings several disadvantages to implementation of OFDM
system, such as an increased complexity of the analog-to-digital and digital-
to-analog converters, and a requirement of Radio Frequency (RF) power am-
plifier with high dynamic range [20]. However, there are several techniques
to reduce the PAPR in OFDM system. For example, a special Forward
Error Correction (FEC) code set that excludes OFDM symbols with large
PAPR can be applied, so that the high PAPR situation can be avoided.
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Another solution involves pre-coding linearly the OFDM’s subcarriers prior
to the IFFT operation, so as to minimize the PAPR of the output. A well-
known version of this solution is the Single Carrier-Frequency Division Multi-
ple Access (SC-FDMA) or Linearly Precoded-Orthogonal Frequency Division
Multiple Access (LP-OFDMA), which is selected as uplink’s multiple access
scheme for The Third Generation Partnership Project (3GPP) Long-Term
Evolution (LTE) standard [27].

All OFDM subcarriers are orthogonal if they all have a different inte-
ger number of cycles within the FFT interval. If there is a frequency offset
between the transmitter and the receiver, then the number of cycles in the
FFT interval is not an integer anymore, with the result that ICI occurs after
the FFT. Another related problem is phase noise [28]. A practical oscillator
does not produce a carrier at exactly on frequency, but rather a carrier that
phase modulated by random phase jitter. As a result, the frequency, which
is the time derivative of the phase, is never perfectly constant and therefore
causing ICI in the OFDM receiver. For single-carrier system, phase noise
and frequency offsets only give a degradation in the received Carrier to Noise
Ratio (CNR), rather than introducing interference. This is the reason that
the sensitivity to phase noise and frequency offset is mentioned as disadvan-
tages of OFDM system [20].

2.3 The Orthogonal Frequency Division Mul-

tiple Access

The OFDM itself is just a modulation technique, and it is up to system de-
signers to choose a multiple access technique which allows users to share the
resources. In wireless cellular communications, the resources can be time,
frequency, power and space, and therefore the choice of multiple access tech-
nique can be Time Division Multiple Access (TDMA), Frequency Division
Multiple Access (FDMA), Code Division Multiple Access (CDMA), Space
Division Multiple Access (SDMA) or any combination of those. The Time
Division Multiple Access (TDMA) can be applied on OFDM by assigning
each user one or more independent OFDM symbols for transmission. This
technique is simplest, but it is also less flexible due to the fact that all sub-
carriers must be given to one user at any given time, even if that particular
user does not require that much resource. The combination of Code Divi-
sion Multiple Access (CDMA) and OFDM is often referred to as Multicarrier
Code Division Multiple Access (MC-CDMA), where each input data bit is
multiplied with a given spreading code and then modulated in the baseband
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by IFFT for transmission [29, 30, 31, 32]. The spreading can be done in
frequency, i.e. the spreaded bits are transmitted via parallel subcarriers, or
in time, where the spreaded bits are transmitted over several OFDM sym-
bols, or a combination of both frequency and time [30]. MC-CDMA inherits
the OFDM’s sensitivity to synchronization error and PAPR issue, and in
addition, it is more complex than the Orthogonal Frequency Division Multi-
plexing - Time Division Multiple Access (OFDM-TDMA) scheme, since the
spreading and despreading operations are involved. SDMA employes multi-
ple antennas to allow multiple users to transmit in the same time-frequency
block. It makes use of the fact that users are seldom at exactly the same spa-
tial location, and if we can find spatial multipath that only talk to the user
being address but not the others, then users are said to be separable in space
domain. Combination of SDMA and OFDM is attractive because OFDM ef-
fectively turns the frequency-selective fading channel into flat fading one, and
allows for simple SDMA algorithm to be implemented. However, the number
of separable users in SDMA is restricted by the number of antennas in the
system, which is often limited due to complexity and physical constrains.

If the FDMA is adopted in OFDM system, it is referred to as Orthogonal
Frequency Division Multiple Access (OFDMA) technique. In this multiple
access scheme, each user is given an independent time-frequency block, which
spans one or several OFDM symbols and consists of a number of subcarri-
ers. The main different between the canonical OFDM and OFDMA is that
multiple users are allowed to share the same OFDM symbol(s), but using
different sets of subcarriers. This allows for an increment in the level of bit-
granularity and straightforward dynamic subchannel assignment for multi-
user diversity [33]. These, combining with the advantages inherited from
OFDM, make OFDMA a promising candidate for multiple access technique
of the future broadband wireless systems.

If one looks at the downlink of OFDMA-based systems, there are no dif-
ferent between OFDMA and OFDM-TDMA, except that an user can now
only access a smaller and pre-defined set of subcarriers. Since the same BS
generates all users’ data, and transmits the sum via the same channel to a
particular user, the timing and frequency-offset related to the received signal
is unique, and therefore that user can applied traditional synchronization
techniques designed for OFDM at the downlink of the OFDMA-based sys-
tems. In the uplink, however, the received signal is the sum of transmitted
signals from different sources, each of which may experience an independent
timing and frequency-offset, which make the situation more complicated. In
the following section, we will present the system model for the uplink of the
OFDMA-based wireless communications, which incorporates the timing and
frequency misalignment between multiple transmitters and the receiver so
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that the effect of such misalignment can be analyzed.

2.3.1 System model for the uplink of OFDMA-based
systems

Consider an OFDMA system using the FFT of size N . We define the set ∆u,s

is the subcarrier indices for the uth user at the sth symbol, which is indepen-
dent from the other users, i.e. ∆u,s∩∆u′=∅,s, ∀u 6= u′. The size of the set ∆u,s

is denoted as |∆u,s|, which is equivalent to the number of subcarriers allocated
to the uth user in the sth symbol. There are different methods for selecting
the set ∆u,s, which are referred to as subcarrier allocation schemes. In the
generalized subcarrier allocation schemes, subcarriers can be assigned in dif-
ferent order to users, following specific resource allocation rules, to achieve a
specific goal, such as maximizing the system efficiency. Since it is impossible
to evaluate infinite number of generalized subcarrier allocation schemes, we
focus on two special allocation schemes throughout this thesis. The Contigu-
ous Subcarrier Assignment (CSA) assigns a block of adjacent subcarriers to
a user, while in the Non-Contiguous Subcarrier Assignment (NCSA) scheme,
available subcarriers are uniformly interleaved across all the users, therefore
it is also called interleaved subcarrier allocation scheme. Users are assumed
to have equal number of subcarriers. Each of these subcarrier allocation
schemes has advantages and trade-offs of its own [34], which we will discuss
in more details in the evaluation of our proposals.

The transmitted symbol of the uth user at the kth subcarrier, k = 0, 1, . . . , N−
1, of an OFDMA-based system can be expressed as:

X̃u

[
k
]

=

{
d̃u,s,k k ∈ ∆u,s

0 otherwise
(2.5)

where d̃u,s,k is the data symbol belong to the uth user at the kth subcarrier
of the sth symbol. The OFDM modulation is performed via IFFT operation,
and then the Cyclic Prefix (CP) is inserted. The transmitted complex base-
band signal of the sth OFDM symbol from the uth user in Figure 2.5 can be
described as [35]:

x̃u,s(t) = 1
N

∑
k∈∆u,s

X̃u,s[k]ej2π k
To

(t−Tg−sTs)ΞTs(t− sTs)

sTs ≤ t ≤ (s + 1)Ts (2.6)

where To is OFDM symbol duration without guard interval, Tg is the CP
duration, and ΞTs(t) is the unity amplitude gate pulse of length Ts = To +Tg,
i.e:
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Figure 2.5: The simplified diagram of system model for uplink OFDMA

ΞTs(t) =

{
1 0 ≤ t ≤ Ts

0 otherwise
(2.7)

Assume that the uth user transmission experiences independent frequency-
selective fading channel, with the following complex baseband Channel Im-
pulse Response (CIR):

h̃u(τ, t) =
L−1∑
l=0

h̃u,l(t)δ(τ − τu,l) (2.8)

where L is the number of multipath components, and h̃u,l(t) and τu,l are the
complex gain and the time delay of the lth multipath component experienced
by the uth user at time t, respectively. We assume that the channel gain is
static for the duration of one OFDM symbol, i.e. h̃u,l(t) = hu,s,l, ∀sTs ≤
t ≤ (s + 1)Ts, and the path gain coefficients for each path contribution are
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assumed to be uncorrelated. As a result, the Eq. (2.8) can be redefined as:

h̃u,s(t) =
L−1∑
l=0

h̃u,s,lδ(τ − τu,l) (2.9)

The corresponding Channel Transfer Function (CTF) at the kth subcarrier
is given by:

H̃u,s[k] =
L−1∑
l=0

h̃u,s,le
−j2π k

To
τl (2.10)

We also assume that each user observes different timing-offset δtu and
frequency-offset δfu. The timing- and frequency-offset are considered to be
constant during observation period. As illustrated in Figure 2.5, the complex
baseband received signal, therefore, is given by:

r̃(t) =
U−1∑
u=0

+∞∑
s=−∞

L−1∑
l=0

h̃u,s,lx̃u,s(t− δtu − τl,s)e
j2πδfut+θu + ñ(t) (2.11)

where ñ(t) is the complex baseband Additive White Gaussian Noise (AWGN)
at the input of the OFDMA receiver.

At the receiver, the continuous-time signal is sampled before further pro-
cessing. In practice, the sampling clock at the receiver could be different
with the one at the transmitter. However, the performance degradation due
to sampling clock mismatch is often negligible compared that of timing- and
frequency-offset [35, 36]. Therefore, we assume that the sampling clocks of
the MSs and the BS are identical, so that we can focus on analyzing the
effects of timing- and frequency-offset. After sampling and removing the CP,
the sth received OFDM symbol is represented by a vector of length N :

rs = {r̃s[0], r̃s[1], . . . , r̃s[N − 1]} (2.12)

in which r̃s[n] = r̃ ([sN + Ng + n]∆t) = r̃(sTs +Tg +n∆t) and Ng is number
of samples in the guard interval. Using IFFT to demodulate the received
OFDM vector, we obtain:

z̃u,s[k] =
N−1∑
n=0

r̃s[n]e−j2π n
N

k = p̃u,s[k] + ṽu,s[k] ∀k ∈ ∆u,s (2.13)
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where:

p̃u,s[k] =
1

N

N−1∑
n=0

U−1∑
u=0

+∞∑
s′=−∞

L−1∑
l=0

∑
k′∈∆u,s′

h̃u,s′,lX̃u,s′ [k
′]ej2π k′

To
[n∆t−δtu−τu,l−(s′−s)Ts]

× ΞTs [n∆t + Tg − δtu − τl − (s′ − s)Ts] e
j2πδfu(n∆t+Tg+sTs)+θue−j2π n

N
k

ṽu,s[k] =
N−1∑
n=0

ñ(sTs + Tg + n∆t)e−j2π n
N

k (2.14)

are the useful signal plus interference and the AWGN contribution at the kth

subcarrier of the output of OFDM demodulator, respectively.

We assume that the total delay, Dmax = δtmax + τmax, where δtmax
is the maximum transmission delay of all users and τmax is the maximum
delay spread of the multipath channel, is smaller than the guard interval, so
that there is no influence of the adjacent OFDM symbols transmitted. This
is referred to as “quasi-synchronous” scenario, and if it is true, the useful
signal plus interference part can be re-written as:

p̃u,s[k] =H̃u,s[k]X̃u,s[k]e−j2π k
N

εtuej2πεfu
(sNs+Ng)

N
+θu C̃(εfu)

+ ICIu,s,self [k] + ICIu,s,cross[k] (2.15)

where:

ICIu,s,self [k] =
∑

k′′∈∆u,s;k′′ 6=k

H̃u,s[k
′′]X̃u,s[k

′′]e−j2π k′′
N

εtuej2πεfu
(sNs+Ng)

N
+θu

× C̃(k′′ − k + εfu) (2.16)

ICIu,s,cross[k] =
U−1∑

u′=0;u′ 6=u

∑
k′∈∆u′,s

H̃u′,s[k
′]X̃u′,s[k

′]e−j2π k′
N

εtu′ej2πεfu′
(sNs+Ng)

N
+θu′

× C̃(k′ − k + εfu′) (2.17)

The first term in Eq. (2.15) indicates the useful signal, while the second
and the third represent the self- and cross-interference terms, i.e. ICI due
to other subcarriers of the same user and the MUI due to subcarriers of
the other active users in the system, respectively. The εtu = δtu/∆t and
εfu = δfu/∆f are the normalized timing- and frequency-offset, and C̃(φ) =

sin πφ
N sin πφ/N

ejπφ(N−1)/N is the periodic sinc-function [37].
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Figure 2.6: The effects of timing- and frequency-offset in the uplink OFDMA:
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2.3.2 Problem identification

From Eq. (2.13) and (2.15), we can observe the effects of multiple timing-
and frequency-offsets on the output of the OFDMA demodulator. These
effects can be viewed in both time- and frequency-domain, as illustrated in
Figure 2.6. In this section, we will look into details of these problems.

Timing offset

In single-user or downlink multiple-user scenarios, the timing offset is caused
by incorrect symbol timing synchronization. In [35], it is shown that the
orthogonality of the OFDM system is preserved if the timing offset is within
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the allowable range:

0 ≤ εt ≤ Ng −
⌊τmax

∆t

⌋
(2.18)

where b.c is floor function, τmax is the maximum delay spread of the channel,
and εt is the timing offset of single-user system expressed in terms of number
of samples.

In uplink multi-user scenario, the performance degradation is not only
introduced by incorrect symbol timing estimation, but also by the relative
delays between users. Consider a scenario where three MSs are transmitting
to the BS, as illustrated in Figure 2.6. Due to different transmission delays,
their signals arrive at the BS at different times. Without loss of generality, we
can assume that the BS’s FFT window is aligned to the first user. Clearly,
when the other users are misaligned, their timing offsets are equal to the
relative delays to the first user. In cellular scenario, when the cell size is
large, the range of relative delay between users can be considerable long,
and therefore the effects of timing offset becomes much more significant than
those in case of single-user scenario.

In Figure 2.6, if the FFT operation is performed, there will be ISI and
ICI for the third user, as the FFT duration is extended over symbol bound-
ary [38]. Although the OFDMA symbol from the second user lies within the
FFT window of the BS, it is now less robust to delay spread of the channel,
and thus might also experience ISI and ICI. This is due to the fact that its
effective guard interval is now shortened by the timing offset. The ISI and
ICI from the second and third users not only cause performance degradation
to themselves, but also to the first user who is in synchronization.

In general, the multiple timing-offsets issue in the OFDMA uplink can
be solved by increasing the CP duration, so that it covers both the longest
transmission delay and the channel’s maximum delay spread. This technique,
however, increases system’s overhead, and therefore reduces the system’s
throughput [38, 39]. Another method to alleviate the multiple timing-offsets
is called “timing advance” in GSM world, where the BS periodically mea-
sures the transmission delay of each user, and sends a message in the downlink
control channel to request the user to transmit earlier by a timing-advance
value so that its signal reaches the BS at the same time as the others. The
OFDMA system with sufficient CP can handle small timing offset misalign-
ment, and such timing offset only introduces a phase rotation at the output
of the OFDMA modulator. This phase is linear in terms of frequency, i.e.
time-invariant and frequency-dependent, and will be removed in the channel
estimation/correction process [40].
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Carrier frequency offset

The frequency offset is resulted from the misalignment of the carrier-frequency
oscillator at the receiver with the one at the transmitter, and also from the
Doppler shift of the wireless medium [39]. From Eq. (2.15), one can see that
the CFO causes the following effects:

1) The attenuation of received signal, since the amplitude of the periodic-
sinc function, |C̃(εfu)|, is always less than unity if εfu is non-zero.
This attenuation reduces the effective Carrier to Interference-plus-Noise
Ratio (CINR), and thus degrades the system performance.

2) Two phase shifts: (a) A starting phase, ej2π
εfuNg

N , which is constant over

all OFDM symbols, and (b) a linear phase in terms of time, ej2π
εfusNs

N ,
which is time-variant and frequency-independent phase shift. The first
phase shift will be removed in the channel estimation/correction pro-
cess [40]. On the other hand, the second phase shift, which is time-
variant, required the use of pilots to remove. Coherent demodulation
is only possible if the accumulation of this phase shift are small and
negligible [41, 35]. The second phase shift is very important, since its
property is exploited for CFO estimation in various estimators, includ-
ing the ones proposed in this thesis.

3) The ICI between subcarriers of the same user (i.e. the “self-interference”),
as shown in Eq. (5.16).

4) Finally, the MUI from subcarriers of the other active users in the OFDMA
system (referred to as the “cross-interference”). which is indicated in
Eq. (2.17).

It is worth to note that both of the ICI terms can be expressed as deter-
ministic function, which depend on a number of parameters, namely the chan-
nel gain, modulated data symbol, and the distance (in terms of frequency)
between interfering subcarrier and interfered one. If the distance between
interfering subcarrier and interfered one is an integer number of subcarrier
spacing, then the ICI is evaluated to zero, or the orthogonality between sub-
carriers are preserved. In this case, there is no interference occurring. If
the distance is non-integer, the value of the periodic-sinc function will be
non-zero. The characteristic of the periodic-sinc function, C̃(k′− k + εfu), is
plotted in Figure 2.7. One can observe that the ICI level decreases quickly
as the distance between the two subcarriers k and k′ increases [42], and
it reaches local maximum when the CFO value εfu approaches half of the
subcarrier spacing.
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Figure 2.7: The peak reduction and cross-interference due to CFO

Figure 2.8 shows the performance degradation due to CFO in several
scenarios. The applied wideband channel model is 7-tap exponential decay
Rayleigh [43], with rms delay spread of 1 micro-second (us), and the CNR
is 40dB. The CFO value of user(s), which indicates the frequency misalign-
ment between the transmitter and the receiver, is selected randomly between
[−εfmax, +εfmax], where εfmax is the maximum normalized CFO. The FFT
size is N = 1024, and the modulation scheme used in evaluation is Quadra-
ture Phase Shift Keying (QPSK). In the single-user without CFO correction
scenario, where there is only one user in the system and the receiver does
not compensate for the user’s CFO, one can observe that the performance
degrades quickly with the increase of CFO value. This is expected result,
as the OFDM technique is known to be very sensitive to frequency offset:
To achieve negligible degradation of about 0.1 dB, the frequency offset must
be kept to be less than 1% of the subcarrier spacing [38]. Therefore, it is
strictly required that any frequency offset in the received signal be estimated
and corrected before arriving to the OFDM demodulator.

In the second scenario, there are 5 users in the system, which are as-
signed equal number of subcarriers using either CSA or NCSA scheme. In
this scenario, the receiver also does not try to compensate for the users’
CFO. We can see that the CSA scheme performs very close to the single-
user case, while the NCSA experiences significantly higher degradation. This
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indicates that the cross-interference has much greater impact on the perfor-
mance than the self-interference. In CSA, due to the fact that each user is
assigned block of adjacent subcarriers, most of their subcarriers only expe-
rience self-interference, except for those at the edge of the block. In con-
trast, the subcarriers in NCSA are interleaved, thus they have higher level of
cross-interference, but lower self-interference. In general, for any subcarrier
allocation scheme, the performance of the OFDMA uplink is more sensi-
tive to carrier frequency misalignment than that of the OFDM or OFDMA
downlink.

For the uplink OFDMA scenario, as illustrated in Figure 2.6, the OFDM
demodulator can only be adapted to one user at a time, i.e. correction to
one user’s frequency offset would misalign the others [36]. In fact, correction
to one user’s frequency offset could cause bigger problem: Assume that users
are allowed to have CFO between [−0.1, 0.1] of the subcarrier spacing. If
the first user has CFO value of 0.1 and the second has CFO value of −0.1,
then by correcting to the first user’s CFO could increase the CFO value of
the second user to 0.2. The third scenario in Figure 2.8, multi-user with
CFO correction, illustrates such situation: The receiver now try to adjust its
carrier frequency base to one of the users. As we can see, the uncoded Bit
Error Rate (BER) performance in this scenario drops significantly comparing
to that of the second scenario, for both subcarrier allocation schemes.

The above-mentioned analysis motivates us to produce this work. The
goal of this thesis is to solve the synchronization problem occurring in the
uplink of the OFDMA-based system. We shall investigate and propose prac-
tical techniques to estimate the multiple CFOs in different scenario. Once
the estimations of multiple CFOs are available, we shall introduce MUI can-
cellation techniques that enabling the receiver to remove the negative effects
of both self- and cross-interference due to CFO. It is important to men-
tion that our analysis does not make special assumptions about the input of
the subcarriers in our OFDMA model, and therefore linearly-precoded algo-
rithms can be applied on the input. It means that the techniques discussed
in this thesis can also be extended to the attractive SC-FDMA technique,
which has been selected as the uplink multiple access scheme for 3GPP LTE
standard [27].

2.4 Conclusions

In this chapter, we introduce the background that are necessary to under-
stand the rest of the thesis. The OFDMA technique is currently considered as
the preferred solution for the physical layer of the next generation broadband
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wireless networks. This success comes from the fact that OFDMA combines
the multiuser ability of FDMA with the advantages of the famous OFDM
technique, thus creating a flexible and highly efficient multiple access scheme.
Similar to OFDM, OFDMA is capable of simplifying the equalization task
at the receiver in a multipath fading environment, increasing the robustness
to narrowband interference and offer high spectra efficiency. In addition, by
letting users share available subcarriers simultaneously, OFDMA offers an
increment in the level of bit-granularity and a possibility to apply dynamic
subcarrier allocation scheme to achieve multiuser diversity.

However, one of the major drawbacks of OFDMA is its sensitivity to the
TO and CFO, especially in the uplink. While the TO can be overcome by
using sufficiently long CP, the CFO problem is more difficult to deal with.
Due to oscillator inaccuracy and Doppler shift, each user in the uplink of the
OFDMA-based system experiences an independent CFO, which destroys the
orthogonality among subcarriers and consequently produces ICI and MUI.
These CFOs must be estimated and accounted for before decoding data at
the receiver, or severe performance degradation will occur. The goal of this
thesis is to provide practical solutions to alleviate the synchronization issues
in the uplink of the OFDMA-based system.
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Chapter 3

Synchronization in initial
ranging scenario

In this chapter, our focus is the synchronization procedure for MSs enter-
ing OFDMA-based wireless network for the first time or after a signal loss.
We consider the OFDMA Physical Layer (PHY) layer, defined in the IEEE
802.16e-2005 standard [44], as illustrative model for our study. Nevertheless,
the principles discussed hereafter can be applied for any OFDMA-based sys-
tem in general. They shall allow MSs to synchronize in time and in frequency
with a BS without prior information exchange with the BS.

Our contributions in this chapter includes:

• Analysis and performance comparison between two time-domain correlation-
based techniques for code detection and TO estimation, namely the
Direct Time-Domain Ranging (DTDR) and the Indirect Time-Domain
Ranging (ITDR).

• Propose a CFO estimation scheme that can be applied in both DTDR
and ITDR.

• Numerical evaluation of different implementations for DTDR and ITDR.

3.1 The initial ranging scenario

The IEEE 802.16e-2005 [44] is an amendment to the existing IEEE 802.16-
2004 standard, which aims at standardizing a Medium Access Control (MAC)
and several PHY layers for combined fixed and mobile broadband wireless
access in licensed bands [44]. After its approval in 2005, the most well-
received PHY layer’s multiple access scheme is the OFDMA, which has been
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adopted for Mobile WiMAX. The Mobile WiMAX is a broadband wireless
technology for fixed, nomadic, portable and mobile services promoted by
WiMAX Forum, which is an industry-led, non-profit organization consisting
of more than 500 companies, the majority of which are operators, component
and equipment companies in the communication ecosystem [45]. Recently, in
October 2007, Mobile WiMAX was admitted to the family of the IMT-2000
radio interface specifications by the International Telecommunication Union
(ITU) Radio Section [45], which gives the OFDMA interface the chance of
competing with existing 3G technologies, such as TDMA and CDMA.

In the IEEE 802.16e-2005, when a MS enters the system for the first time
or after a signal loss, it must send to BS a request for contention of the shared
resources, and go through a synchronization process so that its transmission
parameters fall within a tolerable range. Such procedure is referred to as
“initial ranging”, or hereafter “ranging” for short. The term “ranging” was
migrated into wireless communications from the radar world, in which it is
used to describe the process of acquiring distance to a remote object, from
a known observation or reference point. In the IEEE 802.16e-2005 standard,
however, the goal of the ranging procedure is slightly different, namely to
identify contention requests, to acquire TOs and CFOs, and also to adjust
the transmit powers of MSs [44].

A MS starts an initial ranging process by listening to the downlink broad-
cast channel to synchronize itself to the BS, and to obtain uplink transmission
parameters. It then chooses randomly a ranging slot (with the use of a binary
truncated exponent algorithm to avoid possible re-collisions) to transmit a
random ranging code. A ranging slot consists of 144 adjacent subcarriers,
and occupies two or four consecutive OFDMA symbols [44]. Since users are
allowed to collide on this ranging slot, CDMA technique is applied: each user
shall select a random code from a set of specified binary codes for ranging
transmission. The code is Binary Phase Shift Keying (BPSK) modulated
onto the subcarriers in the ranging slot, one bit per subcarrier. After an
IFFT operation, the OFDMA ranging symbol is extended to two or four
symbols, in a way that there is no phase discontinuity between them [44].
Figure 3.1 illustrates the construction of a initial ranging signal that is two-
symbol length.

Upon receiving successfully a ranging code, the BS’s main tasks are to
determine the power, TO and CFO associated with that particular code,
and then to request the MS that sent the code to adjust its transmission
parameters. In order to address the correct user, the BS must include the
code as well as the ranging slot information, such as OFDMA symbol number,
subchannel etc, in the ranging response broadcast. The ranging response
message shall contain all the necessary adjustments, namely power, TO and
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Figure 3.1: Construction of the ranging code extending two OFDMA sym-
bols [44]

CFO. The MS uses these information to correct its transmission parameters,
and after that it transmits another random ranging code to the BS. From
this point, the MS enters the “periodic ranging” loop, which the key purpose
is to make sure the transmission parameters of the MS is always under a
tolerable range [44].

The IEEE 802.16e-2005 requires that the TO of all uplink OFDMA sym-
bols do not exceed 25% of the minimum guard-interval or better, and the
CFO be less than 2% of the subcarrier spacing [44]. The closed-loop pe-
riodic ranging is necessary to obtain synchronization satisfying the above-
mentioned requirements, since the TO cannot be measured at the MS’s side
due to the lack of a common reference, and the CFO experienced by the
MS is different from that experienced by the BS. A MS moving at speed v
relatively to BS experiences a frequency offset of fm = vfc/c due to Doppler
shift, where fc is the carrier frequency and c = 3 × 108 (m/s) is the speed
of electromagnetic waves traveling in vacuum. If the MS synchronizes it-
self to the downlink transmission, it actually shifts its carrier frequency by
a value of fm due to the fact that the carrier frequency of the downlink is
now fc + fm. The uplink transmission is also affected by the Doppler phe-
nomenon, and shifted by another fm. In another words, the received signal
at the BS now has an offset of 2× fm, unless a closed-loop periodic synchro-
nization procedure is used [34]. For example, if a MS operates at fc = 5
GHz, moving at v = 60 km/h, the experienced frequency offset at the BS
is approximately 2 × fm = 556 Hz. Since the subcarrier spacing is fixed at
9.76 kHz in the IEEE 802.16e-2005 scalable OFDMA PHY, this frequency
offset due to Doppler shift is as high as 5.7% of the subcarrier spacing, which
is more than double of the 2% required by the standard. Therefore, a CFO
estimation technique is necessary at the BS during the ranging period, so
that the BS can request the MS to adjust its carrier frequency base to re-
move CFO in the uplink. This is our motivation to look for an efficient CFO
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estimation scheme for the initial ranging scenario in this chapter.

3.2 The state of the art

The choice of synchronization techniques in the ranging scenario depends on
the applied multiple access method. If the ranging procedure is designed
based on TDMA and / or FDMA principle, so as each ranging request occu-
pies one separate time - frequency block, then various estimation techniques
for OFDM- and OFDMA-based systems, for example in [46, 47, 48, 36, 49,
50], can be used. These techniques are all based on the assumption that there
is only one user in the system, or users are separable either in time-domain or
in frequency-domain. In [51], a new set of ranging codes using the orthogonal
principle is proposed, which allows more than one MS to transmit in one time
- frequency block without MUI. This technique assumes perfect frequency
synchronization, or very small residual frequency offset, so as to maintain
the orthogonality of the codes. The advantage of using TDMA or FDMA or
orthogonal principle is that the ranging requests are interference-free, which
can result in better performance than CDMA-based ranging under certain
conditions. Nevertheless, these techniques can offer only a limited number
of ranging codes, because each code is a unique time-frequency block, or
orthogonal code, which cannot be arbitrarily large. The limited number of
ranging code increases the probability of code collision, and thus reduces the
system efficiency.

In IEEE 802.16e-2005, the ranging procedure is defined based on the
CDMA principle, and ranging requests are allowed to overlap. This causes
interference among ranging requests, but also offers a larger code set, which
lowers the code collision’s probability. Several estimation techniques have
been proposed for CDMA-based ranging in IEEE 802.16e-2005. In [52, 53,
54, 55], a bank of correlators is used after the FFT, hence it is referred to as
Frequency-Domain Ranging (FDR) technique, to scan the received signal for
known CDMA codes over a ’sliding’ phase, which acts as a compensation for
the experienced timing offset. The peak of the correlator output, which must
be greater than a pre-defined threshold, marks a hit (i.e. a code is detected),
and the value of the sliding phase gives the timing offset of that particular
user. This method offers very poor performance under realistic multiuser,
multipath environment, because (i) the CDMA sequence is designed to pro-
vide good auto- and cross-correlation properties when it is shifted in time,
but not when its bits are phase-rotated, (ii) the multipath channel intro-
duces a different complex scaling on every bit of the CDMA code, which
causes the reduction of correlation peak [53, 56]. In [57], a bank of corre-
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lators is used before the FFT to directly correlate the received signal with
the known time-domain version of the ranging codes, hence it is referred to
as Direct Time-Domain Ranging (DTDR) technique. The correlation peak,
which must be greater than a pre-set threshold, indicates a hit and the corre-
sponding correlation lag gives the timing offset. [57] assumes there is no CFO
in the system, and therefore does not provide a method to estimate the CFO.
On the other hand, the Indirect Time-Domain Ranging (ITDR) technique
is introduced in [56, 58], where the bank of correlators is replaced by FFT
blocks. While the analysis in [56] does not consider CFO at all, [58] provides
a frequency-domain CFO estimator. A bank of correlators is used after the
FFT to correlate the received signal with known CDMA codes, and the CFO
estimate is calculated from the differential phase between two correlations at
one OFDMA symbol apart. In order to obtain accurate CFO measurement,
[58] requires two ranging transmission: one for coarse TO adjustment, and
another for fine TO and CFO estimation. This increasing overhead will re-
duce the efficiency of the system. In the following sections, we are going to
propose simple and efficient method to allow the CFOs to be estimated in
only one transmission in both DTDR and ITDR schemes.

3.3 The system model

Let’s consider an OFDMA system using a FFT of size N . There are G active
ranging channels allocated for ranging MSs. The set of subcarrier indices
given to the gth ranging channel is denoted as ∆g, which can be shared by
more than one user in the system. To facilitate TO and CFO estimation,
CDMA principle is applied, where the uth user shall pick a random code from
a set of M available ranging codes, and transmit over one of the active ranging
channels, for instance the gth ranging channel. Note that the BS knows a prior
this set of available ranging codes, as well as the active ranging channels.
Since users are allowed to transmit using any code over any channel, the
number of possible combinations, which is also the searching space of the
BS, is G × M . The larger this number, the less the probability of code
collision, i.e. situation when two or more MSs select the same ranging code
and transmit in the same ranging channel simultaneously. But this number
cannot be arbitrary large, it is limited by the computational capacity of the
BS. The transmitted information of the uth user on the kth subcarrier is given
by:

X̃u

[
k
]

=

{
cm

[
Mg

k→i(k)
]

k ∈ ∆g

0 otherwise
(3.1)

31



CHAPTER 3. SYNCHRONIZATION IN INITIAL RANGING
SCENARIO

where k = 0, 1, . . . , N − 1 is the subcarrier index, cm

[
i
]

is the ith subcarrier
symbol belonging to the mth ranging code, and Mg

k→i(.) is a function that
maps k to i depending on the gth ranging channel. This information is mod-
ulated by the IFFT operation to form the corresponding time-domain repre-
sentation of the ranging code:

x̃u(t) =
1

N

N−1∑
k=0

X̃u

[
k
]
ej2π k

To
(t)ΞTo(t) (3.2)

where To is the OFDMA symbol duration without guard interval and ΞTo(t)
is the unity amplitude gate pulse of length To. Next, the obtained signal
is transmitted consecutively on two OFDMA symbols with CP and cyclic
postfix, as described in Figure 3.1. The complex baseband preamble from
the uth user now can be described as [35]:

ỹu(t) =
1

N

N−1∑
k=0

X̃u

[
k
]
ej2π k

To
(t−T A

g )ΞTs(t) (3.3)

where ΞTs(t) is the unity amplitude gate pulse of length Ts = TA
g +2To +TB

g ,
and TA

g and TB
g are the two guard intervals, respectively. Let’s consider that

the uth user transmission experiences independent frequency-selective block
fading channel, with the following CIR:

h̃u(τ) =
L−1∑
l=0

h̃u,lδ(τ − τu,l) (3.4)

where L is the total number of multipath components, h̃u,l and τu,l are the
complex gain and time delay of the lth multipath component of the uth user,
respectively. The channel is assumed to be static for the ranging duration,
and the gain coefficients for each path contribution are assumed to be uncor-
related. If each user observes independent TO and CFO, denoted respectively
as δtu and δfu, which are assumably constant during the observation period,
then the complex baseband received signal can be expressed as:

r̃(t) =
U−1∑
u=0

L−1∑
l=0

h̃u,lỹu(t− δtu − τu,l)e
j2πδfut + ñ(t) (3.5)

where ñ(t) is the complex baseband AWGN at the input of the OFDMA
receiver and U is total number of ranging users. It is worth noting that
we consider scenario where there is no data transmission during the ranging
period. The interference caused by ranging channels on data transmission
channel is not the interest of this chapter. And since these MSs in data
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transmission mode are already synchronized to the BS and using different
frequency bands, they should not cause any interference to the ranging chan-
nels. Thus, their effect can be neglected in our evaluation. At the receiver,
the received signal is sampled at rate 1/∆t, e.g. r̃[n] = r̃(n∆t). Our task
now is to find the independent TOs and CFOs of each active user based on
the sampled observation at the BS.

3.4 The Direct Time-Domain Ranging Tech-

nique

The DTDR technique uses a bank of correlators to correlate the received and
sampled signal with the known time-domain representation of all available
ranging codes [57], which are also sampled at the same rate. Figure 3.2
illustrates the block diagram of the DTDR technique. We assume that there
is no ranging code used by more than one user at any ranging channel at any
given time, i.e. the code collision scenario is not considered. The correlator
output corresponding to the mth ranging code at the gth ranging channel,
which is referred to as the (m, g) code hereafter, can be expressed as:

Γ̃DTDR
m,g

[
λ
]

=
Nr−1∑
n=0

x̃m,g

[
n
]
r̃∗
[
(n + λ)

]
=

{
p̃m,g

[
λ
]
+ w̃m,g

[
λ
]
+ ṽm,g

[
λ
]
∃ user u using (m, g) code

w̃m,g

[
λ
]
+ ṽm,g

[
λ
]

Otherwise

(3.6)

where [.]∗ denotes complex conjugate, Nr is the length of correlation window,
λ is the correlation lag and:

x̃m,g

[
n
]

=
1

N

∑
k∈∆g

cm

[
Mg

k→i(k)
]
ej2π nk

N (3.7)

p̃m,g

[
λ
]

= e−j2πεfu
λ
N

L−1∑
l=0

h̃∗u,l

Nr−1∑
n=0

x̃m,g

[
n
]

× ỹ∗u
[
n + λ− εtu − τu,l/∆t

]
e−j2πεfu

n
N (3.8)

33



CHAPTER 3. SYNCHRONIZATION IN INITIAL RANGING
SCENARIO

RF block ADC Frame 
synchronization

Z-N

Peak 
search 

& 
ranging 

code 
detection

TO & CFO 
estimation

Ranging 
code (m, g)

Correlators corresponding to the (m,g) ranging code

RF block ADC Frame 
synchronization

Z-N

IFFT

IFFT

Peak 
search 

& 
ranging 

code 
detection

TO & CFO 
estimation

Ranging 
code (m, g)

Correlators corresponding to the (m,g) ranging code

Z-N

Peak 
search 

& 
ranging 

code 
detection

TO & CFO 
estimation

Ranging 
code (m’, g’)

Correlators corresponding to the (m’,g’) ranging code

CP
removal FFT

FFT

IFFT

IFFT

Peak 
search 

& 
ranging 

code 
detection

TO & CFO 
estimation

Ranging 
code (m’, g’)

Correlators corresponding to the (m’,g’) ranging code

Figure 3.2: The block diagram of the Direct Time-Domain Ranging scheme

w̃m,g

[
λ
]

=
U−1∑

u′=0;u′ 6=u

L−1∑
l=0

h̃∗u′,l

Nr−1∑
n=0

x̃m,g

[
n
]

× ỹ∗u′
[
n + λ− εtu′ − τu′,l/∆t

]
e−j2πεfu′

(n+λ)
N (3.9)

ṽm,g

[
λ
]

=
Nr−1∑
n=0

x̃m,g

[
n
]
ñ∗
[
n + λ

]
(3.10)

The p̃m,g

[
λ
]

indicates the auto-correlation term of the ranging code of in-
terest, while the w̃m,g

[
λ
]

and ṽm,g

[
λ
]

are the cross-correlation terms between
the ranging code of interest with ranging code from other users and with the
AWGN, respectively. ỹ

[
n + λ

]
= ỹ

(
(n + λ)∆t

)
is the sampled transmitted

signal, while ñ
[
n + λ

]
= ñ

(
(n + λ)∆t

)
is the sampled noise. And ∆f is the

subcarrier spacing, εtu = δtu
∆t

and εfu = δfu

∆f
are normalized TO and CFO,

respectively.
Assume that there exists the uth user that using the mth ranging code

at the gth ranging channel. And for the sake of simplicity, we assume that
the wireless channel has only one tap, i.e. L = 1; and the length of the
correlation window is equal to the size of the FFT, Nr = N . With these
assumptions and by expanding Eq. (3.8), we obtain:
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p̃m,g

[
λ
]

=
1

N2
e−j2πεfu

λ
N h̃∗u,0

{ ∑
k1∈∆g

|X̃u

[
k1

]
|2e−j2π

(λ−εtu−τu,0/∆t−NA
g )k1

N C̃(−εfu)

+
∑

k1∈∆g

∑
k2∈∆g ;k2 6=k1

X̃u

[
k1

]
X̃∗

u

[
k2

]
×e−j2π

(λ−εtu−τu,0/∆t−NA
g )k2

N C̃(k1−k2−εfu)

}
(3.11)

where NA
g is the number of samples in the CP, and C̃(φ) = sin πφ

N sin πφ/N
ejπφ(N−1)/N

is the periodic sinc-function [37]. When λ = εtu +τu,0/∆t+NA
g , the first sum

in Eq. (3.11) becomes maximum because its elements are added in-phase to-
gether. This introduces an auto-correlation peak as shown in Figure 3.3: the
top sub-figure shows the normalized power of the auto-correlation between
the ranging code x̃m,g

[
n
]

and the transmitted ranging preamble, ỹu

[
n], in

AWGN channel as a function of the correlation lag. It is worth to note that
there are four significant correlation peaks, which correspond to the four re-
peated parts of the preamble as described in Figure 3.1: the CP, the two
consecutive OFDMA symbols, and then the cyclic post-fix.

There is another way to explain this phenomenon. In Eq. (3.2), the
signal x̃u(t) can be seen as a sum of |∆g| independent phasors, where |∆g|
is the size of subcarrier set ∆g. When the number of subcarriers is large,
the law of large number can be evoked and x̃u(t) can be considered as a
random Gaussian noise sequence with some properties of interest. First,
the auto-correlation term in Eq. (3.8) is a Dirac Delta function, which has
an auto-correlation peak at lag zero and relatively small values otherwise.
Second, the cross-correlation terms of the ranging code of interest with the
other ranging codes and the AWGN (in Eq. (3.9) and (3.10), respectively)
are expected to be small and can be neglected (see Figure 3.3).

Eq. (3.11) shows the auto-correlation peak at a one-tap channel. Should
the channel has more than one tap (i.e L > 1), multiple auto-correlation
peaks shall be introduced: each corresponding to one tap, where the corre-
lation lag depends on the delay of the tap and the correlation power reduces
according to the power of the tap. Thus, the power of the correlator output
in Eq. (3.6) reaches its maximum at correlation lag λmax

m,g equal to:

λmax
m,g = εtu + τu,lmax/∆t + NA

g (3.12)

where τu,lmax is the time delay of the strongest multipath component.
From the above discussion, the TO of the uth user transmitting the (m, g)

ranging code can be estimated by finding λ that maximizes the power of the
(m, g) correlator output [57]:
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Figure 3.3: The auto- and cross-correlation properties of the ranging code
(Nr = N = 1024)

ˆεtu
DTDR

= argmaxλ

∣∣Γ̃DTDR
m,g

[
λ
]∣∣2 (3.13)

in which |.| denotes the absolute value of a complex number, λ is integer in the
range of

[
0, Dmax

]
, and Dmax is the maximum value of the normalized delay,

max(εtu), plus the maximum delay of the multipath channel, max(τu,l). It is
worth noting that the estimated TO depends not only on the transmission
delay, but also on the time delay of the strongest multipath component.

Due to the fact that the ranging code is successively transmitted in two
OFDMA symbol intervals, and the channel is assumed to be constant during
this period, the auto-correlation term in Eq. (3.11) is periodic with period of
N , except for a phase shift due to the CFO, i.e.:

p̃m,g

[
λ + N

]
= e−j2πεfu p̃m,g

[
λ
]

(3.14)

or:

Γ̃DTDR
m,g

[
λ + N

]
= e−j2πεfu p̃m,g

[
λ
]
+ w̃m,g

[
λ + N

]
+ ṽm,g

[
λ + N

]
(3.15)
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This observation inspires us to propose a CFO estimation scheme for the
ranging scenario. We consider Nob observation points at the output of the
correlator corresponding to the (m, g) ranging code and define the following
vectors:

~ΓOb−DTDR
m,g,d1

=

[
Γ̃DTDR

m,g

[
λ1

]
, Γ̃DTDR

m,g

[
λ2

]
, . . . , Γ̃DTDR

m,g

[
λNob

]]T

(3.16)

~ΓOb−DTDR
m,g,d2

=

[
Γ̃DTDR

m,g

[
λ1 + N

]
, Γ̃DTDR

m,g

[
λ2 + N

]
, . . . ,

Γ̃DTDR
m,g

[
λNob

+ N
]]T

(3.17)

~pm,g =

[
p̃m,g

[
λ1

]
, p̃m,g

[
λ2

]
, . . . , p̃m,g

[
λNob

]]T

(3.18)

~qm,g,d1 =

[
w̃m,g

[
λ1

]
+ ṽm,g

[
λ1

]
, w̃m,g

[
λ2

]
+ ṽm,g

[
λ2

]
, . . . ,

w̃m,g

[
λNob

]
+ ṽm,g

[
λNob

]]T

(3.19)

~qm,g,d2 =

[
w̃m,g

[
λ1 + N

]
+ ṽm,g

[
λ1 + N

]
, w̃m,g

[
λ2 + N

]
+ ṽm,g

[
λ2 + N

]
,

. . . , w̃m,g

[
λNob

+ N
]
+ ṽm,g

[
λNob

+ N
]]T

(3.20)

where ~ΓOb−DTDR
m,g,di

is the Nob-point observation vector selected from the output
of the correlator corresponding to the (m, g) code, ~sm,g is the auto-correlation
vector of the ranging code of interest, while ~qm,g,di

is the cross-correlation
vector of the ranging code of interest with the other active ranging codes and
the AWGN (i = 1, 2). Then the Eq. (3.6) and (3.15) can be re-written in
matricial form as follows:

{
~ΓOb−DTDR

m,g,d1
= ~pm,g + ~qm,g,d1

~ΓOb−DTDR
m,g,d2

= ~pm,ge
−j2πεfu + ~qm,g,d2

(3.21)

This is a known problem, and the Maximum Likelihood (ML) estimate
of εfu is given in [46]:
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ˆεfu

DTDR
= − 1

2π
arctan

=
[
(~ΓOb−DTDR

m,g,d1
)H~ΓOb−DTDR

m,g,d2

]
<
[
(~ΓOb−DTDR

m,g,d1
)H~ΓOb−DTDR

m,g,d2

]


= − 1

2π
arctan


∑Nob

i=1 =
(
Γ̃DTDR

m,g [λi + N ]Γ̃DTDR
m,g [λi]

∗
)

∑Nob

i=1 <
(
Γ̃DTDR

m,g [λi + N ]Γ̃DTDR
m,g [λi]∗

)
(3.22)

where arctan(.) is the inverse tangent function, =(.) and <(.) are the imagi-
nary and the real parts of a complex number, respectively.

It is worth noting that the estimator performance depends on the se-
lection of the observation points. Since the CFO is estimated based on
the phase difference between two correlations, which are disturbed by noise
and interference terms, it is desirable that the elements of the observation
vectors have high useful CINR, i.e. the ratio between the power of the

useful component,
∣∣p̃m,g

[
λi

]∣∣2, and the power of the noise and interference,∣∣q̃m,g

[
λi

]∣∣2 =
∣∣w̃m,g

[
λi

]
+ ṽm,g

[
λi

]∣∣2 (i = 1, 2, . . . , Nob). As illustrated in
Figure 3.4, the higher the CINR, the smaller the phase error, and thus the
smaller the CFO estimation error. In the following section, we will discuss the
algorithm to select the observation points that maximizes the useful CINR
in more details.

Since the inverse tangent function is limited in range
[
− π, π

]
, the theo-

retical range of our CFO estimator is given by:

|δfu| ≤ 0.5∆f (3.23)

We assume that, prior to the ranging transmission, a coarse frequency
synchronization has been performed at the downlink by the MS, using one
among the various estimation techniques available for OFDM, such as [47,
46], to bring its CFO down to an acceptable value. Thus, this limitation does
not introduce any problem for our proposed algorithm.

3.5 The Indirect Time-Domain Ranging tech-

nique

The ITDR technique is proposed in [56, 58], where the correlators are re-
placed by FFT blocks, as shown in Figure 3.5. The principle behind this
technique is the circular correlation theorem [59, 60], which states:
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Theorem 1. Let ~a, ~A, ~b, ~B be finite vectors of length N . Assume ~A is
the N-point DFT of ~a and ~B is the N-point DFT of ~b. Then ~a and ~b are
also the N-point Inverse Discrete Fourier Transform (IDFT) of ~A and ~B,
respectively.

The unnormalized circular cross correlation of two vectors ~a and ~b is
defined as:

~cab ,

{
c̃ab[k] =

N−1∑
n=0

ã[n]∗ × b̃[(k + n) mod N ], k = 0, 1, 2, . . . , N − 1

}T

(3.24)
where [.] mod N denotes modulo N operation, ã[k] and b̃[k] are the kth complex-

value elements of two vectors ~a and ~b, respectively.

Then the N-point DFT pair of vector ~cab is given by:

~Cab = ~A∗ � ~B (3.25)

where � is Schur product of two vectors or matrices, which performs the
element-wise multiplication.

Consider N consecutive samples of the received signal, ~rd = [r̃d[0], . . . , r̃d[N − 1]]T ,
where r̃d[n] = r̃

(
(d + n)∆t

)
, n = 0, 1, . . . , N − 1 and d denotes the timing

offset of the observation vector, starting from the earliest arrived signal (as
illustrated in Figure 3.6). We assume that d is long enough to accommodate
both the transmission delays of all users and the channel delay, thus there is
no influence from the adjacent transmitted OFDMA symbol to the observa-
tion window. After FFT operation, only the subcarriers belonging to the gth

ranging channel is selected, and the output at these subcarriers is given by:
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~Zg,d = SgFN~rd

= ej2π
εfu
N

dSgC(εfu)T(d)Hu
~Xu +

∑
u1∈Ug ;u1 6=u

ej2π
εfu1

N
dSgC(εfu1

)T(d)Hu1
~Xu1

+
∑

u2 /∈Ug

ej2π
εfu2

N
dSgC(εfu2

)T(d)Hu2
~Xu2 + Sg

~Nd (3.26)

where FN stands for the size-N square FFT matrix with entries FN [n, k] =
e−j2πnk/N/

√
N for 0 ≤ n, k ≤ N − 1, and Sg is a diagonal matrix of size

N × N , acting as a filter to select only subcarriers belonging to the gth

ranging channel, i.e. Sg(k, k) = 1 for k ∈ ∆g and zero elsewhere. ~Zg,d =[
Z̃g,d[0], Z̃g,d[1], . . . , Z̃g,d[N − 1]

]T
and ~Nd =

[
Ñd[0], Ñd[1], . . . , Ñd[N − 1]

]T
,

where Z̃g,d[k] and Ñd[k] are the uth user’s observed information and the
AWGN contribution at the kth subcarriers, respectively. Hu is a diagonal ma-

trix of size N , whose kth diagonal entry, Hu[k, k] = e−j2π k
N

εtu
∑L−1

l=0 h̃u,le
−j2π k

To
τu,l ,

is the CTF at the kth subcarrier of the uth user. ~Xu =
[
X̃u[0], X̃u[1], . . . X̃u[N − 1]

]T
is the uth user’s transmitted ranging code. T(d) is the diagonal matrix of size

N , whose kth diagonal element is equal to ej2pi k
N

d, indicating the phase shift
due to the timing offset d. The N × N matrix C(φ) represents the shift
due to the normalized CFO φ in frequency-domain. It is a circulant matrix
representing the circular convolution operation:

C(φ) = FNc(φ)F
H
N

=


C̃(φ) C̃(1 + φ) . . . C̃(N − 1 + φ)

C̃(N − 1 + φ) C̃(φ) . . . C̃(N − 2 + φ)
...

...
. . .

...

C̃(1 + φ) C̃(2 + φ) . . . C̃(φ)

 (3.27)

where C̃(φ) = sin πφ
N sin πφ/N

ejπφ(N−1)/N is the periodic sinc-function [37] and c(φ) is
a diagonal matrix of size N representing the CFO in time-domain, whose the
nth diagonal element is equal to ej2π n

N
φ. The output ~Zg shall be multiplied

element-wise with the complex conjugate of the FFT of the known (m, g)

ranging code, ~Xm,g, and then be converted back to time-domain to obtain
the required correlation:
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~ΓITDR
m,g,d = FH

N

[
~X∗

m,g � ~Zg,d

]
= ej2π

εfu
N

dx̄m,gF
H
NSgC(εfu)T(d)Hu

~Xu

+
∑

u1∈Ug ;u1 6=u

ej2π
εfu1

N
dx̄m,gF

H
NSgC(εfu1

)T(d)Hu1
~Xu1

+
∑

u2 /∈Ug

ej2π
εfu2

N
dx̄m,gF

H
NSgC(εfu2

)T(d)Hu2
~Xu2 + x̄m,gF

H
NSg

~Nd

= ej2π
εfu
N

dx̄m,gsgc(εfu)t(d)hu~xu +
∑

u1∈Ug ;u1 6=u

ej2π
εfu1

N
dx̄m,gsgc(εfu1

)t(d)hu1
~xu1

+
∑

u2 /∈Ug

ej2π
εfu2

N
dx̄m,gsgc(εfu2

)t(d)hu2
~xu2 + x̄m,gsg~nd (3.28)

in which:

~Xm,g =

{
X̃m,g[k] =

N−1∑
n=0

x̃m,g[n]e−j2π nk
N , k = 0, 1, . . . , N − 1

}T

(3.29)

x̄m,g = FH
Ndiag

(
~X∗

m,g

)
FN

=


x̃m,g[0]∗ x̃m,g[1]∗ . . . x̃m,g[N − 1]∗

x̃m,g[N − 1]∗ x̃m,g[0]∗ . . . x̃m,g[N − 2]∗

...
...

. . .
...

x̃m,g[1]∗ x̃m,g[2]∗ . . . x̃m,g[0]∗

 (3.30)

t(d) = FH
NT(d)FN (3.31)

sg = FH
NSgFN (3.32)

hu = FH
NHuFN

=


h̃eff

u [0] h̃eff
u [N − 1] . . . h̃eff

u [1]

h̃eff
u [1] h̃eff

u [0] . . . h̃eff
u [2]

...
...

. . .
...

h̃eff
u [N − 1] h̃eff

u [N − 2] . . . h̃eff
u [0]

 (3.33)
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~xu = [x̃u[0], x̃u[1], . . . , x̃u[N − 1]]T (3.34)

~nd = [ñd[0], ñd[1], . . . , ñd[N − 1]]T (3.35)

~ΓITDR
m,g,d is the correlator’s output vector, x̄m,g indicates the circular corre-

lation corresponding to the (m, g) ranging code, and x̃u[n] = x̃u(n∆t) and
ñd[n] = ñ((n + d)∆t) are respectively the nth sample of the uth user’s signal
and the AWGN, and diag (~a) denotes diagonal matrix with the entries of
the vector ~a on its diagonal. The circulant matrix, hu, represents the cir-
cular convolution of the uth user’s effective channel, where h̃eff

u [n] is the nth

multipath component of the uth user’s effective CIR, which is a result of the
sampling process and can be expressed as:

h̃eff
u [n] =

N−1∑
k=0

Hu[k, k]ej2π nk
N

=
L−1∑
l=0

h̃u,lC̃(n− εtu − ζu,l − ξu,l) (3.36)

where ζu,l and ξu,l are the integer and the fractional part of the τu,l/∆t,
respectively.

In Eq. (3.28), the first term indicates the circular auto-correlation of the
(m, g) ranging code, and if expanding it, the kth element will be similar to the
one given in Eq. (3.11). And the second, third and last terms are the circular
cross-correlation between the (m, g) ranging code and (a) other ranging codes
in the same ranging slot, (b) other ranging codes in different ranging slots,
and (c) the AWGN vector, respectively. Based on the same argument as
presented in section 3.4, we can estimate the TO and CFO by:

ˆεtu
ITDR

= argmaxλ

∣∣Γ̃ITDR
m,g

[
λ
]∣∣2 (3.37)

ˆεfu

ITDR
= − 1

2π
arctan

=
[
(~ΓOb−ITDR

m,g,d1
)H~ΓOb−ITDR

m,g,d2

]
<
[
(~ΓOb−ITDR

m,g,d1
)H~ΓOb−ITDR

m,g,d2

]
 (3.38)

where ~ΓOb−ITDR
m,g,d1

and ~ΓOb−ITDR
m,g,d2

are two Nob-points observation vectors, se-

lected from two consecutive circular correlations, ~ΓITDR
m,g,d1

and ~ΓITDR
m,g,d2

, which
are N samples apart (i.e. d2 = d1 + N). The theoretical range of this CFO
estimator is also the same as Eq. (3.23).
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3.6 Implementation of the proposed algorithms

3.6.1 Ranging code detection

In the previous sections, we assume that the (m, g) ranging code is always
transmitted, but that is not always the case. Thus, the BS must identify
if a particular ranging code is actually present, before concluding that the
estimated TO and CFO corresponding to that ranging code are valid. This
process is referring to as “ranging code detection”.

For the Direct Time-Domain Ranging scheme

The Eq. (3.6) shows the two possible case of the output of the (m, g) cor-
relator: when the (m, g) ranging code is transmitted, and when it is not.
Recalling the cross- and auto-correlation properties of the ranging code dis-
cussed in section 3.4, we know that, when the code of interest is not present,
the power at the correlator’s output will be relatively small and constant, due
to the low cross-correlation between different ranging codes and the noise.
When the code of interest is present, the power at the correlator output will
also small, except at correlation lag corresponding to the maximum auto-
correlation value. Thus, the code detection problem is equivalent to a search
for the peak power caused by the auto-correlation. This search can be done
by comparing the ratio between the instantaneous correlation power with
the average correlation power to a predefined threshold ηa. Let’s consider
the following decision variable:

ΩDTDR
m,g,d1

[
λ
]

=

∣∣∣Γ̃DTDR
m,g,d1

[
λ
]∣∣∣2

ΘDTDR
m,g,d1

(3.39)

in which

ΘDTDR
m,g,d1

=
1

Now

λ−1∑
λ1=λ−Now

∣∣∣Γ̃DTDR
m,g,d1

[
λ1

]∣∣∣2 (3.40)

is the average power of the correlator’s output over a window of size Now.
Let the null hypothesis, H0, be the (m, g) ranging code is not present, and
the alternative hypothesis, H1, be the (m, g) ranging code is present. The
code detection test can be expressed as:

H0 : @λ̂max
m,g s.t. ΩDTDR

m,g,d1

[
λ̂max

m,g

]
≥ ηa ⇒ Code not present

H1 : ∃λ̂max
m,g s.t. ΩDTDR

m,g,d1

[
λmax

m,g

]
≥ ηa ⇒ Code present

(3.41)
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Figure 3.7: The auto-correlation property of the original and circularly-
shifted ranging codes (Nr = N = 1024)

in which 0 ≤ λ̂max
m,g ≤ Dmax. This is referred to as one-peak code detection

scheme. Once the code is detected, λ̂max
m,g also marks the begining of the

ranging transmission, which provides us the TO estimation (i.e. ε̂tu = λ̂max
m,g ).

Since the preamble was designed in a way that two auto-correlation peaks
are available, we can also utilize both peaks to reduce the false detection
probability. This test is referred to as two-peak code detection scheme:

H0 : @λ̂max
m,g s.t. ΩDTDR

m,g,d1

[
λ̂max

m,g

]
≥ ηa

and ΩDTDR
m,g,d2

[
λ̂max

m,g + N
]
≥ ηa

⇒ Code not present

H1 : ∃λ̂max
m,g s.t. ΩDTDR

m,g,d1

[
λ̂max

m,g

]
≥ ηa

and ΩDTDR
m,g,d2

[
λ̂max

m,g + N
]
≥ ηa

⇒ Code present

(3.42)

Referring to Figure 3.7, one can observe that there are four correlation
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peaks, which are all N samples apart, corresponding to the four repeated
parts in the ranging interval: the 1st CP, the 1st OFDMA symbol, the 2nd

OFDMA symbol, and the 2nd CP. This phenomena makes both of the above-
mentioned peak search algorithms prone to error, as they can mistake the
first and the second peaks as the desirable ones. In our implementation, we
choose to correlate the received signal with the circularly-shifted version of
the ranging code:

x̃′m,g

[
n
]

= x̃m,g

[
(n−Ngi) mod N

]
(3.43)

in which Ngi is the number of samples in CP. Comparing the auto-correlation
peaks at the top and bottom sub-figures in Figure 3.7, we can see that the first
ambiguous peak is now eliminated by using the new Ngi-sample circularly-
shifted ranging code.

The proposed implementation for code detection and TO and CFO esti-
mation using the DTDR technique with two-peak code detection and circularly-
shifted ranging code is illustrated in Figure 3.8.

For the Indirect Time-Domain Ranging scheme

Since the ITDR is based on the correlation principle, similarly to the DTDR
technique, the above-mentioned one-peak and two-peak code detection algo-
rithms can also be applied for ITDR. The decision variable for ITDR scheme
is as following:

ΩITDR
m,g,di

[
λ
]

=

∣∣∣Γ̃ITDR
m,g,di

[
λ
]∣∣∣2

ΘITDR
m,g,di

(3.44)

in which

ΘITDR
m,g,di

=
1

N

N−1∑
λ1=0

∣∣∣Γ̃ITDR
m,g,di

[
λ1

]∣∣∣2 (3.45)

is the average power and Γ̃ITDR
m,g,di

[
λ
]

is the λth element of the correlation vector
~ΓITDR

m,g,di
(i = 1, 2), respectively. The two-peak code detection test for ITDR,

therefore, can be written as:
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Figure 3.8: The DTDR scheme with circularly-shifted ranging code and two-
peak code detection algorithm

47



CHAPTER 3. SYNCHRONIZATION IN INITIAL RANGING
SCENARIO

H0 : @λ̂max
m,g s.t. ΩITDR

m,g,d1

[
λ̂max

m,g

]
≥ ηa

and ΩDTDR
m,g,d2

[
λ̂max

m,g

]
≥ ηa

⇒ Code not present

H1 : ∃λ̂max
m,g s.t. ΩDTDR

m,g,d1

[
λ̂max

m,g

]
≥ ηa

and ΩDTDR
m,g,d2

[
λ̂max

m,g

]
≥ ηa

⇒ Code present

(3.46)

However, due to the nature of the FFT-implemented circular correlation,
complete N -sample correlation output vectors are available in ITDR tech-
nique, which allows us to utilize the argmax(.) function - which returning
the maximum value in a vector - to search for the correlation peak. Let’s
consider the decision vectors:

~ΩITDR
m,g,di

=

{∣∣∣Γ̃ITDR
m,g,di

[
λ
]∣∣∣2 , λ = 0, 1, . . . , N

}T

(i = 1, 2) (3.47)

With the assumption that the two auto-correlation peaks are exactly
N samples apart, and they corresponds to the two maxima of the decision
vectors, a maximum-based code detection test can be described as follows:

H0 : @λ̂max
m,g s.t. λ̂max

m,g = argmaxλ

{
~ΩITDR

m,g,d1

}
= argmaxλ

{
~ΩITDR

m,g,d2

}
⇒ Code not present

H1 : ∃λ̂max
m,g s.t. λ̂max

m,g = argmaxλ

{
~ΩITDR

m,g,d1

}
= argmaxλ

{
~ΩITDR

m,g,d2

}
⇒ Code present

(3.48)

This test indicates that if the two maxima of the two correlation vectors
are not at the same correlation lag, then those two maxima are due to noise
and interference, and the code is not present. However, the above-mentioned
assumption is not always valid: due to the fact that the noise and inter-
ference added to the two correlations are independent, the two maxima of
the correlation output’s vectors can be at different correlation lags at those
vectors. A less restricted rule, “double-peak distance restriction rule”, can
be applied, where the two maxima can be at different lags, but they must be
very close in distance [61]:
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H0 : @λ̂max
m,g,d1

, λ̂max
m,g,d2

s.t. λ̂m,g,d1 = argmaxλ

{
~ΩITDR

m,g,d1

}
λ̂m,g,d2 = argmaxλ

{
~ΩITDR

m,g,d2

}
and |λ̂max

m,g,d1
− λ̂max

m,g,d2
| ≤ Npd

⇒ Code not present

H1 : ∃λ̂max
m,g,d1

, λ̂max
m,g,d2

s.t. λ̂m,g,d1 = argmaxλ

{
~ΩITDR

m,g,d1

}
λ̂m,g,d2 = argmaxλ

{
~ΩITDR

m,g,d2

}
and |λ̂max

m,g,d1
− λ̂max

m,g,d2
| ≤ Npd

⇒ Code present

(3.49)

where Npd is the maximum allowable distance between two auto-correlation
peaks. Since there are two correlation lags now, another rule is adopted,
which selects the smaller correlation lag of the two as the estimated start

of the auto-correlation peak, i.e. ε̂tu = min
(
λ̂max

m,g,d1
, λ̂max

m,g,d2

)
, where min(.)

return the minimum value selected from input arguments.
In this section, we also propose a method to calculate the adaptive thresh-

old ηad
a for the two-peak code detection algorithm. The advantage of an

adaptive threshold is that it will automatically scale according to the re-
ceived signal power. Assume that σ2

p is the average power of the correlator
outputs when the code of interest is present and at the correct correlation
lag to achieve the auto-correlation peak, and σ2

ni is the average power of
the correlator outputs when the code of interest is not present, or when the
auto-correlation peak is not achieved. If such statistical information is avail-
able, then a good adaptive threshold can be simply set at the mid-point
between these two values. However, these values cannot be obtained in prac-
tice, therefore, we have to approximate them from the received signal. First,
all potential auto-correlation peaks are detected from the decision vectors,
~ΩITDR

m,g,d1
and ~ΩITDR

m,g,d2
, using the max(.) function and double-peak power restric-

tion rule. The double-peak power restriction rule is based on the assumption
that, if the code is present and its auto-correlation peak corresponds to the
maximum value of any correlation output’s vector, it is expected that the
value at the same correlation lag in the other vector cannot be significantly

lower. This rule states that, if ∃λ̂max
m,g,di

s.t. λ̂max
m,g,di

= argmaxλ

{
~ΩITDR

m,g,di

}
and

~ΩITDR
m,g,d′

i

[
λ̂max

m,g,di

]
~ΩITDR

m,g,di

[
λ̂max

m,g,di

] < ηb and
~ΩITDR

m,g,di

[
λ̂max

m,g,di

]
~ΩITDR

m,g,d′
i

[
λ̂max

m,g,di

] < ηb, where i = 1, 2, i′ = 1, 2 and
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i′ 6= i, then we mark a potential auto-correlation peak at (m, g, i, λ̂max
m,g,di

),
by adding these values to the expected code set ∆ec. The threshold ηb ≥ 1
denotes the maximum allowable power ratio between the high and the low
value of a correlation peak. Second, we calculate the average power of all
potential auto-correlation peaks by:

Ωavg =
1

2Nnp

∑
(m,g,λ̂max

m,g,di
)∈∆ec

(
~ΩITDR

m,g,d1

[
λ̂max

m,g,di

]
+ ~ΩITDR

m,g,d2

[
λ̂max

m,g,di

])
(3.50)

where Nnp is the size of the estimated code set ∆ec, denoting the number
of the potential auto-correlation peaks. Ωavg gives an approximation for σ2

p.
Thirdly, the average power of the noise and interference is calculated by using
the following equation:

Θavg =
1

2GM −Nnp

∑
(m,g,i)/∈∆ec

ΘITDR
m,g,di

(3.51)

This denotes taking the average power of all correlator’s outputs in which
a potential auto-correlation peak was not found, which is an approximation
of σ2

n. Finally, the adaptive threshold is calculated as follows:

ηad
a =

1

2

Ωavg

Θavg

(3.52)

The code detection test is similar to Eq. (3.46), except that ηa is replaced
by ηad

a , which is re-calculated on every ranging cycle.

3.6.2 The selection of observation vectors for CFO es-
timation

After the code detection process, the transmitted code is detected, and the
auto-correlation peak is identified. The correlation lag corresponding to the
auto-correlation peak gives the TO estimation, and the ML estimate of the
CFO is calculated based on Eq. (3.22) or (3.38). This section discusses how
to select the Nob-point observation vectors for CFO estimation.

As discussed earlier, the performance of the CFO estimator depends on
the number of observation points and also the useful CINR of the elements
of the observation vectors. The higher the useful CINR, the more accurate
the estimate. The high useful CINR condition can be satisfied by selecting
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only correlation lags corresponding to the auto-correlation peaks. Due to
the multipath channel, the single auto-correlation peak in AWGN channel is
spread in time into a number of peaks, whose powers depend on the channel’s
Power Delay Profile (PDP). These peaks can be exploited as elements of the
observation vectors in our algorithm.

The algorithm is proposed as follows: First, we consider the correlation

lag range
[
λ̂max

m,g , λ̂max
m,g + Nos

]
, where Nos is a parameter deciding the size

of the observation point search. This should be large enough to contain
most of the channel power, for example a recommended value is equal to
the total delay spread of the channel. Over this correlation lag range, all
the λ point that satisfies condition (~ΩITDR

m,g,d1
[λ] ≥ ηo) and (~ΩITDR

m,g,d2
[λ] ≥ ηo)

will be selected as observation point. ηo is another parameter deciding how
large the auto-correlation peak should the algorithm choose. For convenient,
we set it equal to the code detection threshold ηa or ηad

a . This ensures that
only auto-correlation peaks that are significantly larger than the noise and
interference floor will be selected for CFO estimation.

3.6.3 Computational complexity comparison

The DTDR scheme requires 2(Nr − 1) complex additions and 2Nr complex
multiplications for each search step of one correlator. Assume that the TO is
distributed uniformly over [0, Dmax], and all available ranging codes are used
at any given time, then on average each correlator has to perform Dmax+1

2

search steps to find a code. Since there are total of G × M ranging codes,
the DTDR scheme needs (GM(Nr − 1)Dmax + 1) complex additions and
(GMNrDmax + 1) complex multiplications per ranging cycle. Therefore, the
complexity of DTDR scheme is in the order of O (GMNrDmax).

The ITDR scheme requires two FFT conversion to convert the two re-
ceived OFDMA symbols into frequency-domain, and 2GM IFFT operations
to convert the signals back to time-domain. The complexity of the ITDR is
in the order of O (GMN log2 N).

We observe that one advantage of the DTDR scheme is that the length
of the correlation windows, Nr, can be flexible. The shorter the length, the
lower the computational complexity, but also the lower the correlation peak.
If Nr = N , the ratio between the complexity of DTDR with that of ITDR
scheme is only O (Dmax/ log2 N). If N = 2048, then log2 N = 11, which
is really small compared to a practical value for Dmax (recall that Dmax is
the maximum value of the normalized delay plus the maximum delay of the
multipath channel, which is often as large as the guard interval). Therefore,
we can conclude that the ITDR has lower computational complexity than
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the DTDR scheme.
In addition, due to the nature of the FFT-based circular correlation, the

ITDR technique offers complete correlation output vectors, which facilitates
the usage of different algorithms, such as calculation of the adaptive threshold
or selection of the observation vectors. Although these algorithm can also
be applied in DTDR scheme, they require that more correlation steps be
performed, and thus an increased complexity.

3.7 Numerical Evaluation

In this section, we evaluate the performance of both DTDR and ITDR
schemes under various settings. The evaluation are based on the follow-
ing metrics: (a) the successful detection probability, Psucc, which is the ratio
between the number of successfully-detected ranging codes and the total
number of ranging attempts; (b) the false alarm probability, Pfa indicating
the possibility of incorrect detections, in which a particular ranging code is
detected, when actually it was not sent; (c) the Standard Deviation (STD) of
the TO estimation error, σε̂tu ; and (d) the Mean Square Error (MSE) of the
CFO estimation, σ2

ε̂fu
. It is worth noting that only the successfully-detected

ranging codes are taken into account when calculating the TO and CFO esti-
mation errors. Therefore, the standard deviation of the TO estimation error
and the MSE of the CFO estimate are respectively defined as follows:

σε̂tu =

√√√√ 1

Nsm

Nsm∑
i=1

( ˆεtu − εtu − τu,lmax)
2 (3.53)

σ2
ε̂fu

=
1

Nsm

Nsm∑
i=1

( ˆεfu − εfu)
2 (3.54)

where Nsm is the number of successfully-detected ranging transmission. The
miss detection probability, which is the ratio between the number of unde-
tected ranging code and the total ranging attempts, is not presented here,
because it can be deduced directly from the successful detection probability,
i.e. Pmiss = 1− Psucc.

Table 3.1 summaries the common parameters and their values used in
simulation. All users signal arrive at the BS with equal received power. The
system bandwidth is 40MHz, which corresponds to the sampling interval
of 25ns. We use QPSK modulation for the ranging channel. The applied
wideband channel model is 7-tap exponential decay Rayleigh [43], with rms
delay spread of 1us. The cell size is assumed to be 1km, which gives the
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maximum round-trip transmission delay of 6.67us, or εtmax ≈ 267 sample.
The TOs are generated uniformly between 0 and εtmax, whereas the CFOs are
uniformly distributed in the

[
−εfmax, +εfmax

]
range, where εfmax represents

the maximum tolerable CFO value of the system during ranging period. The
CP and cyclic post-fix are 512 samples in total, so that they are longer
than the sum of the transmission delay and five times the channel’s rms
delay spread. The maximum number of available ranging codes G × M is
28, i.e. the system will search for 28 possible ranging codes per ranging
cycle. Note that the ranging code collision problem is not considered in our
simulation, therefore there is no need to implement a larger search space in
the simulation, which only increases simulation time. The ranging codes are
truncated from a m-sequence of length 215−1, as defined in [44]. All available
subcarriers in the system are utilized for ranging, i.e. during ranging period
no data transmission will occur. For DTDR technique, we set Nr = N to
maximize its performance, so that we can compare the two techniques side
by side.

Table 3.1: Common simulation parameters
Parameter Value

System bandwidth 40MHz
Sampling interval (∆t) 25ns
Number of subcarriers 1024
Modulation QPSK
Channel model 7-tap exponential decay Rayleigh
Channel’s rms delay spread 1us
Maximum round-trip delay 6.67us
Length of CP plus cyclic post-fix 512 samples
Number of available ranging
codes (G×M)

28

Figure 3.9 indicates the success and the false alarm probabilities as a func-
tion of detection threshold ηa for both DTDR and ITDR schemes using one-
peak and two-peak code detection algorithms, as discussed in section 3.6.1.
In addition, the STD of the TO error and the MSE of the CFO error are
shown in Figure 3.10, while the probability that the absolute value of the
CFO error is less than or equal to 2% of subcarrier spacing, which is the re-
quirement in [44], is plotted in Figure 3.11. There are 10 active ranging MSs,
the CNR is 20dB, and the εfmax is 30% of the subcarrier spacing. Since the
testing condition of the two-peak code detection rule is stricter than one-peak
one, its false alarm probabilities are reduced significantly than those of the
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Figure 3.9: Success and false alarm probabilities for DTDR and ITDR
schemes as function of the detection threshold
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Figure 3.10: TO and CFO estimation errors for DTDR and ITDR schemes
as function of the detection threshold
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Figure 3.11: Performance of the CFO estimation for DTDR and ITDR
schemes

one-peak code detection algorithm, at the cost of lower successful detection
probabilities. Nevertheless, the performance of the TO and CFO estimator
in DTDR and ITDR are also improved with two-peak code detection algo-
rithm, comparing to the corresponding one-peak’s ones (see Figure 3.10 and
3.11). As a result, we shall mainly use the two-peak code detection algorithm
for further evaluation of the DTDR and ITDR schemes in this section.

From Figure 3.9, we can see that when the predefined peak detection
threshold ηa increases, the success and false alarm probabilities are decreased
for both DTDR and ITDR schemes. A high threshold means that only very
high correlation peaks can pass the code detection test, and therefore the TO
and CFO estimator’s performance are also improved, which is illustrated in
Figure 3.10 and 3.11. Therefore, the choice of threshold is a trade-off between
the success detection rate and accurate TO and CFO estimation. In our
particular setting, the optimum threshold should be around 10 - 12dB. For
example, at threshold ηa = 10dB, the success probability of two-peak ITDR
scheme is 93%, the false-alarm probability is 0%, the TO STD is 20 samples,
and the CFO MSE is 0.03% subcarrier spacing, in which the probability
that the absolute CFO estimation error is less than 2% is around 84%. We
can also observe that the DTDR performs worst than the ITDR scheme in
both aspects, namely code detection and parameter estimation. This can
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Figure 3.12: Success and false alarm probabilities for DTDR and ITDR
schemes with respect to the size of ranging channel

be explained by comparing Eq. (3.40) and (3.45): The average power of the
correlator’s output in ITDR scheme is calculated over an observation window
of size N , while in DTDR it is window of size Now < N (in our simulation,
Now is set equal to N/4). The larger the observation window, the closer the
average power of the correlator’s output to the noise and interference floor,
and thus the better the peak detection. We can increase the observation
window in DTDR scheme to achieve better performance, but at the cost of
higher number of correlation steps, or higher computational complexity.

Figure 3.12, 3.13 and 3.14 show the performance of two ranging scenarios
with different sizes of ranging channel, namely 144 and 1024 subcarriers.
Again, there are 10 active ranging users in each system, and the CNR is
20dB. In 144-subcarrier ranging scenario, there are 7 ranging channels and 4
available ranging codes; while in 1024-subcarrier ranging scenario there are
one ranging channel and 28 available ranging code, so that the product G×M
does not change in both scenarios. The success probability is slightly higher,
the false-alarm probability is lower, and the STD of the TO estimation is
lower in the case of 1024-subcarrier scenario. This is due to the fact that the
auto-correlation peaks are higher in 1024-subcarrier ranging channel than
in 144-subcarrier one. However, the cross-correlations between the ranging
code of interest and the other codes and the noise are also fluctuating with
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Figure 3.13: TO and CFO estimation errors with respect to the size of ranging
channel
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Figure 3.14: Performance of the CFO estimation for DTDR and ITDR
schemes with respect to the size of ranging channel
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Figure 3.15: Success and false alarm probabilities for ITDR-based code de-
tection schemes

greater variances. This causes a degradation in term of CFO estimation,
which can be seen in Figure 3.14: The two-peak ITDR scheme in 1024-
subcarrier ranging scenario can only achieve 83% at ηa = 16dB, while that
number is 98% in 144-subcarrier ranging scenario. It is worth noting that
the overall performance of the DTDR is worst than those of the ITDR in
both scenarios. As a result, we will select the ITDR as the preferred scheme,
and only evaluate this scheme from now on.

In Figure 3.15, 3.16 and 3.17 are the performance of the ITDR-based
code detection schemes discussed in section 3.6.1. The advantage of the code
detection schemes based on max(.) function or using an adaptive threshold
is that they do not depend on the choice of threshold ηa, which allows them
to adapt to various channel conditions or transmit power variation. The
maximum-based code detection scheme offers the most accurate TO and
CFO estimation among the three, namely maximum-based, maximum-based
with double-peak distance restriction, and adaptive threshold. However, its
probability of false alarm is high, up to 25%; and the miss detection prob-
ability is very high, around 30%. The maximum-based with double-peak
distance restriction helps increase the success detection rate, but it also in-
crease the false alarm probability to 35%. Finally, the proposed adaptive
threshold offers the highest success probability among the three, up to 95%;
and a false alarm probability close to zero. The adaptive threshold also shows
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Figure 3.16: TO and CFO estimation errors for ITDR-based code detection
schemes

6 7 8 9 10 11 12 13 14 15 16
80

82

84

86

88

90

92

94

96

98

Threshold η
a
 (dB)

P
ab

s(
C

F
O

 E
rr

or
)<

=
0.

02

ITDR−based code detection schemes

 

 
Two−peak
Max−based
Max−based /w dist. limit
Adaptive Threshold

Figure 3.17: Performance of the CFO estimator for ITDR-based code detec-
tion schemes
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Figure 3.18: Success and false alarm probabilities for ITDR-based schemes
as function of system load

to be slightly more accurate than the maximum-based with double-peak dis-
tance restriction in term of CFO estimation. As a result, we will only focus
on the two preferred code detection algorithms for ITDR scheme, namely the
two-peak using fixed-threshold and the adaptive threshold.

Figure 3.18, 3.19 and 3.20 show the performance of the two-peak and
adaptive threshold code detection schemes with regards to the number of
active ranging MSs in the system. With the increase of the number of users,
the probability of successful code detection and the accuracy of CFO esti-
mation are greatly reduced, but the TO estimate becomes more accurate.
Recall from Eq. (3.53) that the reference timing for measuring the TO error
is (εtu + τu,lmax), in which τu,lmax is the time delay of the strongest multipath
component of the channel. When the system load increases, so does the inter-
ference floor, and therefore it is more difficult to detect an auto-correlation
peak, unless it corresponds to a very strong multipath component of the
channel. In this case, the strongest multipath component is often detected,
and thus the TO error is reduced.

In Figure 3.21, 3.22 and 3.23 are the performance of the ITDR-based
schemes as a function of εfmax. As we can see, the overall performance is de-
graded significantly with the increment of CFO. The increase of CFO value
causes a larger linear phase shift in the time-domain, which reduces the effec-
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Figure 3.19: TO and CFO estimation errors for ITDR-based schemes as
function of system load
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Figure 3.20: Performance of the CFO estimator for ITDR-based schemes as
function of system load
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Figure 3.21: Success and false alarm probabilities for ITDR-based schemes
as function of the maximum tolerable CFO
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Figure 3.22: TO and CFO estimation errors for ITDR-based schemes as
function of the maximum tolerable CFO
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Figure 3.23: Performance of the CFO estimator for ITDR-based schemes as
function of the maximum tolerable CFO

tive peak of the correlator output. To avoid this problem, a coarse frequency
synchronization before uplink transmission is necessary at the user’s side to
bring the CFO to a tolerable range. Nevertheless, when the value of εfmax

is as high as 40% of the subcarrier spacing, both schemes can still achieve
90% successful detection rate, while the TO estimation error is less than 30
samples and the MSE of the CFO estimation is in the order of 10−3, and the
probability that the absolute CFO error is less than 2% subcarrier spacing
is 80%.

Finally, the performance of the above-mentioned code detection and esti-
mation schemes under various CNR values are presented in Figure 3.24, 3.25
and 3.26. For both schemes, their performance improve diminishingly with
the increase of CNR level. There is little difference in performance between
CNR of 10dB and CNR of 30dB, due to the fact that the interference, caused
by the cross-correlation between active ranging codes, is the more dominant
source of performance degradation than the AWGN.

We observe that, under all discussed scenarios, the performance of the
two-peak using adaptive threshold is equivalent to that of the two-peak using
fixed-threshold with threshold η = 10dB. However, this observation might
not hold if another channel model is applied, or the assumption that the all
users signal arrives at the BS with equal received power is relaxed, due to the
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Figure 3.24: Success and false alarm probabilities for ITDR-based schemes
as function of the average CNR
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Figure 3.25: TO and CFO estimation errors for ITDR-based schemes as
function of the average CNR
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Figure 3.26: Performance of the CFO estimator for ITDR-based schemes as
function of the average CNR

fact that the adaptive threshold scheme will adapt accordingly to the received
signal powers. This could be an interesting topic for the future works.

3.8 Conclusions

In this chapter, our focus is the code detection and TO and CFO estimation
for ranging MSs in an OFDMA-based system. The two techniques discussed
here, namely Direct Time-Domain Ranging (DTDR) and Indirect Time-
Domain Ranging (ITDR), are based on CDMA principle. While DTDR
utilizes a bank of correlator for code detection and parameter estimation,
the ITDR employes FFT blocks to perform the required correlations. As a
result, ITDR is not only less computationally complex than the DTDR, but
also able to offer a complete correlation vector, which facilitates the usage
of more advanced detection and estimation algorithms. Simulation shows
that ITDR performs slightly better than DTDR, due to the fact that more
information is available for ITDR-based schemes. As a result, we conclude
that the ITDR is a prefered method for code detection and TO estimation
in the initial ranging scenario.

Our contribution in this chapter is the proposal of a CFO estimation
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algorithm that can be applied for both DTDR and ITDR techniques. The
CFO is estimated using ML criterion from the phase difference between two
sets of auto-correlation peaks at N -sample apart. Numerical results have
shown that our proposed CFO estimator can achieve very high probability,
up to 97%, that the CFO estimation error is less than 2% of the subcarrier
spacing, which is a requirement in the IEEE 802.16e standard.

In this chapter, we also investigated the performance of different code
detection algorithms, namely one-peak code detection, two-peak code detec-
tion with fixed threshold, maximum-based code detection, maximum-based
code detection with double-peak distance restriction and the two-peak code
detection with adaptive threshold. Among these algorithms, the two-peak
code detection with fixed and adaptive threshold has shown numerically to
be able to offer the best overall performance. The choice of threshold is a
trade-off between the successful detection rate and the accuracy of the TO
and CFO estimates. If a strict requirement on TO and CFO estimation is
applied, the two-peak code detection with a high fixed threshold should be
used to guarantee such a requirement, at the cost of lower successful detection
rate.

In the future, we are interested in studying the behavior of the adaptive
threshold scheme under different channel models, or in scenario where the
received signals at the BS do not have equal powers. Developing the Cramer-
Rao Bound (CRB) for the parameter estimation in ranging channel, and
comparing the performance of our CFO estimator with the bound, is also an
interesting topic for the future works.
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Chapter 4

Synchronization in data
transmission phase

This chapter discusses two CFO estimation techniques for the uplink of
OFDMA-based systems during the data transmission phase, where each MS
has been allocated a unique time-frequency block for data transmission. The
first estimation scheme is a generalized version of the estimator proposed by
Moose [46], while the second one is based on the ITDR technique discussed
in the previous chapter. Both schemes estimate the CFO using the phase
difference between two observation vectors observed at distance less than the
length of an OFDMA symbol. Thus, they offer the possibility to shorten the
OFDMA preamble required for synchronization, which reduces the overhead
in packet-based wireless communications.

Our contributions in this chapter include:

• Generalization of the Moose estimation technique to a class of frequency-
domain ML estimators, where the distance between observation vectors
can be less than the length of an OFDMA symbol.

• Proposal of a correlation-based CFO estimation technique, also with
the shortened observation distance.

• Introduction of an Iterative Estimation and Adjustment (IEA) algo-
rithm, which aims at improving the performance of the above-mentioned
techniques in certain scenarios.

4.1 Introduction

As discussed in Chapter 2, the major drawback of OFDMA technique is its
sensitivity to TO and CFO, especially in the uplink [36, 50, 40, 62]. While
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the TO problem can be overcome by using a sufficiently long CP [34], the
CFO problem is more difficult to deal with. In this chapter, we consider a
quasi-synchronous scenario, where MSs are synchronized in time, but not in
frequency. We also assume that MSs has already been given unique time-
frequency blocks for their data transmission. Due to oscillator inaccuracy and
Doppler frequency shift, each user in the uplink of OFDMA-based systems
experiences an independent CFO, which destroys the orthogonality among
subcarriers and produces ICI and MUI. These CFOs must be estimated and
accounted for before decoding data at the receiver, or severe performance
degradation will occur.

4.2 The state of the art

Only a few methods to estimate the independent CFOs for the uplink of
OFDMA-based systems have been studied in the literature. Firstly, a straight-
forward solution is to employ a bank of filters to separate users’ signals, so
that each user can be synchronized individually using known synchronization
techniques for OFDM-based systems. These estimators, for example in [36]
and [63], only work with contiguous subcarrier allocation scheme, and their
performance largely depend on the characteristics of the filters used to sep-
arate users’ signals, as well as the size of the frequency guard band between
users [63]. And even with ideal brick-wall filters, perfect signals’ separation
is not achievable due to energy leakage caused by the CFOs, and thus some
performance loss is experienced comparing to the single-user case [34]. The
estimator in [36] utilizes the redundant information carried by the CP to es-
timate the TO and CFO for each user. When the channel is time-dispersive,
the performance of this method degrades considerably, which characterizes
by a floor at high CNR for the variance of its CFO estimate [63]. On the
other hand, the scheme in [63] operates by searching for a CFO value that
minimizes the measured energy on a set of null subcarriers. A drawback of
this method is that it requires a large frequency guard band between users
when the CFO of each user are large to limit the performance loss due to
MUI, and this would reduce the system efficiency [63]

Secondly, high-resolution array signal processing techniques can also be
used for CFO estimation in the uplink of OFDMA-based systems, due to
the fact that the formulation of the multiple CFOs estimation problem is
similar to the estimation of the directions of arrival of narrowband signals at
an array antenna. For instance, a blind technique based on the principle of
Multiple Signal Classification (MUSIC) is introduced in [50], which exploits
the periodic structure of the received signals for CFO estimation and thus
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only works with interleaved subcarrier allocation scheme. Another CFO es-
timation method is presented in [64], which is based on Space-Alternating
Generalized Expectation-Maximization (SAGE) technique and works with
both interleaved or contiguous subcarrier allocation schemes. Although this
method is shown to have performance close to the Cramer-Rao’s lower bound
in a quasi-synchronous OFDMA uplink transmission, its computational com-
plexity is an obstacle for practical implementation [34].

Finally, a frequency-domain CFO estimation technique has been proposed
in [46] for OFDM systems, which is referred to as the Moose estimator in
this paper (Paul Moose is name of the author). Although it was designed for
single-user scenario, the estimator has been discussed and used in multiuser
scenario in various papers, such as in [65, 40, 66]. The Moose technique es-
timates the CFO from the differential phase between two or more repeated
versions of the same OFDM symbol using ML criterion. The distance be-
tween the these observations is N samples, therefore at least two OFDM
symbols are required in the preamble for CFO estimation.

In this chapter, we generalize the Moose technique to a class of frequency-
domain ML estimator, where distance between observations can be selected
arbitrarily. We also propose a CFO estimation technique based on the cor-
relation of known pilots, which can be seen as an extension of the ITDR
technique discussed in Chapter 3. These techniques open the possibility to
shorten the preamble required in the data transmission phase, thus reduce
the overall overhead and increase the system’s efficiency. To enhance the
performance of the proposed CFO estimators in certain scenarios, an Itera-
tive Estimation and Adjustment (IEA) algorithm is introduced. Analytical
and numerical evaluation of the proposed estimators shall be presented in
comparison with the original Moose technique.

4.3 System Model

Let’s consider an OFDMA system using a FFT of size N . The uth user is given
an independent set of subcarriers, denoted as ∆u and ∆u

⋂
∆u′ = ∅, ∀u 6= u′.

We assume that, before the actual data transmission, a known preamble is
sent to assist the CFO and channel estimation process on the same set of
given subcarriers. As a result, our proposed estimators are considered as
data-aided techniques. During the preamble, the transmitted information on
the kth subcarrier of the uth user is given by:

X̃u

[
k
]

=

{
c∆u

[
M∆u

k→i(k)
]

k ∈ ∆u

0 otherwise
(4.1)
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Figure 4.1: (a) Construction of the OFDMA preamble symbol, (b) Positions
of the two observation FFT windows

where k = 0, 1, . . . , N−1 is the subcarrier index, c∆u

[
i
]

is the ith pilot symbol

and M∆u
k→i(.) is a function that maps k to i depending on the specified set of

subcarriers, ∆u.
After the IFFT operation, the output is extended cyclically as illustrated

Figure 4.1 to obtain the required preamble consisting of two consecutive
OFDMA symbols with a CP:

x̃u(t) =
1

N

∑
k∈∆u

X̃u[k]ej2π k
To

(t−Tg)ΞTs(t) (4.2)

where To is the duration of the original OFDMA symbol, Tg is the guard
interval, and ΞTs(t) is the unity amplitude gate pulse of length Ts = Tg +2To.

Assume that the uth user experiences an independent TO, δtu, and frequency-
selective fading channel, which are constant during the observation period,
the complex received signal from the uth user is:

ỹu(t) =
L−1∑
l=0

h̃u,lx̃u(t− δtu − τu,l) (4.3)

where h̃u,l and τu,l are the complex gain and time delay of the lth multipath
component experienced by the uth user, respectively. In the OFDMA uplink,
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the received signal is the sum of the signal from multiple users, which can be
expressed as:

r̃(t) =
U−1∑
u=0

ỹu(t)e
j2πδfut + ñ(t) (4.4)

where δfu is the CFO of the uth user and ñ(t) is the complex baseband AWGN
at the input of the OFDMA receiver.

At the receiver, the received signal is sampled at rate 1/∆t and an ob-
servation vector is formed by performing FFT operation on N consecutive
samples with a timing offset d, i.e. ~rd = [r̃d[0], r̃d[1], . . . r̃d[N − 1]]T where
r̃d[n] = r̃ ((d + n)∆t). The timing offset d is measured from the earliest
arrived signal (see Figure 4.1), and we assume that d is long enough to ac-
commodate both the maximum TO of all the users and the channel delay
spread, thus there is no influence from the adjacent transmitted OFDM sym-
bols to the observation vector. After FFT, the observation vector of the uth

user, which corresponds to the timing offset d, can be written in matricial
form as follows:

~Zu,d = ~Au,d + ~BI
u,d + ~BM

u,d + Su
~Nd (4.5)

where ~Au,d is the useful signal of the uth user, whereas ~BI
u,d and ~BM

u,d are the
self-interference (i.e. the ICI due to subcarriers belonging to the same user)
and the cross-interference (the ICI caused by subcarriers of the other users),
respectively:

~Au,d = ej2π
εfu
N

dT(d)SuC
p
(εfu)

~Yu (4.6)

~BI
u,d = ej2π

εfu
N

dSuC
s
(εfu)T(d)

~Yu (4.7)

~BM
u,d =

U−1∑
u1=0;u1 6=u

ej2π
εfu1

N
dSuC(εfu1

)T(d)Yu1 (4.8)

and ~Zu,d =
[
Z̃u,d[0], Z̃u,d[1], . . . Z̃u,d[N − 1]

]T
and ~Nd =

[
Ñd[0], Ñd[1], . . . Ñd[N − 1]

]T
;

Z̃u,d[k] and Ñd[k] =
∑N−1

n=0 ñ
(
(d + n)∆t

)
ej2π nk

N are the uth user’s output
signal at the kth subcarrier and the AWGN contribution at the kth sub-

carrier, respectively. ~Yu =
[
Ỹu[0], Ỹu[1], . . . Ỹu[N − 1]

]T
is the uth user’s

received signal under the effect of the channel, i.e. Ỹu[k] = H̃u[k]X̃u[k].

H̃u[k] = e−j2π k
N

εtu
∑L−1

l=0 h̃u,le
−j2π k

To
τu,l is the CTF at the kth subcarrier of the

uth user. εtu = δtu/∆t and εfu = δfu/∆f are the normalized TO and CFO
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of the uth user, respectively. Su is a diagonal matrix of size N ×N , acting as
a filter to select only subcarriers belonging to the uth user, i.e. Su(k, k) = 1
for k ∈ ∆u and zero elsewhere. T(d) is also a diagonal matrix of size N ,

whose kth diagonal element is ej2π k
N

d, indicating the phase-shift due to the
timing offset d. The N ×N matrix C(φ) represents the amplitude and phase
change due to the normalized CFO, φ, in frequency-domain. It is a circulant
matrix denoting the circular convolution operation, and can be written as:

C(φ) = FNc(φ)F
H
N (4.9)

C(φ) = Cp
(φ) + Cs

(φ) (4.10)

Cp
(φ) = C̃(φ)× IN×N (4.11)

Cs
(φ) =


0 C̃(1 + φ) . . . C̃(N − 1 + φ)

C̃(N − 1 + φ) 0 . . . C̃(N − 2 + φ)
...

...
. . .

...

C̃(1 + φ) C̃(2 + φ) . . . 0

 (4.12)

where FN stands for the size-N FFT matrix with entries FN [n, k] = e−j2πnk/N/
√

N ,
C̃(φ) = sin πφ

N sin πφ/N
ejπφ(N−1)/N is the periodic sinc-function [37], [.]H in the su-

perscript denotes the transpose operation, and c(φ) is a diagonal matrix of
size N representing the CFO in time-domain, whose kth diagonal element is
equal to ej2π k

N
φ. In the next section, our goal is to derive the CFO estima-

tion from two observation vectors, ~Zu,d1 and ~Zu,d2 , which are observed at two
different timing offsets, d1 and d2, respectively.

4.4 Our proposed estimators

4.4.1 The Moose-based Shortened Observation Distance
Estimator

Consider two FFT windows, which are taken at two different timing offsets, d1

and d2, as in Figure 4.1. We defines the “observation distance”, D = d2−d1,
which denotes the distance between the two observations. If the timing offsets
are neither too short nor too long, so that both FFT windows are kept within
the ISI-free region of the preamble, we can show the following relation:

~Au,d2 = ej2π
εfu
N

DT(D)
~Au,d1 (4.13)
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where T(D) is a diagonal matrix of size N , whose the kth diagonal element

is ej2π k
N

D. In another words, the useful signal parts of two observations
separated by observation distance D are the same, except for their differential
phase, which is a deterministic function of the CFO and the observation
distance. Based on this relation, we can multiply ~Zu,d2 with T−1

(D) to remove
the effect of the observation distance and thus be able to estimate the CFO.
It is worth noting that the inverse of the diagonal matrix T(D) is simply equal

to T(−D). The modified observation vectors, ~ΓMSOD
u,d1

and ~ΓMSOD
u,d2

, are given
below:

{
~ΓMSOD

u,d1
= ~Zu,d1 = ~Au,d1 + ~Wu,d1

~ΓMSOD
u,d2

= T−1
(D)

~Zu,d2 = ej2π
εfu
N

D ~Au,d1 + ~Wu,d2

(4.14)

in which ~Wu,d1 and ~Wu,d2 are the interference and noise vectors:

~Wu,d1 = ~BI
u,d1

+ ~BM
u,d1

+ Su
~Nd1 (4.15)

~Wu,d2 = T−1
(D)

~BI
u,d2

+ T−1
(D)

~BM
u,d2

+ T−1
(D)Su

~Nd2 (4.16)

The kth elements of the self- and cross-interference vectors, ~BI
u,di

and ~BM
u,di

(i =
1, 2), are assumed to be complex Gaussian distributions with zero mean and

variance σI
k
2

and σM
k

2
, respectively. This assumption is based on the fact

that each element is the sum of the ICI and MUI from the other subcarriers,
each of which experienced a random and independent channel and trans-
mitted data, so that the Central Limit Theorem can be applied. The noise
vector, ~Ndi

(i = 1, 2), is also zero-mean complex Gaussian distribution with
variance σ2

N . Since rotating the phases of a circular symmetric complex ran-
dom Gaussian vector does not change its statistical properties and the sum
of random Gaussian vector gives a Gaussian vector [67, 68], ~Wu,d1 and ~Wu,d2

are also vectors whose element are complex Gaussian distribution with zero
mean and variance σ2

W = (σ2
I +σ2

M +σ2
N). The maximum likelihood estimate

of the differential phase of two observation vectors similar to Eq. (4.26) has
been derived in [46], and the result can be expressed:

ˆεfu =
N

2πD
arctan


∑

k∈∆u
=
[
(~ΓMSOD

u,d2
)H~ΓMSOD

u,d1

]
∑

k∈∆u
<
[
(~ΓMSOD

u,d2
)H~ΓMSOD

u,d1

]
 (4.17)

where arctan(.) is arctangent function, =(.) and <(.) are respectively the
imaginary and real parts of a complex, and (.)H denotes the Hermitian trans-
pose.
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It is worth noting that the Moose estimator is a special case of the pro-
posed scheme, where the observation distance D is equal to N . In this case,
T(D) = T(N) = I, or the two observations in Eq. (4.26) can be re-written as: ~ΓME

u,d1
=
(

~Au,d1 + ~BI
u,d1

)
+ ~WME

u,d1

~ΓME
u,d2

= ej2π
εfu
N

D
(

~Au,d1 + ~BI
u,d1

)
+ ~WME

u,d2

(4.18)

in which

~WME
u,d1

= ~BM
u,d1

+ Su
~Vd1 (4.19)

~WME
u,d2

= ~BM
u,d2

+ Su
~Vd2 (4.20)

and the (.)ME in the superscript denotes variables used in the Moose estima-
tor. The Eq. (4.18) indicates that both the signal and the self-interference
term in Moose estimator are altered in exactly the same way between two
observations, by a phase shift proportional to the frequency offset [46]. Thus,
in the Moose estimator, the self-interference term will be an useful part of the
estimation; whereas in the case where D < N , it is regarded as interference.
The role of cross-interference term, however, is unchanged for both D = N
and D < N cases. From now on, we treat these two cases separately as Moose
estimator and Moose-based Shortened Observation Distance (MSOD) esti-
mator, respectively.

Since the phase is limited in the range [−π, π], the theoretical range of
MSOD estimator is given by:

| ˆεfu

MSOD
| ≤ N

2D
∆f (4.21)

Since D < N , the range of the proposed estimator is larger than half of
subcarrier spacing, which is the limit of the Moose estimator. However, a
larger estimation range would also mean that the MSOD estimator is more
sensitive to noise and interference, because the same amount of phase error
due to noise and interference results in a larger frequency offset error in this
case.

4.4.2 The Correlation-based Shortened Observation Dis-
tance Estimator

In chapter 3, we have discussed a CFO estimation scheme for the initial
ranging scenario, which is based on correlation of the received signal with
known ranging code. Although the scheme was designed for situations where
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users are allowed to overlap in a time-frequency block, it can also be applied
for the data transmission phase, where each MS has been assigned a separate
time-frequency block for uplink communication. In this chapter, we shall
modify the above-mentioned scheme so that it works with the observation
distance of less than a OFDM symbol. The modified scheme is referred to
as the Correlation-based Shortened Observation Distance (CSOD) estimator
hereafter.

Consider the correlation of the known code with the transmitted version of
itself presented in Eq. (3.11). The lag λmax = εtu +τu,0/∆t+NA

g corresponds

to the peak of p̃m,g

[
λ
]
, which is equal to:

p̃m,g

[
λmax

]
=

1

N2
e−j2πεfu

λ
N h̃∗u,0

{ ∑
k1∈∆g

|X̃u

[
k1

]
|2C̃(−εfu)

+
∑
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(4.22)

And the correlation value at lag (λmax + D) is given by:

p̃m,g
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1
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}
(4.23)

Due to the rotated phase e−j2π
Dk1
N , the elements in the first sum in

Eq. (4.23) do not add coherently, and therefore the auto-correlation peak
cannot be achieved unless D is multiple of N . In order to obtain another
auto-correlation peak at D less than N , we propose that the known code is
replaced by a D-sample circularly-shifted version of itself in Eq. (3.7):

x̃′m,g

[
n
]

= x̃m,g

[
(n + D) mod N

]
=

1

N

∑
k∈∆g

X̃u

[
k
]
ej2π Dk

N ej2π nk
N (4.24)

The corresponding auto-correlation at (λmax + D) can be expressed as:
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(4.25)

The rotated phase now disappears in the first sum in Eq. (4.25), making
it equivalent to the first sum in Eq. (4.22). Although the second term in
these two equations are different, it is insignificant and thus we can treat it
as interference in our algorithm.

The above analysis inspires us to propose a CFO estimation scheme based
on the correlation of known preamble in time-domain, with the observation
distance less than N . We consider two correlation vectors for the CSOD
scheme as given below:

 ~ΓCSOD
u,d1

= FH
N

[
~Xu � ~Z∗u,d1

]
= ~Pu,d1 + ~Qu,d1

~ΓCSOD
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= FH
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[
T(D)

~Xu � ~Z∗u,d2

]
= ej2π

εfu
N

D~Pu,d1 + ~Qu,d2

(4.26)

in which d2 = d1 + D, ~Xu =
[
X̃u

[
0
]
, X̃u

[
1
]
, . . . , X̃u
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]]T
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[
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[
1
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(i = 1, 2) is the vector of noise and interference, and:
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In Eq. (4.28) and (4.29), the first term indicates the self-interference, causing
by the power leakage from the other subcarriers of the same user to the
subcarrier of interest. If the CFO is not present, this term will go to zero
due to the periodic sinc-function. The second term is the cross-interference,
causing by the power leakage from the subcarriers of the other active users
in the system to the subcarrier of interest. Finally, the last term is the cross-
correlation between the pilot and the AWGN noise. Eq. (4.26) indicates
that the FFT is used to implement the circular-correlation, but the direct
usage of a bank of correlators can also be used since they are equivalent (see
Chapter 3).

In order to estimate the CFO, we need to find the correlation lag corre-
sponding to the auto-correlation peak. One method is to use the argmax(.)
function:

λmax = argmaxλ

{
|Γ̃u,d2 [λ]Γ̃∗u,d1

[λ]|2
}

(4.30)
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where Γ̃u,di
[λ] is the λth element of vector ~ΓCSOD

u,di
(i = 1, 2). This method is

referred to as the “max-based” algorithm. The CFO is then calculated from
the peak:

ε̂fu =
N

2πD
arctan

(
Γ̃u,d2 [λmax]Γ̃

∗
u,d1

[λmax]
)

(4.31)

Another method involves comparing the correlation output with a pre-
defined threshold ηA, which is referred to as “threshold-based” algorithm.
All the correlation lag λ that satisfies the condition (Γ̃u,d1 [λ] > ηA) and
(Γ̃u,d2 [λ] > ηA) will be selected as an observation point. This creates two

observation vectors, ~ΓOb−CSOD
u,d1

and ~ΓOb−CSOD
u,d1

, which is a subset of ~ΓCSOD
u,d1

and ~ΓCSOD
u,d1

, respectively. And the CFO estimate is then given by:

ε̂fu =
N

2πD
arctan

=
[
(~ΓOb−CSOD

u,d1
)H~ΓOb−CSOD

u,d2

]
<
[
(~ΓOb−CSOD

u,d1
)H~ΓOb−CSOD

u,d2

]
 (4.32)

It is worth to note that if there is no λ satisfying the above-mentioned
condition, the “threshold-base” algorithm will have to choose a λ using the
argmax(.) function, or in another words, it falls back to “max-based” in that
particular case.

We can see that the estimator in this section has the same theoretical
range as the MSOD estimator in section 4.4.1.

4.4.3 The Iterative Estimation and Adjustment Algo-
rithm

When the observation distance D is not a multiple of the length of OFDM
symbol, N , the self-interference becomes different between two observation
windows, and therefore must be treated as interference in both above-mentioned
algorithms, namely the MSOD and CSOD. By reducing the CFO of the user
of interest, we can limit the level of self-interference, and thus increase the
performance of the estimators. In addition, large CFO causes the reduc-
tion of the received power of the pilot signal on each subcarrier, which also
degrades the performance of the estimators.

To alleviate the negative effect of large CFO in the MSOD and CSOD
estimators, we propose the Iterative Estimation and Adjustment (IEA) al-
gorithm as follows:
IEA algorithm
Initialization:
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Step 1: Set i = 0 and ε̂fi = 0

Loop:

Step 2: i = i + 1

Step 3: Adjust the CFO of the received preamble vector by multiplying
it with c( ˆεfi)

Step 4: Perform FFT on the preamble and estimate the new CFO, ε̂fi,
by using Eq. (4.17) or Eq. (4.31) or Eq. (4.32).

Step 5: Go back to Loop until i = Nloop

This algorithm aims at reducing the CFO of the current user close to zero,
thus decreasing the level of self-interference and removing the peak reduction
issue, so as to improve the accuracy of both estimators. The performance of
this algorithm is discussed in more details in the next section.

4.4.4 Computational complexity comparison

The MSOD requires N log2 N operations to convert the time-domain received
signal into frequency-domain. Then it needs |∆u| complex multiplications to
obtain the second observation vector in Eq. (4.26), and another |∆u| complex
multiplications to estimate the CFO in Eq. (4.17) for the uth user, where |∆u|
is the size of the set of subcarriers ∆u. In total, the MSOD scheme requires
N log2 N + 2N operations, or the complexity of MSOD is O (N log2 N).

The CSOD, on the other hand, is more complex than the MSOD scheme.
It must convert the time-domain received signal into frequency-domain, mul-
tiply with the known code, and the convert back to time-domain again for
each user separately. In general, the complexity of CSOD is O (UN log2 N)

If the IEA is implemented, the complexity of the MSOD and CSOD
schemes become O (NloopN log2 N) and O (NloopUN log2 N), respectively. In
case of the CSOD scheme using IEA and “max-based” algorithm, computa-
tional complexity can be reduced by implementing the direct correlation in
time-domain instead of the FFT-based implementation, once the correlation
lag corresponding to the auto-correlation peak has been found. From the
second iteration, the time-domain version of the preamble can be correlated
directly with the CFO-adjusted received signal only at the maximum correla-
tion lag to give the auto-correlation peaks, and then using them to estimate
the new CFO. Correlation at one lag requires only N complex multiplication,
thus the complexity in this special case is O (UN log2 N + (Nloop − 1)UN).

79



CHAPTER 4. SYNCHRONIZATION IN DATA TRANSMISSION PHASE

Table 4.1: Simulation parameters

Parameter Value

Number of subcarriers 512
Number of users 4
Number of subcarriers per user 128
Subcarrier allocation scheme Contiguous and Non-contiguous
Modulation Binary Phase Shift Keying (BPSK)
Channel model 7-tap exponential decay Rayleigh fad-

ing channel [43]

4.5 Numerical Results

In this section, numerical evaluation is presented to shed some light on the
performance of the proposed scheme. Table 5.2 summaries the parameters
used in our Monte Carlo simulation. The performance measure is the MSE,
defined as:

σ2
εfu

=
1

Nmeas

Nmeas∑
i=1

( ˆεfu − εfu)
2 (4.33)

where Nmeas is the number of Monte Carlo trials. All users are assumed to
have equal transmitting power and to be at the same distance from BS. The
CFOs are generated uniformly in the [−εfmax, εfmax] range, where εfmax is
the maximum tolerable CFO of the system, which is normalized to subcarrier
spacing. In the CSA scheme, each user is assigned a block of subcarriers that
are adjacent to each other, while in the NCSA scheme, the subcarriers are
interleaved uniformly across the spectrum. The Moose estimator’s perfor-
mance is shown in the figures as MSOD scheme with D = N .

4.5.1 Singe-user scenario

First, we evaluate the effect of the observation distance, D, on the perfor-
mance of the proposed schemes in Figure 4.2. In this scenario, only one
user is active in the system, and thus there is no cross-interference occurring.
The CNR is 20dB, while the maximum tolerable CFO is equal to 30% of
the subcarrier spacing. It is clear that the performance of the estimators
are improved with the increase of observation distance. This is due to the
fact that shorter D increases the estimation range for both estimators, but
that also makes them more sensitive to noise and interference: The same
phase error will cause larger MSE error when observation distance is smaller.
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Figure 4.2: The MSE performance vs observation distance for single-user
scenario. Solid lines indicate contiguous subcarrier allocation, while dashed
lines present the non-contiguous subcarrier allocation.

Shorter D also causes the noise and interference in two observations to be
more correlated, which undermines the efficiency of the ML estimator.

To evaluate the effect of self-interference, we plot the performance of the
NCSA scheme on the Figure using the dashed lines. As we can see, when
there are guard band between subcarriers of the user, which reduces the
self-interference, the performance of the estimators increases significantly.
When D = N , the two subcarrier allocation schemes perform exactly the
same. If we take a closer look, the MSOD seems to be more affected by
the self-interference than the CSOD scheme. Its performance degrades more
significantly when changing from NCSA to CSA scheme. This agrees with
the fact that CSOD is a correlation-based scheme, which requires heavier
computation, but also offers greater processing gain and less degradation
due to noise and interference.

In single-user scenario, the performance of the two estimators are very
close. They all shows the same trend, for example a particularly good per-
formance ad D = N/2. This gives a guideline when designing the MSOD
and CSOD in practice. And we can see that CSOD with threshold-based
algorithm is better than the max-based one. In this figure, the predefined
threshold is fixed as 10dB.
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Figure 4.3: The MSE performance vs maximum tolerable CFO for single-user
scenario. Solid lines indicate observation distance D = N , and dashed lines
present D = N/2.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

εf
max

σ2 εf
u

Single−user scenario, D=N/2, CSA

 

 
MSOD
CSOD (max−based)
CSOD (threshold−based)

Figure 4.4: The MSE performance vs maximum tolerable CFO for single-user
scenario. Solid lines indicate the carrier-to-noise ratio (CNR) of 20dB, while
the dashed lines present CNR=5dB.
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Figure 4.5: The MSE performance vs the number of iterations of the IEA
algorithm for single-user scenario. Solid lines indicate contiguous subcarrier
allocation, while dashed lines present the non-contiguous subcarrier alloca-
tion.
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Secondly, we evaluate the performance of the estimators under different
CFO range in Figure 4.3. This is still single-user scenario, where CSA scheme
is used. The maximum tolerable CFO varies from 0 to 0.6 of subcarrier
spacing. The solid lines indicates observation distance D = N , while the
dashed lines shows the performance with D = N/2. The performance of all
estimators with D = N is relatively constant with the increase of the CFO
until a certain point, due to the fact that the self-interference is now a part of
the useful signal used in estimation process [46]. However, their performance
suddenly breaks when they reach their theoretical estimation range, which is
0.5 of the subcarrier spacing.

On the other hand, the performance of the estimators with D = N/2
gradually degrades with the increase of the CFO. This causes by the increase
of self-interference, which is no longer a part of the useful signal used for
estimation process, and also the reduction of the power of the pilot signals due
to CFO. The MSOD is more prone to interference, and thus its performance
degrades much more than the CSOD at high CFO values. In contrast, both
CSOD schemes offers reasonable accurate estimates at high CFO values, for
example up to 0.6 of the subcarrier spacing.

Thirdly, the proposed estimators are evaluated with different CNR values
in Figure 4.4. The observation distance is fixed at D = N/2, and the solid
line shows CNR of 20dB, while the dashed line presents the CNR value of
5dB. We can see that the effect of the AWGN is only significant at low CFO
values, which indicates by the difference in performance between the dashed
lines and the solid ones at CFO less than 0.2 subcarrier spacing. At high
CFO, the interference becomes more dominant, and the performance of the
dashed and solid lines converges.

Finally, the convergence of the IEA algorithm is shown in Figure 4.5 for
both CSA and NCSA schemes. We can see that all estimators converge only
after 2 or 3 iterations. In single user scenario, the CSA scheme benefits more
from the IEA algorithm than the NCSA one, as the self-interference is more
dominant in this scheme.

4.5.2 Multi-user Scenario

In this section, we evaluate the performance of the proposed estimators in
the multi-user scenario. There are 4 active users in the system, and the
subcarrier allocation scheme is either CSA or NCSA. Figure 4.6 show the
performance as a function of the observation distance. The CNR is 20dB,
and the maximum CFO is 0.3 subcarrier spacing - the same setting as in
Figure 4.2 for single-user scenario. We can see that, under the CSA scheme,
the MSEs of all estimators are relatively unchanged comparing to the single-
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Figure 4.6: The MSE performance vs observation distance for multi-user
scenario. Solid lines indicate contiguous subcarrier allocation, while dashed
lines present the non-contiguous subcarrier allocation.

user scenario. Due to the fact that each user is allocated a block of contiguous
subcarriers for transmission, the MUI only affects a few subcarriers at the
edge of the block, and therefore their effect is insignificant. On the other
hand, the NCSA scheme experiences a great penalty in performance when
going from single-user to multi-user scenario. The MSOD scheme shows the
worst performance, while the threshold-based CSOD is the best among the
three, both for CSA and NCSA, in the multi-user scenario.

Figure 4.7 and 4.8 are the MSEs of the proposed estimators as a function
of the maximum tolerable CFO in multi-user scenario, with CSA and NCSA
scheme, respectively. The performance of the estimators with D = N is
no longer constant with the increase of CFO values, due to the fact that
the cross-interference also increases with the increase of CFO. This cross-
interference has very negative impact on the MSOD scheme, especially in
NCSA scheme. Here the MSE of the MSOD increases much quicker than
those of the CSOD scheme, even with the full observation distance, i.e. D =
N . In both subcarrier allocation schemes, the CSOD with D = N/2 offers
an acceptable performance at high CFO values, for example around 10−3 at
CFO of 0.6 subcarrier spacing

The impact of CNR on the proposed estimators in multi-user scenario is
illustrated in Figure 4.9. CNR of 5dB and 20dB is evaluated with the CSA
scheme. We observe the same tendency as in single-user scenario: The effect
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Figure 4.7: The MSE performance vs maximum tolerable CFO for multi-user
scenario with contiguous subcarrier allocation. Solid lines indicate observa-
tion distance D = N , and dashed lines present D = N/2.
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Figure 4.8: The MSE performance vs maximum tolerable CFO for multi-
user scenario with non-contiguous subcarrier allocation. Solid lines indicate
observation distance D = N , and dashed lines present D = N/2.
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Figure 4.9: The MSE performance vs maximum tolerable CFO for multi-
user scenario with contiguous subcarrier allocation. Solid lines indicate
the carrier-to-noise ratio (CNR) of 20dB, while the dashed lines present
CNR=5dB.
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Figure 4.10: The MSE performance vs the number of iterations of the IEA
algorithm for multi-user scenario. Solid lines indicate contiguous subcarrier
allocation, while dashed lines present the non-contiguous subcarrier alloca-
tion.

of AWGN is only significant at low CFO values. At high CFO, the self- and
cross-interference becomes the dominant source of MSE, and thus the dashed
and the solid lines converges.

Figure 4.10 illustrates the convergence property of the IEA scheme. The
CNR is 20dB, while the maximum CFO is fixed at 0.3 of subcarrier spacing.
We can see that the IEA converges after 2 or 3 iterations in CSA scheme.
Nevertheless, since the main source of interference in NCSA scheme is cross-
interference, the IEA algorithm - which only reduces self-interference - does
not perform very well. Applying the IEA algorithm in NCSA scheme even
degrades the performance of the MSOD and CSOD estimator, because the
CFO correction for one user in IEA could increase the CFO of the other users
in the system, thus introduce even more interference in NCSA scheme [65].

Figure 4.11 presents the performance of MSOD and threshold-based CSOD
as a function of the observation distance. The number of iterations here is
two, i.e. Nloop = 2. The IEA offers a significant performance gain when the
CSA is used and the observation distance is less than the length of OFDM
symbol, i.e. D < N . For example, at D = N/4, the MSE of the proposed
estimators with IEA algorithm is close to 10−4.
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Figure 4.11: The MSE performance vs the observation distance for multi-user
scenario. Solid lines indicate contiguous subcarrier allocation, while dashed
lines present the non-contiguous subcarrier allocation.

4.6 Conclusions

In this chapter, we discussed the CFO estimation problem for the data trans-
mission phase of an uplink OFDMA-based system, during which MSs have
been allocated independent time-frequency block for communications.

Our contribution in this chapter is the proposal of two CFO estima-
tors, namely the Moose-based Shortened Observation Distance (MSOD) and
Correlation-based Shortened Observation Distance (CSOD). The first one
is a generalized version of the Moose CFO estimation technique, where the
observation distance D between two FFT windows can be selected arbitrary
and less than the length of the OFDM symbol. The second is based on
time-domain correlation technique, which has previously proposed for initial
ranging scenario. Both schemes offer the possibility to shorten the length
of the OFDMA preamble required for synchronization, and thus reduces the
overhead in packet-based wireless communications. We also introduce an It-
erative Estimation and Adjustment (IEA) algorithm in this chapter, which
aims at improving the performance of the above-mentioned techniques in
scenarios where self-interference is the dominant source of estimation error.

We evaluated the performance of the proposed schemes in various sce-
narios. The shorten observation distance estimators have shown to offer
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reasonable accurate estimates at D is equal to only half of the length of the
OFDMA symbol. Especially in the CSA scheme, the MSE of the proposed
schemes with IEA algorithm is close to 10−4 at D equal to one fourth of the
length of the OFDMA symbol. The CSOD requires heavier computational
complexity, but it also offers a better performance than the MSOD scheme.
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Chapter 5

Multi-user interference
cancellation

As mentioned in Chapter 2, each user in the uplink of an OFDMA-based
system experiences an independent Carrier Frequency Offset (CFO). These
CFOs, if not corrected, destroy the orthogonality among subcarriers, causing
ICI and MUI, which could degrade the system’s performance severely.

In this chapter, we focus on the techniques to alleviate the negative effects
of the multiple CFOs in the uplink of OFDMA-based wireless communica-
tions. Our contribution includes:

• Proposal of novel time-domain multi-user interference cancellation schemes,
which employ an architecture with multiple OFDMA demodulators to
compesate for the impacts of multi-user CFOs at the receiver’s side.

• Analytical and numerical evaluation of the proposed schemes in com-
parisons with the existing techniques in literature. We show that the
proposed schemes outperform existing techniques with only a reason-
able increase in complexity.

5.1 Introduction

In chapter 2, we have shown that the OFDMA inherits from OFDM the sen-
sitivity to CFO and phase noise [28]. The carrier frequency mis-alignment
destroys the orthogonality of the subcarriers, which causes ICI and conse-
quently produces MUI among users [42]. While the CFO can be estimated
and corrected relatively easily in the downlink, preserving orthogonality in
the uplink is much more demanding. In the uplink, the received signal is
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the sum of multiple signals coming from different users, each of which expe-
riences a different CFO due mainly to oscillator instability and/or Doppler
shift [40]. These relative CFOs among users must be corrected, otherwise
the system performance could degrade severely. Downlink CFO correction
methods, which are designed for single-user scenario, are unable to correct
multiple CFOs in the uplink, as correction to one user’s CFO would misalign
the other users [36].

In this chapter, we consider a quasi-synchronous scenario, where MSs are
synchronized in time, but not in frequency. Each MS has been assigned a
separate time-frequency block for their data transmission. Assuming that
the estimates of multiple CFOs is available, the focus of this chapter is to
provide the receiver with the technique to combat the ICI and MUI problem
due to those CFOs.

5.2 The state of the art

Various studies have been carried out to tackle the multiple CFO problems
in the OFDMA uplink scenario, which can be divided into two categories:
Interference Avoidance (IA) and Interference Cancellation (IC) methods. Ex-
amples of IA schemes includes windowing, self-ICI cancellation and feedback-
and-adjust approaches. The windowing approach in [69, 70] shapes the out-
put of the IDFT by a window to suppress the side-lobes of the subcarriers,
thus reduces the sensitivity to frequency errors. This approach normally
causes CNR loss, and ICI in the case of no CFOs [71]. The self-ICI cancel-
lation approach is performed in frequency-domain, where a set of codewords
with low ICI is used to reduce the side-lobes of the output spectrum. Since
the code rate is less than one, the spectrum efficiency is reduced [72]. The
feedback-and-adjust schemes are described in [40, 36], which suggest that
the BS performs only TO and CFO estimation, whereas adjustment of the
synchronization parameters is made at the mobile station’s side based on
instruction transmitted on the base station’s control channel. The feedback-
and-adjust approach requires an established connection between BS and MS,
which is not applicable for some scenarios, and additional signalling overhead,
which reduces the system throughput. Also note that, in this approach, there
is always a delay between the estimation and adjustment processes, during
which the CFO estimation can be outdated (e.g. because of Doppler frequen-
cies) [66].

On the other hand, the IC schemes aim at removing the unwanted ICI
and recovering the ideal waveform: In [73, 50], a multiple CFOs estimation
and compensation algorithm is introduced based on subspace method. This
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scheme works only with interleaved subcarrier allocation. A linear multiuser
detection scheme is proposed in [42], hereby referred to as Cao-Tureli-Yao-
Honan (CTYH), which attempts to restore the orthogonality among users by
applying a linear transformation to the FFT output. The interference due to
CFOs is suppressed at the price of additional complexity [34]. In [66], a MUI
cancellation scheme in frequency-domain is proposed, hence it is referred to
as Frequency-Domain Multi-User Interference Cancellation (FD-MUIC) in
this chapter. In this scheme, circular convolutions are employed after the
FFT processing to correct the CFOs, and to calculate the MUI terms, which
are then subtracted from the subcarrier of interest. This scheme suffers from
the loss of subcarrier’s power when the CFOs are large, and it is unable to
completely remove the self-ICI, which occurs among subcarriers of the same
user [66].

In this chapter, we propose simple but effective IC schemes to mitigate
the effects of different CFOs coming from multiple users in the uplink of
OFDMA systems. The proposed schemes consist of two stages: Prior to up-
link transmission, MS performs a coarse synchronization to BS, using well-
known single-user CFO estimation techniques, such as [47, 46], so that the
CFO is within a tolerable range. In the second stage, novel signal processing
techniques are employed at the BS’s side to estimate and correct the residual
CFOs, and to compensate for the ICI. The ICI compensation is performed in
time-domain, thus our proposals are hereafter referred to as Time-Domain
Multi-User Interference Cancellation (TD-MUIC) schemes. No further ad-
justment at MS’s side is needed, thus, no additional signalling overhead is
required. The maximum tolerable CFO can be as large as 25% of the sub-
carrier spacing, which is a significant improvement compared to the stringent
requirement in IEEE 802.16a, which is 2% of the subcarrier spacing [74]. A
loose CFO requirement means low-cost and simple terminals are allowed in
the system. The scheme works with both block and interleaved subcarrier
allocations, and does not require special processing block, except the basic
and readily-available FFT. Analytical and numerical results show that the
proposed schemes offer much better performance compared to the FD-MUIC
scheme.

This chapter is organized as follows. The system model and conventional
receiver structures for the OFDMA uplink are presented in section 5.3. Sec-
tion 5.4 provides the proposed schemes, along with numerical evaluation
assuming perfect CFO knowledge. Simulation results with a practical CFO
estimation technique are reported in section 5.5, and finally conclusions are
drawn in section 5.6.
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5.3 The receiver structures in OFDMA up-

link

Let’s consider an OFDMA system using a FFT of size N . In this system, the
uth user is given a set of subcarriers, denoted as ∆u, which is independent from
the other users, i.e. ∆u

⋂
∆u′ = ∅ for u 6= u′. The transmitted information

of the uth user, after an inverse Fast Fourier Transform (IFFT) operation and
cyclic prefix (CP) insertion, is given by:

x̃u(t) =
1

N

∑
k∈∆u

X̃u[k]ej2π k
To

(t−Tg)ΞTs(t) (5.1)

where To is the OFDMA symbol duration without guard interval, Tg is
the guard interval, and ΞTs(t) is the unity amplitude gate pulse of length
Ts = To + Tg. X̃u[k] denotes the information symbol for the kth subcarrier
of the uth user. We assume that the transmitted symbols on each subcarrier
have zero mean and are uncorrelated, i.e. E

{
X̃u[k]

}
= 0 and:

E
{
X̃u[k]X̃u′ [k

′]∗
}

=

{
σ2

Xu
for u = u′, k = k′

0 otherwise
(5.2)

Assume that the uth user experiences an independent TO, δtu, and frequency-
selective fading channel, which are constant during the observation period,
the received signal from the uth user is:

ỹu(t) =
L−1∑
l=0

h̃u,lx̃u(t− δtu − τu,l) (5.3)

where h̃u,l and τu,l are the complex gain and time delay of the lth multipath
component experienced by the uth user, respectively. In the OFDMA uplink,
the received signal is the sum of the signal from multiple users, which can be
expressed as:

r̃(t) =
U−1∑
u=0

ỹu(t)e
j2πδfut + ṽ(t) (5.4)

where δfu is the CFO of the uth user and ṽ(t) is the complex baseband
Additive White Gaussian Noise (AWGN) at the input of the OFDMA re-
ceiver.

At the receiver, the received signal is sampled at rate 1/∆t and the CP
is removed to form the received vector ~r = [r̃[0], r̃[1], . . . r̃[N − 1]]T , where
r̃[n] = r̃(n∆t). We assume that the CP is long enough to accommodate
both the maximum TO and the channel delay spread, and thus there is no
influence from the adjacent transmitted OFDM symbols.
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5.3.1 Single-FFT receiver

In conventional single-FFT receiver, one FFT block is used to demodulate
all users at the same time. The output of the single-FFT corresponding to
the uth user can be written in matricial form as follows [42, 66]:

~Zu = AuFN~r

= Au

(
Cp

(εfu)
~Yu + Cs

(εfu)
~Yu

+
U−1∑

u1=0;u1 6=u

C(εfu1
)
~Yu1 + ~V

)
(5.5)

in which FN stands for the size-N FFT matrix with entries FN [n, k] =

e−j2πnk/N/
√

N ; ~Zu =
[
Z̃u[0], Z̃u[1], . . . Z̃u[N − 1]

]T
and ~V =

[
Ṽ [0], Ṽ [1], . . . Ṽ [N − 1]

]T
,

where Zu[k] and V [k] are the uth user’s observed information and the AWGN
contribution at the kth subcarriers, respectively. The vector of the received
signal from the uth user without the effects of CFO is denoted as ~Yu =

Hu
~Xu =

[
Ỹu[0], Ỹu[1], . . . Ỹu[N − 1]

]T
. Hu is diagonal matrix of size N ,

whose the kth non-zero diagonal entry, H̃u[k, k] = e−j2π k
N

εtu
∑L−1

l=0 h̃u,le
−j2π k

To
τu,l

for all k ∈ ∆u, is the CTF at the kth subcarrier of the uth user. ~Xu =[
X̃u[0], X̃u[1], . . . X̃u[N − 1]

]T
is the uth user’s transmitted symbol vector.

εtu = δtu/∆t and εfu = δfu/∆f are the normalized TO and CFO of the
uth user. Au is a diagonal matrix of size N , acting as a filter to select only
subcarriers belonging to the uth user, i.e. Au(k, k) = 1 for k ∈ ∆u, and all
other diagonal elements are zero.

The N ×N matrix C(φ) represents the shift due to the normalized CFO
φ in frequency-domain. It is a circulant matrix respresenting the circular
convolution operation:

C(φ) = FNc(φ)F
H
N

=


C̃(φ) C̃(1 + φ) . . . C̃(N − 1 + φ)

C̃(N − 1 + φ) C̃(φ) . . . C̃(N − 2 + φ)
...

...
. . .

...

C̃(1 + φ) C̃(2 + φ) . . . C̃(φ)

 (5.6)

where C̃(φ) = sin πφ
N sin πφ/N

ejπφ(N−1)/N is the periodic sinc-function [37], [.]H

in the superscript denotes the Hermitian transpose operation, and c(φ) is a
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diagonal matrix of size N representing the CFO in time-domain, whose the
nth diagonal element is equal to ej2π n

N
φ. The size N diagonal matrix Cp

(φ)

takes the principal diagonal entries of C(φ), while Cs
(φ) = C(φ) −Cp

(φ).

In the uplink of an OFDMA system with non-zero CFOs, the first term in
(5.5) indicates an attenuation of the received signal, since |C̃(εfu)| is always
less than one if εfu is non-zero. The second term represents the ICI among
subcarriers of the same user, which is referred to as self-interference. And
the third term is the cross-interference, which is the ICI among active users
operating in the uplink. It is important to note that the conventional single-
FFT receiver is not effective in multiple CFOs scenario, as it can be aligned
to only one user at a given time, and the rest are mis-aligned [40].

5.3.2 The FD-MUIC receiver

In [65], the Choi-Lee-Jung-Lee (CLJL) scheme is proposed as an extension
to the single-FFT receiver, which allows CFO correction after the FFT using
circular convolution. The output of the CLJL demodulator can be expressed
as:

~ZCLJL
u = AuC(−εfu)

~Zu

= Au

(
C(−εfu)AuC(εfu)

~Yu

+
U−1∑

u1=0;u1 6=u

C(−εfu)AuC(εfu1
)
~Yu1 + C(−εfu)Au

~V

)
(5.7)

where C(−εfu) represents the frequency-domain CFO correction by −εfu.
In [66], the Carrier to Interference-plus-Noise Ratio (CINR)) analysis for
CLJL scheme is given as follows:

CINRCLJL
u,k =

σ2
H̃u

σ2
X̃u

∣∣∣∑k1∈∆u
C̃2(k1 − k − εfu)

∣∣∣2
σ2

ICLJL
u,self [k]

+ σ2
ICLJL
u,cross[k]

+ No

(5.8)

σ2
ICLJL
u,self [k] = σ2

H̃u
σ2

X̃u
×

∑
k2∈∆u;k2 6=k

∣∣∣∣∣ ∑
k1∈∆u

C̃(k2 − k1 + εfu)C̃(k1 − k − εfu)

∣∣∣∣∣
2

(5.9)
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σ2
ICLJL
u,cross[k] =

U−1∑
u1=0;u1 6=u

σ2
H̃u1

σ2
X̃u1

×

∑
k2∈∆u1

∣∣∣∣∣ ∑
k1∈∆u

C̃(k2 − k1 + εfu1
)C̃(k1 − k − εfu)

∣∣∣∣∣
2

(5.10)

where σ2
H̃u

= E[|H̃u|2] is the average gain of the uth user’s channel, and

No/2 is the power spectral density of the AWGN. (5.8) shows that, when
the CFO is large, the CLJL scheme suffers from attenuation of the signal
of interest, due to the fact that signal power does not concentrate in the
prescribed subcarrier positions [66]. In addition, there exists residual self-
and cross-interference terms, which cause the degradation of the system per-
formance. The FD-MUIC scheme proposed in [66] is a Parallel Interference
Cancellation (PIC) scheme, which aims at removing the cross-interference.
The output of the FD-MUIC demodulator at the ith iteration is given by:

~ZFD−MUIC
u,i = ~ZCLJL

u −
U−1∑

u1=0;u1 6=u

AuC(−εfu)AuC(εfu1
)
~ZFD−MUIC

u1,i−1

= Au

[
C(−εfu)AuC(εfu)

~Yu

+
U−1∑

u1=0;u1 6=u

C(−εfu)AuC(εfu1
)(~Yu1 − ~ZFD−MUIC

u1,i−1 )

+ C(−εfu)Au
~V

]
(5.11)

and ~ZFD−MUIC
u,0 = ~ZCLJL

u . Since the CINR analysis for FD-MUIC scheme
in [66] does not account for the fact that the signal of interest is attenuated
with non-zero CFO, hence a closer approximation of CINR is introduced
here:

CINRFD−MUIC
u,k,i =

σ2
H̃u

σ2
X̃u

∣∣∣∑k1∈∆u
C̃2(k1 − k − εfu)

∣∣∣2
σ2

ICLJL
u,self [k]

+ σ2
IFD−MUIC
u,cross,i [k]

+ No

(5.12)
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σ2
IFD−MUIC
u,cross,i [k]

≈
U−1∑

u1=0;u1 6=u

∑
k2∈∆u1

[
σ2

H̃u1
σ2

X̃u1

1−

∣∣∣∣∣∣
∑

k3∈∆u1

C̃2(k3 − k2 − εfu1
)

∣∣∣∣∣∣
2

+ σ2
ICLJL
u1,self [k2] + σ2

IFD−MUIC
u1,cross,i−1[k2]

+ No

] ∣∣∣∣∣ ∑
k1∈∆u

C̃(k2 − k1 + εfu1
)C̃(k1 − k − εfu)

∣∣∣∣∣
2

for i >= 1 (5.13)

where σ2
IFD−MUIC
u,cross,0 [k]

= σ2
ICLJL
u,cross[k].

To provide comparable results with [66], we consider the same OFDMA
uplink system, where the number of user is U = 4. Each user is allocated
16 subcarriers (N = 64), and the CFOs are εf 1 = 0.10, εf 2 = −0.10,
εf 3 = −0.05 and εf 4 = 0.05, respectively. Two subcarrier allocation schemes
are considered: Block- and interleaved-allocation. In block allocation, the
spectrum is uniformly divided into U blocks, where each user is assigned
one block. In interleaved allocation, the subcarriers are uniformly inter-
leaved across all the users. The CNR is 40dB, and we assume perfect CFO
knowledge at the receiver. In Fig. 5.1, the average CINR performance of
the FD-MUIC scheme is plotted against the number of iterations. The av-
erage CINR is computed by averaging the CINR at all subcarrier from all
users. Two methods of CINR analysis are compared to simulation results:
Huang-Letaief (HL) refers to the analysis provided in [66], while Nguyen-
Carvalho-Prasad (NCP) refers to equation (5.12). Both methods are named
after their authors. It can be seen that our method provides much closer ap-
proximation, since the power loss due to filtering process has been taken into
account. It is also worthy to note that, in FD-MUIC scheme, the interleaved
allocation outperforms the block after few iterations. This is due to the fact
that self-interference term, which cannot be removed by FD-MUIC scheme,
is smaller in the case of interleave allocation, compared to the block case.

5.3.3 CTYH receiver

The CTYH receiver is based on a single-FFT receiver, which aims at recon-
structing the orthogonality among users in frequency-domain [42]. This goal
is obtained by means of a linear transformation applied to:

~Z =
U−1∑
u=0

~Zu = ΠH~X + ~V (5.14)

where ~Zu is defined in (5.5), Π =
∑U−1

u=0 C(εfu)Au is the N ×N interference

matrix, H =
∑U−1

u=0 Hu is CTF matrix and ~X =
∑U−1

u=0
~Xu is the transmitted
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Figure 5.1: Average CINR performance of the FD-MUIC scheme. Solid line
indicates block allocation, and dotted line represents interleaved allocation.

symbol vector. The linear unbiased Minimum Mean Square Error (MMSE)
estimator [75] is chosen for performance comparison in section 5.4.1. The
output CINR of the linear unbiased MMSE estimator at the kth subcarrier
is given by [75, 76]:

CINRCTYH
MMSE,k =

σ2
X[

(HHΠHΠH + No

σ2
X
I)−1No

]
kk

− 1 (5.15)

where all users transmit with equal power (i.e. σ2
Xu

= σ2
X for all u) and

[.]kk denotes the kth diagonal element. It is worth noting that the CTYH
receiver cannot achieve CFO-free performance, because it is based on a linear
transformation technique.

5.3.4 Multi-FFT receiver

In multi-FFT receiver structure, each active user is assigned one OFDM-
demodulator block, so that their CFOs can be compensated for independently
in the time-domain. After CFO compensation, the output of the OFDM
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demodulator belonging to the uth user can be expressed as [62]:

~ZmFFT
u = AuFNc(−εfu)~r

= Au

(
~Yu +

U−1∑
u1=0;u1 6=u

C(εfmFFT
u1−u )

~Yu1 + C(−εfu)
~V

)
(5.16)

where c(−εfu) represents the time-domain CFO correction by −εfu, and
[.]mFFT in superscript refers to the fact that multiple FFT blocks are em-
ployed. εfmFFT

u1−u = εfu1
− εfu denotes the relative CFO between the uth and

uth
1 user. (5.5) and (5.16) show that, by using the multi-FFT receiver, the

attenuation factor and the self-interference have disappeared for the desired
uth user, provided that its CFO, εfu, is estimated correctly. However, the
cross-interference term is still present, and can sometimes become larger due
to the fact that the new CFO, εfmFFT

u1−u , might be larger than the original one,
εfu1

. This tends to cause significant performance degradation [65], and the
aim of the this chapter is to further remove such interference to achieve the
CFO-free performance.

5.4 Our proposals

(5.16) indicates that the cross-interference term is a deterministic function,
which depends on the transmitted data symbols, the channel frequency re-
sponses, the TOs and CFOs of all other active users in the OFDMA system.
In the case of cellular’s uplink, these parameters are estimated by, and there-
fore, available to the BS, which inspires the idea of applying the principle of
multiuser interference cancellation. In this section, two MUI receiver struc-
tures are proposed for the OFDMA uplink, namely Simple Time-Domain
Multi-User Interference Cancellation Scheme (SI-MUIC) and Code-Aided
Time-Domain Multi-User Interference Cancellation Scheme (CA-MUIC) schemes.
They are both based on the multi-FFT receiver, as illustrated in Fig. 5.2, 5.3
and 5.4, and their algorithms are explained as follows:

5.4.1 The SI-MUIC scheme

Assume that users are sorted in order of their Received Signal Strength
(RSS), and the BS processes from the user with the strongest received power
to the one with lowest power, thus increases the chance of correct estima-
tion and decoding. The iterative Successive Interference Cancellation (SIC)
implementation of SI-MUIC scheme can be shown as following:

SI-MUIC’s SIC Algorithm
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Figure 5.4: Demodulation block for CA-MUIC scheme

Initialization: Set i = 0

r̂SI−MUIC
u,i = 0 for u = 0, 1, . . . U − 1 (5.17)

Loop A: i = i + 1 and u = 0
Loop B:

~ZSI−MUIC
u,i = AuFNc(εfu)×(

~r−
u−1∑
u1=0

r̂SI−MUIC
u1,i −

U−1∑
u2=u+1

r̂SI−MUIC
u2,i−1

)
(5.18)

r̂SI−MUIC
u,i = c(−εfu)F

H
N

~ZSI−MUIC
u,i (5.19)

u = u + 1
Go to Loop B until u > U − 1

Go to Loop A until i > Nloop

In the algorithm, r̂SI−MUIC
u,i denotes the feedback signal from the uth user

at the ith step. The demodulation and calculation of the feedback signal in
the SI-MUIC scheme is illustrated in Fig 5.3. (5.18) can be re-written as:

~ZSI−MUIC
u,i = Au

(
~Yu +

u−1∑
u1=0

C(εfmFFT
u1−u )

~ISI−MUIC
u1,i

+
U−1∑

u2=u+1

C(εfmFFT
u2−u )

~ISI−MUIC
u2,i−1 + C(−εfu)

~V

)
(5.20)
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Figure 5.5: Average CINR performance of the PIC and SIC implementations
of the FD-MUIC and SI-MUIC schemes. Solid line indicates block allocation,
and dotted line represents interleaved allocation.

~ISI−MUIC
u,i =

{
~Yu i = 0
~Yu −Au

~ZSI−MUIC
u,i i > 0

(5.21)

where ~ISI−MUIC
u,i is the residual estimation error after the ith iteration. (5.16)

and (5.20) are identical, except that, for i > 0, the received signal ~Yu1 has

been replaced by the estimation error, ~ISI−MUIC
u1,i or ~ISI−MUIC

u2,i−1 . This indicates
the gain from using the SI-MUIC scheme: The cross-interference term shall
be reduced, provided that the estimation error for the uth user is small,
or Au

~ZSI−MUIC
u,i is a good estimate of ~Yu. We observe that the estimation

error at the ith iteration is the sum of the other users’ estimation errors
from current or previous iteration, attenuated by a periodic sinc function,
C(εfmFFT

u1−u ) or C(εfmFFT
u2−u ), respectively. In general, thanks to this attenuation,

the estimation error is reduced with the increased number of iterations, which
is shown afterwards by numerical evaluation.

Fig. 5.5 illustrates the convergence property of the SIC implementation
of the SI-MUIC scheme, under the same OFDMA system’s setting as in
section 5.3.2, where U = 4, N = 64 and the CFOs are fixed. The PIC
implementation of the SI-MUIC, which is similar to the one described in [66]
and section 5.3.2, is also included for comparison. The output of the OFDMA
demodulator in case of PIC implementation for the uth user at the ith iteration
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is given by:

~ZSI−MUIC,PIC
u,i = Au

(
~Yu +

U−1∑
u1=0;u1 6=u

C(εfmFFT
u1−u )

~ISI−MUIC,PIC
u1,i−1

+ C(−εfu)
~V

)
(5.22)

~ISI−MUIC,PIC
u,i =

{
~Yu i = 0
~Yu −Au

~ZSI−MUIC,PIC
u,i i > 0

(5.23)

Firstly, Fig. 5.5 shows that the performance of the SIC implementation
is always superior than those of the PIC, for both FD-MUIC and SI-MUIC,
even at the iteration i = 0. This can be explained by looking at (5.20) and
(5.22): PIC only utilizes the estimations from the previous iteration, whereas
in SIC the estimation of the uth user is done based on current estimates
Au1

~ZSI−MUIC
u1,i of the uth

1 users (u1 < u). Since these new estimates are with
less interference, the performance of SIC is always superior compared to PIC.
Nevertheless, the SIC is penalized with a longer delay than PIC, since the
last user can only be processed when all the others have been demodulated.
Secondly, as more iterations are performed, the FD-MUIC schemes quickly
come to an irreducible noise floor, due to the fact that the power loss and
the self-interference term remain unchanged, compared to the CLJL scheme.
The SI-MUIC scheme does not have such an irreducible noise floor. The
CFO-free performance can be achieved after 4 iterations. The performance
of the CTYH scheme is also plotted in Fig. 5.5 for comparison.

It is worth noting that the SI-MUIC scheme does not require the Channel
State Information (CSI), all it needs to know is the CFO value of each user.
The residual noise and interference term in SI-MUIC can be further removed,
which is the aim of the CA-MUIC explained in the next section.

5.4.2 The CA-MUIC scheme

The main different between CA-MUIC and SI-MUIC scheme is that, instead
of the output of the OFDMA demodulator ~ZSI−MUIC

u,i , the estimation Ŷu,i is
used to calculate the feedback.

CA-MUIC’s SIC Algorithm
Initialization: Set i = 0

r̂CA−MUIC
u,i = 0 for u = 0, 1, . . . U − 1 (5.24)
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Loop A: i = i + 1 and u = 0
Loop B:

~ZCA−MUIC
u,i = AuFNc(εfu)×(

~r−
u−1∑
u1=0

r̂CA−MUIC
u1,i −

U−1∑
u2=u+1

r̂CA−MUIC
u2,i−1

)
(5.25)

Estimate Ŷu,i from ~ZCA−MUIC
u,i , and calculate the feedback:

r̂CA−MUIC
u,i = c(−εfu)F

H
NŶu,i (5.26)

u = u + 1
Go to Loop B until u > U − 1

Go to Loop A until i > Nloop

Fig 5.4 shows the demodulation block for CA-MUIC scheme. Similar to
the SI-MUIC scheme, (5.25) can be re-written as:

~ZCA−MUIC
u,i = Au

(
~Yu +

u−1∑
u1=0

C(εfmFFT
u1−u )

~ICA−MUIC
u1,i

+
U−1∑

u2=u+1

C(εfmFFT
u2−u )

~ICA−MUIC
u2,i−1 + C(−εfu)

~V

)
(5.27)

~ICA−MUIC
u,i =

{
~Yu i = 0
~Yu −AuŶu,i i > 0

(5.28)

And the output of the CA-MUIC demodulator in case of the PIC implemen-
tation is given by:

~ZCA−MUIC,PIC
u,i = Au

(
~Yu +

U−1∑
u1=0;u1 6=u

C(εfmFFT
u1−u )

~ICA−MUIC,PIC
u1,i−1

+ C(−εfu)
~V

)
(5.29)

~ICA−MUIC,PIC
u,i =

{
~Yu i = 0
~Yu −AuŶ

PIC
u,i i > 0

(5.30)

where ŶPIC
u,i is estimated from ~ZCA−MUIC,PIC

u,i . It is important to note that

the task of estimating Ŷu,i and ŶPIC
u,i in the CA-MUIC algorithm is actually
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boiled down to estimating the CTF, Ĥu,i[k], and the transmitted data symbol,

X̂u,i[k], for the uth user. If such estimations are correct, the second term in
(5.27) will go to zero, leaving no cross-interference at the output of the uth

user’s OFDMA demodulator. In order to achieve correct estimation of the
data symbols, channel coding is applied in the CA-MUIC scheme, hence it
is referred to as code-aided TD-MUIC scheme.

5.4.3 Computational complexity

The SI-MUIC scheme requires two FFT operations for each user in each iter-
ation, one for demodulation and another for regenerating the corresponding
time-domain signal. Therefore, the computation complexity of the SI-MUIC
scheme is O(2UNloopN log2 N), where O(.) and Nloop denote the order of com-
plexity and number of iterations, respectively. Note that the SIC and PIC im-
plementations are equivalent on complexity, as they require the same number
of FFT operations per user per loop. The complexity of CA-MUIC scheme is
larger than SI-MUIC, as decoding/coding, symbol demapping/mapping and
channel insertion are involved. CA-MUIC’s complexity is not accounted for
in this work, as it is considered only as an enhancement to SI-MUIC.

The FD-MUIC needs only one FFT operation at the beginning, but it
requires U circular convolutions for each user in each iteration. The com-
plexity of circular convolution can be reduced by considering only P − 1 out
of N − 1 most dominant interfering subcarriers, at the cost of performance
degradation [66]. The computation complexity of the FD-MUIC scheme in
that case is O(UNloopNP ) [34], without considering the complexity of con-
structing the CFO correction matrices C(−εfu). Constructing CFO correction

matrices requires computation of periodic sinc-function C̃(φ), which can be
costly and subjected to fixed-point precision problem. The CTYH scheme
does not depend on the number of users and the number of iterations, but
in principle it cost O(N3) due to matrix inversion [34]. The complexity of
the CTYH scheme can also be reduced by considering only P − 1 most dom-
inant interfering subcarriers, but the trade-off is performance degradation.
Table 5.1 shows the number of arithmetic operations required for SI-MUIC,
FD-MUIC and CTYH for different number of FFT size, where U = 10 and
Nloop = 5. The complexity of the SI-MUIC is comparable to that of the
FD-MUIC with P = 25, while its performance exceeds that of the FD-MUIC
with P = N .
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Table 5.1: Number of arithmetic operations (in thousand)
Scheme N=1024 N=2048 N=4096

SI-MUIC 1.024 2.253 4.915
FD-MUIC (P=5) 256 512 1.024
FD-MUIC (P=15) 768 1.536 3.072
FD-MUIC (P=25) 1.028 2.560 5.120
FD-MUIC (P=N) 52.429 209.715 838.861
CTYH 1.073.742 8.589.935 68.719.477

5.5 Numerical Evaluation

5.5.1 CFO estimation

In the previous section, the performance of the proposed schemes has been
analyzed under assumption of perfect CFO knowledge. In this section, we
demonstrate the feasibility of the proposed schemes by using a realistic CFO
estimation technique.

To assist CFO estimation during data transmission, pilot subcarriers are
inserted repeatedly in the first two OFDMA symbols by all active users.
Let ∆p

u denote the indexes of pilot subcarriers for the uth user, and Zu,1 =
{zu,1,p, p ∈ ∆p

u} and Zu,2 = {zu,2,p, p ∈ ∆p
u} are the sets of pilot subcarriers

transmitted at the first and the second symbol, respectively. The maximum
likelihood (ML) estimate of the CFO ε̂fu, given the observations Zu,1 and

Zu,2, is the value of ε̂fu that maximizes the conditional joint density function
of the observations:

ε̂fu = max
ε̂fu

[f(Zu,1, Zu,2|ε̂fu)] (5.31)

The result of this estimate is given by [46]

ε̂fu =
1

2π
tan−1

∑
p∈∆p

u
Im(zu,2,pz

∗
u,1,p)∑

p∈∆p
u
Re(zu,2,pz∗u,1,p)

(5.32)

where tan−1 is the arctangent function, and Im(.) and Re(.) are imaginary
and real part of the complex value, respectively. The limit of this estimator is
half of the subcarrier spacing. Therefore, prior to uplink data transmission,
a coarse frequency synchronization must be performed, for example using es-
timation techniques described in [47, 46] or via the initial or periodic ranging
procedures stated in IEEE 802.16 standard [74], to bring the CFO down to
tolerable value.
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Table 5.2: System parameters
Parameter Value

System bandwidth 40MHz
Number of subcarriers 1024
CP length 400 samples
Subcarrier allocation scheme Block and Interleaved
Modulation QPSK
Channel coding/decoding 1/2 convolution code with Viterbi

decoder [77]
Channel model 7-tap exponential decay Rayleigh

fading channel [43]
Channel rms delay spread 1us
CNR 40dB
Number of users 5
Number of subcarriers per user 200
Number of iterations (Nloop) 5

5.5.2 Simulation results

Unless otherwise stated, the basic simulation parameters are taken from Ta-
ble 5.2. Thanks to a coarse synchronization stage, the TOs of all users are
well within the CP and the CFOs are less than the maximum torelable value
of the system, εfmax. We assume the received powers of all active users are
equal and the CTF is perfectly estimated. Note that the CTF information is
only required for CA-MUIC, not SI-MUIC. There are 5 users in the system,
and at each transmission they experiences a CFO between [−εfmax, +εfmax].
Both block and interleaved subcarrier allocation schemes are used for evalu-
ation, and there is no guardband between users in frequency domain. Only
SIC implementation is evaluated for the sake of simplicity.

Fig. 5.6 shows the uncoded bit error rate (BER) performance of the pro-
posed schemes with different maximum CFO values. While the performance
of the single-FFT receiver drops dramatically with the increase of the max-
imum CFO value, both the SI-MUIC and CA-MUIC schemes can tolerate
up to 10% of subcarrier spacing with little degradation. Especially in block
allocation setting, the CA-MUIC scheme can achieve offset-free performance
with up to 40% of subcarrier spacing.

For a fair comparison, the performance of FD-MUIC is only compared to
that of the SI-MUIC, which also does not utilize channel coding. In general,
the SI-MUIC extends the maximum torelable CFO by about 5% of subcarrier
spacing, compared to the FD-MUIC. This is due to the fact that the SI-MUIC
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Figure 5.6: Comparison of uncoded BER performances with different max-
imum CFO values. Solid line indicates block allocation, and dotted line
represents interleaved allocation.
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Figure 5.7: Uncoded BER performances versus number of iterations. Solid
line indicates block allocation, and dotted line represents interleaved alloca-
tion.
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Figure 5.8: Uncoded BER performances with different CNR values. Solid line
indicates block allocation, and dotted line represents interleaved allocation.
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Figure 5.9: Uncoded BER performance versus number of users. Solid line
indicates block allocation, and dotted line represents interleaved allocation.

110



CHAPTER 5. MULTI-USER INTERFERENCE CANCELLATION

can avoid the power loss and the self-interference problems occurring in the
FD-MUIC scheme. Negligible performance degradation is observed for most
of the discussed IC schemes when εfmax = 0.25, therefore we will hereafter
use this value.

Fig. 5.7 shows the convergence properties of the CA-MUIC scheme, plot-
ted along with the SIC implementation of FD-MUIC and SI-MUIC. In case
of block allocation, the CA-MUIC converges faster than SI-MUIC, achieving
the CFO-free performance in only two iterations. In interleaved allocation
setting, it converges much slower than the SI-MUIC scheme. The main source
of performance degradation in this case is the error propagation phenomenon:
the applied convolutional code is not strong enough to overcome large MUI
from neighboring users, thus produce bit errors in detection, and those errors
propagate from one iteration to the others. A stronger code is required to
achieve better performance in interleaved subcarrier allocation scenario, or
alternatively, the SI-MUIC can be applied in the first few iterations to clean
up the received signal to a level which the the CA-MUIC scheme can work
effectively. Similar to SI-MUIC, the PIC implementation of the CA-MUIC
scheme performs worse than its SIC version.

The uncoded BER performance versus CNR is shown in the Fig. 5.8. In
the single-FFT receiver, the self- and cross-interference causes an irreducible
error floor, which cannot be overcome by increasing the transmit power. This
error floor is brought down by applying IC schemes, such as FD-MUIC, SI-
MUIC or CA-MUIC. The SI-MUIC scheme shows considerable performance
gain compared to the FD-MUIC, in both block and interleaved subcarrier
allocation scenarios. And CFO-free performance can be achieved with CA-
MUIC in block subcarrier allocation scenario.

Fig. 5.9 illustrates the uncoded BER performance for different numbers
of users. All available subcarriers are divided equally among users using both
block and interleaved allocation schemes. The number of iterations is kept
constant with the increase of the number of users (i.e. Nloop = 5). We ob-
serve that the single-FFT receiver works well when there is only one user,
while the IC schemes can accommodate more users, each of which experi-
ences an independent CFO value. Again, the SI-MUIC shows much better
performance than the FD-MUIC: the uncoded BER deteriorates much slower
with the increase of the system load. Unlike in the Code Division Multiple
Access (CDMA) technique, the MUI in OFDMA does not increase linearly
with the number of users, since the MUI caused by one subcarrier to another
subcarrier decreases quickly as the distance between these two subcarriers in-
creases [42]. Therefore, the performance of the SI-MUIC scheme is expected
to change insignificantly when the number of users becomes greater than 10.
In the block subcarrier allocation, the CA-MUIC achieves CFO-free perfor-
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mance even at 10 users. On the contrary, the CA-MUIC performs poorly in
interleaved subcarrier allocation scheme, especially when there are only two
users. This is due to the fact that all MUI to a subcarrrier of the first user
are coming from the second user, and vice versa. If the relative CFO between
them is large, the system performance will experience great impact due to
the error propagation phenomena. When the number of users increases, the
MUI to a subcarrier of a user comes from several adjacent users, and the
probability that all relative CFOs are simultaneously large is small, therefore
we can observe some performance gain.

Due to the limited space of the chapter, we consider that each user is
allocated the same number of subcarriers. However, the SI-MUIC scheme
works well in any subcarrier allocation schemes, provided that the CFO esti-
mates of users are available. The number of subcarriers dictates the coding
length and the coding diversity for the CA-MUIC scheme, therefore too few
subcarriers allocated to a user can cause its performance to degrade. It is
also worth noting that the interleaved subcarrier allocation scheme analyzed
in this chapter is considered as the worst case scenario for all the other allo-
cation schemes.

5.6 Conclusions

This chapter has proposed novel MUI cancellation schemes, which are very
effective against the effects of multiple CFOs scenario in the uplink of the
OFDMA-based system. Analytical and numerical evaluation has shown that
the schemes outperform the performance of the conventional OFDMA re-
ceiver and the FD-MUIC scheme, for both block and interleaved subcarrier
allocations. The proposed schemes are especially useful in scenarios where
BS cannot instruct users to adjust their CFO or implementation of such
instruction is expensive (e.g. there is no feedback channel or low cost ter-
minal does not have ability to adjust its frequency base accurately). They
are compatible with current standard for MS using OFDMA technique, for
example IEEE 802.16, since all changes are transparent for MS. The pro-
posed schemes introduce additional complexity, which can be justified by the
fact that the complexity is added only to BS and the lower cost and faster
operation of FFT processing chip. It worth noting that the complexity of
the proposed schemes is comparable or lower than the existing frequency-
domain MUI cancellation techniques in literature. The schemes show good
performance under practical CFO estimator, and the performance converge
after several iterations.
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Conclusions and futures

Technology advancement has changed the way we communicate, cooperate
and entertaining ourselves. The goal of the next generation wireless systems
is to provide high-quality information and services to people ubiquitously,
i.e. having reliable and high-speed connections on anytime and anywhere
basis. Orthogonal Frequency Division Multiplexing (OFDM) has proven to
be the key modulation technique for realizing the broadband wireless com-
munications. It is capable of simplifying the equalization task at the re-
ceiver in a frequency-selective fading environment, increasing the robustness
to narrowband interference and offering high spectra efficiency. A multiuser
version of the OFDM technique is Orthogonal Frequency Division Multiple
Access (OFDMA), which combines the advantages of Frequency Division
Multiple Access (FDMA) technique with those of OFDM. By letting users
share available subcarriers simultaneously, OFDMA offers an increment in
the level of bit-granularity and also the possibility to achieve multiuser di-
versity by applying dynamic subcarrier allocation scheme.

A major problem with OFDMA is that it inherits from OFDM the sen-
sitivity to Carrier Frequency Offset (CFO) and phase noise, especially in
the uplink. In Chapter 2, we have shown that the frequency misalignment
destroys the orthogonality between subcarriers, which causes Inter-Carrier
Interference (ICI) and consequently produces Multi-User Interference (MUI)
among users. While the CFO can be estimated and corrected relatively eas-
ily in the downlink using traditional methods designed for OFDM technique,
these tasks become more challenging in the uplink. In uplink scenario, each
user experiences an independent Timing Offset (TO) and Carrier Frequency
Offset (CFO), and the received signal is the sum of multiple signals com-
ing from different users. These multiple CFOs must be corrected, otherwise
the system performance degrades severely. Numerical evaluation indicates
that, for any subcarrier allocation scheme, the performance of the OFDMA
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uplink is more sensitive to carrier frequency misalignment than that of the
OFDM or OFDMA downlink. Due to the fact that correction to one user’s
CFO might cause even larger misalignments of the others, new techniques
must be introduced to alleviate this problem. The aim of this thesis is to
provide practical solutions to the synchronization problems occurring in the
uplink of the OFDMA-based wireless systems. It is worth to note that no
special assumptions about the input of the OFDMA’s subcarriers were made
in our analysis, and therefore it is possible to apply the works in this the-
sis to linearly-precoded OFDMA systems, such as the hot and attractive
SC-FDMA scheme.

In Chapter 3, our focus is the synchronization procedure for MSs entering
the OFDMA-based wireless network for the first time or after a signal loss.
The initial ranging scenario defined in the IEEE 802.16e-2005 standard is
used as illustrative model, but the techniques discussed in the chapter can
be applied for any OFDMA-based system in general. To allow first-time
users to overlap on the ranging channel, CDMA principle is used. Two code
detection and TO estimation techniques is analyzed in the chapter, namely
Direct Time-Domain Ranging (DTDR) and Indirect Time-Domain Ranging
(ITDR). While DTDR utilizes a bank of correlators for code detection and
TO estimation, the ITDR employes FFT blocks to perform the required
correlations. Due to the fact that the delays in initial ranging scenario are
often large, the DTDR is more computational demanding than the ITDR. In
addition, thanking to the nature of the FFT-based circular correlation, ITDR
technique has complete N -point correlation output vectors, which facilitates
the implementation of more advanced detection and estimation algorithms.
Simulation shows that ITDR performs slightly better than DTDR, due to
the fact that more information is available for ITDR-based schemes. As a
result, we conclude that the ITDR is a preferred method for code detection
and TO estimation in the initial ranging scenario.

Our main contribution in Chapter 3 is the CFO estimation scheme that
can work on both DTDR and ITDR techniques. The scheme estimates the
CFOs of ranging users using ML criterion from the phase difference between
two sets of auto-correlation peaks at N -sample apart. Numerical results have
shown that our proposed CFO estimator can achieve very high probability, up
to 97%, that the CFO estimation error is less than 2% of the subcarrier spac-
ing, which is a requirement in the IEEE 802.16e standard. The accuracy of
the estimate depends on the threshold used in selecting the auto-correlation
peaks. If it is equal to the threshold for code detection, then the choice of
the threshold is a trade-off between the success detection rate and accurate
TO and CFO estimation. If there exists a strict requirement on the accuracy
of TO and CFO estimates, then a high and fixed threshold should be used to
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guarantee such a requirement, at the cost of lower successful detection rate.
Chapter 4 proposes two CFO estimation techniques for the OFDMA up-

link during data transmission phase, where each MS has been allocated a
unique resource for communication with the BS. The first estimator, Moose-
based Shortened Observation Distance (MSOD), is a generalized version of
the Moose’s CFO estimator, where the observation distance between two
FFT windows can be selected arbitrary and less than the length of the
OFDMA symbol. The second one, CSOD, is based on time-domain correla-
tion technique, which has been proposed in the previous chapter for initial
ranging scenario, but modified to allow for shorter distance between observa-
tion vectors. Both schemes aim at shortening the length of the preamble re-
quired for synchronization in the OFDMA uplink, thus reducing the overhead
in packet-based wireless communications. The MSOD scheme is less com-
plex, but also more prone to excessive interference than the CSOD one. Our
contribution also includes the Iterative Estimation and Adjustment (IEA) al-
gorithm, which improves the performance of the above-mentioned estimators
in scenarios where self-interference is the dominant source of estimation er-
ror. In particular scenario, the proposed algorithm can achieve MSE of 10−4

with the observation distance only one fourth of the length of the OFDMA
symbol.

Once the multiple CFO are estimated, the BS can instruct the MSs, via
downlink control channel, to adjust their carrier frequency. However, if the
downlink control channel does not exists, or the low-cost terminals do not
have the capability to adjust its frequency base accurately, the BS must resort
to alternative strategies. In Chapter 5, we propose novel MUI cancellation
schemes, which can alleviate the negative effects of multiple CFOs in the
OFDMA uplink. The proposed schemes have two stages: Prior to the uplink
transmission, the MS performs a coarse synchronization with BS, probably
via downlink broadcast, so that the CFO is within a tolerable range. In the
second stage, novel signal processing techniques are employed at the BS’s
side to estimate and correct the residual CFOs, and to remove the ICI. The
ICI compensation is performed in time-domain, using one of two different al-
gorithms, namely Simple Time-Domain Multi-User Interference Cancellation
Scheme (SI-MUIC) or CA-MUIC. No further adjustment at the MS’s side
is required, and therefore no additional signalling overhead is necessary, and
low complexity terminal can be used. The additional complexity added to
the BS is more FFT blocks, which can be justified by the lower and lower cost
of fast FFT processing chips. It is worth noting that the complexity of the
proposed schemes is comparable or even lower than the existing frequency-
domain MUI cancellation techniques in the literature. The proposed schemes
work with both block and interleaved subcarrier allocation schemes, and show
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good performance under practical CFO estimator and converge after few it-
erations. Under particular scenario, CFO-free performance can be achieved
with CFO values as high as 38% of subcarrier spacing.

Throughout the thesis, we assume equal received powers from all active
users in the system. In the future, it could be an interesting topic to relax this
assumption, and consider the impact of near-far effect on CFO estimation
and ICI compensation algorithms. Investigating the problem of received
power measurement and channel estimation in the OFDMA uplink with the
present of excessive multiple CFOs is also an attractive direction for the
future works.
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