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Virtually Real 

Immersing into the Unbuilt 

 
Virtual reality technologies are currently experiencing rapid development and have 

matured significantly in recent years. As with other technologies, games pave the 

way for their introduction, but the VR technologies are increasingly put to 

professional uses, such as in training, manufacturing, design and architecture. And 

not surprisingly, the renewed interest in VR in recent years has also spilled into 

architecture and design, in practice as well as in research. 

Basic VR systems consist of head mounted displays (HMDs), reminiscent of scuba 

masks, in which a screen is placed in front of the eyes. HMDs may be connected to 

sensors and a computer (either with a cable or wirelessly), they may simply hold a 

smartphone, making use of its built-in accelerometer, or they may be stand-alone 

systems with screens, sensors and computational power of their own. CAVE 

systems are a different form of VR which has been around for decades. Basically, 

they are room-size spaces with walls with full-size projection screens. 

The relevance of VR technologies to architecture and design are manifold. In 

comparison to traditional forms of architectural representation – projection and 

perspective drawings, physical and computer models, VR systems enable a fully 

immersive experience of objects and spaces, whether yet to be constructed, or as 

simulations of real-life counterparts. VR models may be highly detailed or 

conceptual and may include sound to be experienced through headphones. In 

addition, VR systems may allow users to interact with the model by means of 

controllers, in order to move or otherwise activate elements in the model. 

While the experience of architectural space is one obvious application of VR in 

architecture and design, VR may also be used pedagogically as instruction devices 

in architectural education. As vision is completely controlled in an HMD, one 

obvious advantage of VR is the capability to simulate light – something which is 

innately difficult with conventional forms of architectural representation, including 



vi | eCAADe RIS 7 – Virtually Real 

3D simulations on 2D displays. Finally, VR may be used to test perception, visual or 

aural, of architectural space, whether in terms of navigation and wayfinding, or the 

evaluation of different qualities of architectural space such as size, proportions, 

light conditions or soundscape. 

The proceedings, like the symposium, is organised into six main topics; Interaction, 

Augmented reality, Navigation, Light, Education and Perception. These topics 

materialised in the process of scheduling the symposium. As such, they reflect the 

specific contributions to the symposium, but they might well be indicative also of 

the fields in which VR presents itself as most relevant to architecture and design. 

Interaction 

Apart from merely being present in a VR environment, the ability to interact with 

objects in that environment has obvious potentials, in general, as well as for 

architecture and design. Different interaction techniques exist, from simply gazing, 

or touching buttons on the HMD, to using automatically detected hand gestures. 

Interaction may serve different purposes. Most notably, interaction is used for 

changing position within the VR environment. As physical movement is mostly not 

a feasible way to move around in VR, hand-held controllers are typically used to 

point to positions in the VR environment in order to teleport the user around. In 

addition to movement, interaction may serve the purpose of moving objects, 

displaying information, or activating buttons and tools. 

In their paper “Virtual Reality for prototyping compression-only structures”, Konto-

vourkis and Stroumpoulis (p. 5) present a methodological framework for 

prototyping compression-only structures such as arches and vaults and for 

investigating their assembly and physical behaviour prior to realization. In the 

presented VR system, users can modify and assemble virtual building blocks, which 

display real-world physical behaviour with regard to collision and gravity. 

While the system has the obvious advantage of not involving real physical building 

blocks which are costly, heavy and take up space, such a system may have 

instructive value for the training of both builders and design students. While 

builders may learn how to actually construct compression-only structures, design 
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students may train their understanding of the tectonic qualities and constructive 

potential of compression-only building techniques. 

Latino et al. (p. 15) present a prototype for an indoor multi-stakeholder augmented 

reality (AR) application to support collaborative design in early stage urban 

planning. Much like the IKEA app that allows users to project virtual models of 

furniture in their home by means of a handheld device such as a smartphone or 

tablet, this prototype projects a virtual model of an urban environment onto a 

horizontal surface such as a floor or a table top by means of a similar device. 

While still in the early phases of development, the idea of this system is to enable 

the visualisation of sensor and simulation data, as well as to allow users to modify 

elements in the model, which, in turn will impact simulations such as wind flows, 

sound, and patterns of movement. While the model can be examined only by 

moving around it and towards it (no zooming), it effectively functions as a virtual 

scale model in space. 

Ever since the advent of CAD, one of the main challenges of any computer-aided 

design system has been to offer true sketching capability. Sketching – the act of 

‘doodling’ loose drawings where lines are ambiguous, both with regard to their 

position and their meaning – is central to design exploration, yet very difficult to 

enable inside a computer system which essentially relies on specific coordinates in 

space in order to visualise inputs. 

In “Sketching Immersive Information Spaces”, Vistisen et al. (p. 25) report on a 

couple of student workshops aimed at designing in and for VR, with a focus on 

design exploration. While VR seems to have some obvious potentials for early 

design exploration, sketching in VR, it seems, is not easily achieved. An attempt to 

apply hand-drawn equirectangular sketches – distorted 2D drawings which can be 

experienced as 360° environments in VR – turns out to be too much of a mental 

leap for the students to produce while still not offering a truly ‘sketchy’ work mode. 

Augmented reality 

While virtual reality offers interesting possibilities in architecture and design when 

it comes to immersing into completely computer-generated environments, 
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augmented reality offers to superimpose computer-generated objects or spaces 

onto the physical world. This has obvious potential, both for experiencing objects in 

specific physical settings and for experiencing designs for the partial modification 

of the physical settings themselves. 

Augmented reality often anchors virtual objects to the physical environment. In 

their paper “Mixed Reality and lost heritage”, Couceiro et al. (p. 37) engage this 

feature to facilitate the exploration of lost heritage. From historical photos, 

drawings and preserved objects, they aim to virtually reconstruct the Santa Monica 

monastery in Coimbra, Portugal, to its state before partial demolition in the 19th 

century. 

The team applies two different digital technologies to reconstruct the lost spaces. 

Point cloud technology is used to 3D scan remaining building spaces and sculptures, 

and spaces are photographed using 360° stereoscopic photography. The two are 

combined to create a high quality stereoscopic 360° immersive experience. 

Ultimately, different VR-AR convergence experiences will be offered on site to 

future visitors of the monastery, enabling them to immersively explore states of 

the building complex which no longer exists. 

Akin et al. (p. 47) address the visualisation of quantitative performance analysis in 

architecture. In essence, they aim to develop an AR tool which may allow designers 

to review architectural models and simulation results interactively through the 

integration of BIM and simulation data into an AR model. Focusing on daylight 

simulation, they use the Hololens HMD to project an architectural model in real 

space. The architectural model, in turn, is overlaid with a 3D column diagram 

indicating the amount of daylight in different parts of the model. 

The tool supports visualisation, navigation, as well as interaction. Hence, apart 

from displaying the model and the daylight data visualisation, the model can be 

moved, scaled and rotated in space. Individual parts of the model such as trees, 

furniture and building parts may also be moved. The tool does have limitations 

though. As its workflow is unidirectional, passing data from the BIM software to the 

visualisation platform, the system does not offer feedback from interactions. Thus, 

moving parts in the model does not allow daylight simulation graphs to update. 
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Instead of allowing its user to immerse into the unbuilt, AR may be used the 

opposite way. In another tool development project, Schulz and Beetz (p. 57) use AR 

to position smartphones in space while using them to take survey photos of 

building interiors where GPS, WIFI and Bluetooth technologies cannot be used. In a 

clever setup, they use AR to simultaneously scan the spaces which are 

photographed. To locate the scans in absolute space, the starting point is picked on 

a map at the beginning of scanning/photo sessions. 

Thus, photographs can be associated with metadata about the camera’s position, 

orientation and angle as well as user annotations. While the photographs 

themselves may be stored using any cloud service, the metadata are combined and 

fed to a BIM database. But more interestingly, via the metadata, the photos are 

analysed and compared to a BIM model of the building using ray-cast. This way, it is 

possible not only to link the photos to the BIM model, but also to retrieve from the 

BIM model which building parts are visible in each photo and vice versa. And the 

surveyor may do all of this using a standard smartphone and without BIM 

expertise. 

Navigation 

How do you find your way around in virtual space? The possibility to actually walk 

in physical space in order to move around in virtual space may be limited by cables, 

sensors and the dimensions of the room where the VR system is set up. Moving 

around in continuous virtual space is therefore typically solved by using hand 

controllers to teleport oneself to new locations. 

But virtual environments (VEs) are not bound by the same trivial three-dimensional 

constraints as physical space. VEs may be non-continuous, fold onto themselves, be 

inter-connected, and even change dimensions dynamically, in ways that transgress 

our experiences from the physical world. This redefines the notion of navigation 

and, in turn, calls for a whole set of metaphors for how to interact with VEs in order 

to navigate in them. 

In a proposed research presented as “The use of virtual reality in exploring non-

linear interpretations of literary architecture: an initial methodology“, Liu (p. 69) 

very ambitiously outlines a VE based on interpretations of descriptions of 
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architectural spaces in literature, such as Umberto Eco’s The Name of the Rose, 

Italo Calvino’s Invisible Cities, and Tu Fu’s poem Meeting Li Kuei-Nien in the 

Southland. Working with architecture students and professionals, Liu aims to 

accumulate multiple drawn interpretations of the space descriptions as imagined 

by a host of contributors. These interpretations will form the basis for the design of 

a VE where the user may choose different scenarios, based on both tangible and 

intangible elements, in a non-linear fashion. 

An important aspect of VR is the correspondence between actual physical 

movements (what your body feels) and simulated movements (the visual 

stimulation). This is called biomechanical symmetry. If, for instance, you turn your 

head wearing an HMD and the image inside it does not correspond, you are likely 

to get uncomfortable. This phenomenon is called simulator sickness, cybersickness, 

or VR sickness. While walking is difficult to simulate convincingly in VR, bicycling is 

easier to simulate. Bicycling, in other words, creates a higher level of interaction 

fidelity. 

This is exploited by Bartas et al. (p. 75) in their study of presence in VR. Their 

experimental setup includes an exercise bike equipped with sensors enabling it to 

function as a VR controller. As the feeling of presence is associated with 

biomechanical symmetry, the experiment includes a simple game in two versions, 

one with a virtual body sitting on a bike, pedalling in sync with the real body of the 

user, and one without. 

Light 

While VR offers the possibility of immersing into unreal environments quite 

different from the physical world, in architecture and design you may also wish to 

simulate the real world as authentically as possible in order to evaluate the real-

world qualities of proposed new objects and spaces. Thus, the ability to realistically 

represent visual aspects of built form such as materiality and light, or acoustic 

aspects such as reverberation or ambient noise in VR holds great potentials for 

architecture and design simulation. 

Physics-based modelling and simulation is in constant development and it is 

possible to create computer-generated models which can realistically simulate real 
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world environments. Nonetheless, traditional physical models may still be relevant 

for architectural representation in VR. In a daylight laboratory equipped with a 

mirror box artificial sky and a heliodon, Kreutzberg and Bülow (p. 81) have 

developed a technique for taking 360° photographs inside architectural scale 

models for daylight analysis. 

Taking advantage of the recent advent of small, affordable 360° cameras, they have 

tested different ways of mounting such cameras inside scale models at different 

scales. Practical problems such as cast shadows from the cameras themselves, focal 

depths in physically small models, blur along the stitched edges of the two photos 

which the cameras use to create the 360° images, as well as the fact that camera 

mounts will inevitably be visible in a 360° image are examined, and ways to 

overcome them are devised. The reward is that it becomes possible to put oneself 

inside an architectural scale model Lilliput style and study light conditions by means 

of an HMD. 

While Kreutzberg and Bülow investigate light in a mixed environment of 360° 

images of physical models, Hotta et al. (p. 89) investigate the perception of light in 

abstract virtual space in their paper “A Study of Perceived Spatial Depth in Relation 

to Brightness Level Evaluated by VR“. Taking on the ambition to provide a tool for 

the improvement of artificial indoor lighting in dense urban environments, they 

work from the notion that the visual perception of the size of spaces relates to the 

level and distribution of ambient light. In their experiment, they ask their 

participants to evaluate distances in a 10 x 10 x 3 abstract space under different 

lighting conditions, using an HMD. 

In “The use of VR technologies to enhance methods for lighting design practice” 

Jelvard and Mullins (p. 97) not only wish to evaluate lighting conditions, but to 

design them. As lighting is notoriously difficult to ‘sketch’ by conventional 

techniques, they investigate the potentials of lighting design in VR. Thus, they have 

set out to develop an immersive VR tool for lighting design, allowing the designer 

to act in space rather than behind a screen. Using a game engine with relevant 

plug-ins, they manage to juggle the balance between real-time interaction and high 

demands for lighting realism in an early prototype tool allowing users to select and 

instantiate different light fixtures. 
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Education 

As an educational tool, VR has already entered general education as well as 

professional training as a supplement to conventional teaching tools and as an 

enabler of new forms of learning. It seems more than obvious that VR holds great 

potentials for architecture and design education, both for theoretical, analytical, 

and design purposes. In VR, otherwise inaccessible spaces across time, space and 

matter may be investigated and interacted with. 

As architectural drawing moved from paper to CAD, paper scale was replaced by a 

fluid continuum of zoom scales. This has led to an increasing difficulty for 

architecture students to understand the notion of fixed scales and their associated 

levels of detail. Taking their point of departure in architecturology, as defined by 

Phillipe Boudon, Velaora et al. (p. 103) take issue with this problem in their attempt 

to apply immersive techniques to the concept of scale in “Integrating Digital Reality 

into architectural education”. 

Using an urban design teaching studio project for their case study, they ask 

students to design at different scales ranging from 1:2000 to 1:100, using either 

drawings or physical models as their design media. The students’ urban design 

proposals are transferred into an immersive environment which is subsequently 

populated with virtual actors which will interact with the design according to 

specific settings. In their further research, the authors intend to analyse how 

students may adapt their designs as a result of interacting with the immersive tool, 

and thus acquire an improved understanding of scale. 

As opposed to the experiment by Velaora et al., Yıldan et al. (p. 115) have their 

students design inside the immersive environment. To this end they use the Google 

Blocks platform which allows the user to do 3D modelling in VR with operations 

similar to those of common 3D modelling software. The aim is to study the 

perception of topological relations in immersive VR environments, in comparison to 

traditional 3D modelling environments. 

The experiment is twofold. In the first experiment, different forms inscribed in a 3 x 

3 x 3 unit abstract cube, once monochrome and once color-coded, are analysed 

and participants are asked to recreate them from memory. In the second 
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experiment, participants are asked to design simple models containing a series of 

spaces from fixed-size, color-coded unit blocks according to a brief. Ultimately, the 

results are analysed with regard to the participants’ topological understanding and 

creativity, in immersive VR compared to the 2D screen of 3D modelers. 

In a third study of VR for architectural education, “VRiC: Virtual Reality in 

Construction”, Yucel and Alaçam (p. 125) propose an interactive VR learning 

environment for building construction courses. With an aim to encourage active 

learning and circumnavigate the dangers and impracticalities of construction site 

visits, they showcase an interactive, immersive building model prototype. In this 

prototype, students can move around and interact with different building parts and 

obtain both text-based and visual information about each part. They may view the 

model in an exterior finish view, or peel off any layer of the construction, in order 

to inspect otherwise hidden parts. They may even turn on an ‘X-ray’ mode and walk 

around the model as inside a technical drawing. 

Perception 

The ability of VR to simulate different spaces makes it ideal for studying and 

analysing spatial perception. One obvious advantage of VR is that of not having to 

physically construct a test space for the analysis of spatial perception or having to 

transport oneself to an existing and possibly remote physical space. But as virtual 

spaces need not be realistic, all sorts of conceptual spaces may also be conceived 

and used in VR. 

In real life, spatial perception may encompass not only visual and aural stimuli, but 

also sensory stimuli such as humidity, wind, temperature and odour. While a large 

body of research exists about tactile stimuli in VR, many such stimuli may not 

typically be considered part of architectural experience. Maybe therefore, the 

works on perception in VR presented at the eCAADe RIS 2019 focus only on visual 

and aural stimuli in VR. Nonetheless, using HMDs and headphones in combination, 

the two enable fairly immersive experiences. 

In his empirical study, Sanatani (p. 135) uses VR to examine whether there are any 

correlations between combinations of size, dimensions and brightness of different 

spaces and people’s emotional responses to them. While wearing HMDs, test 
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subjects are presented with a series of abstract spaces of varying sizes and 

proportions and with differently sized openings, all from a single vantage point. The 

test subjects are subsequently asked to self-evaluate with respect to the emotional 

attributes of valence (pleasure/displeasure) and arousal (activation/deactivation). 

The hypothesis which Sanatani aims to test is whether emotional responses to 

space, which is generally regarded as ‘intangible’, may be quantified, or, in other 

words, if it may be generally asserted how people respond to large or small spaces, 

cubic or elongated spaces, bright or dark spaces, or any combination thereof. While 

Sanatani’s results may overlap with intuitive expectations (people seem to respond 

more to changes for small spaces and limited amounts of light than for large spaces 

and lots of light, and to generally prefer fairly lit spaces of human size and not too 

elongated proportions), they also indicate that testing such conditions using 

abstract VR spaces may actually present a way forward. 

Similar in its aim, yet different in its method, the study “The Neurological Impact of 

Perception of Architectural Space in Virtual Reality” by Hermund et al. (p. 143) 

takes its test subjects through a sequence of architectural spaces, offering them to 

interact with them by means of hand-held controllers. While also interested in the 

test subjects’ emotional responses, they employ a brainwave recorder instead of 

self-evaluation. Although they overcome the technical challenges of simultaneously 

mounting two devices (HMD and head scanner) on the test subjects’ heads, other 

obstacles mean that they end up with relatively few samples. 

The VR test space consists of a sketch model of an actual architectural space with 

minimum use of textures to avoid cognitive overload. The test subjects can ask 

questions to digitally modelled ‘dummy people’ which populate the VR model, and 

answers are given by real life staff present in the physical test space. Despite 

efforts to simplify the VR test space, it is still too complex to yield any conclusive 

knowledge, and the authors conclude that further research should be conducted 

using a 3D model ‘in the lab’, essentially more akin to that of Sanatani. 

While the above studies focus on visual perception, Wyke et al. (p. 153) aim to 

simulate room acoustics in VR through auralization. Sounds are recorded in an 

anechoic room (absorbing sound reflections), and subsequently placed in the VR 
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scenario using game engine-based auralization software. In the VR setup, test 

subjects equipped with an HDM in combination with headphones evaluate the 

realism of the system with respect to the recorded sounds, placement of sound 

sources, and sound perception. 

In the test, speech and sounds from electronic equipment within the virtual space 

is played, as well as sounds from neighbouring indoor spaces and from outside 

through a door and a window. In parallel, an identical physical space furnished in 

the same way as the virtual space is used for comparison. Similar to Hermund et al., 

Wyke et al. conclude that interaction features represent a distraction. But contrary 

to what is the case for visual representation in VR, they also conclude that for aural 

simulation, a high degree of realism is imminent in order to effectively evaluate 

acoustic design. 

Taken together, the papers presented at the eCAADe RIS 2019 demonstrate a 

significant breadth in the application of VR and AR technologies to architecture and 

design. From analysis to simulation, from education to construction, and from 

exploration to collaboration, VR and AR find very versatile applications in the field. 

Enjoy! 

 

Nicolai Steinø 

Conference Chair 
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Keynote Speach: Social VR in Architecture 

Tomás Dorta 

Professor, Ph.D., director of the Design Research Laboratory Hybridlab, University of 

Montreal, Faculty of Environmental Design, School of Design 

Tomás Dorta, architect and practicing designer, graduated from the Central 

University of Venezuela in Caracas in 1991, and undertook graduate studies at the 

University of Montreal in 1993. He obtained his Ph.D. (2001) by studying the impact 

of virtual reality as a visualization tool on the design process. His research interests 

include the mechanisms of the design process and co-design as well as the 

developments of new design techniques and devices using virtual reality. His 

research has been funded by large government research funding agencies from 

Quebec and Canada. 

His research has been presented in various international scientific conferences and 

published in proceedings, including ACADIA, CAADRIA, eCAADe, EuropIA, SIGraDi, 

CAADFutures, IHM, DCC and SIGGRAPH, as well as in scientific journals such as 

Design Studies and International Journal of Architectural Computing. As a teacher, 

he became an assistant professor at the School of Design of the University of 

Montreal in 2003 and a full professor in 2017. He teaches PhD seminars and gives 

workshops and theoretical courses in industrial design on interaction design and 

co-design. 

He is Director of the Design Research Laboratory Hybridlab. He is the lead designer 

of an innovative social virtual reality co-design system, the Hybrid Virtual 

Environment 3D, Hyve-3D. 

Virtual Reality (VR) has got 50 years old since the invention of the Head Mounted 

Display. But VR can be understood beyond these VR headsets and become Social. 

Tomás Dorta’s talk addresses the use of Social VR as design, pedagogical and 

research tool in the architecture and design disciplines.  
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Co-Design in HYVE-3D 

Representational Ecosystem and Design Conversations 

Organisers: 

Thomás Dorta, Professor 

Davide Pierini, PhD candidate 

Hybridlab 

University of Montreal 

The aim of this workshop is to introduce the participants to the co-design approach 

using a Social VR system (without headsets): Hyve-3D (Hybrid Virtual Environment 

3D) (Dorta, et al. 2016). The system affords simultaneous multiuser co-design (local 

and remote) using 3D sketches (exported as vectors) and imported 3D textured 

geometries, photogrammetry models and point-clouds. Participants will be trained 

to use the suitable representational ecosystem and the verbal protocols specific for 

co-design as a particular kind of collaborative design where each will be 

simultaneously ideating ad-hoc projects instead of cooperating (individual design to 

be put together in a later stage). 

  

http://www.hyve3d.com/
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Dinner at the Table 

VR/AR Convergence Applied to the ‘Last Supper’ 

Organisers: 

Mauro Costa Couceiro, Phd 

Rui Lobo, Phd 

António Monteiro, arch. 

University of Coimbra, Portugal 

Imagine you are sitting at the table with Christ and the Apostles. In an exercise of 

VR/AR convergence we will bring the human scale Last Supper terracotta ensemble 

(by Hodart, 1531-34), which belonged to the refectory of Santa Cruz Monastery, in 

Coimbra, to the dining room of the CREATE building, venue of the 7th eCAADe 

regional international symposium. 

The goal of the workshop is to develop strategies for the conciliation between 

reconstructed Virtual Reality and the concrete reality (surveyed through 3D point-

cloud and Stereo HD-VR Domes) in order to enhance the notion of continuity 

between both worlds. Thus, we will ask the participants to elaborate a 3D survey 

(both point-cloud and Stereo HD-VR dome) of the CREATE building dining-room, 

with state of the art technology, in order to build-in the Last Supper ensemble and 

to attempt a solid convergence between Virtual and Augmented Reality. 
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Unreal Game Engine for Architectural 

Lighting Visualization 

Organiser: 

George Palamas, Assistant Professor 

Aalborg University 

The world of visualization is changing rapidly and the lines across non-real time 

(e.g. 3ds Max) and real time (e.g. Unreal Game Engine), rendering applications are 

blurring with the former being used often for photorealistic, real time, 

visualizations. 

This workshop is a systematic approach to explaining the different lighting models 

commonly used for real time rendering and how to use them inside of Unreal 

Game Engine. The course will be covering the basic principles of the lighting system 

of Unreal engine providing a practical understanding along with a basic design 

workflow on how to set up high quality lighting. Using case study scenes, we will 

create an interactive walkthrough with dynamic lighting, adaptive to user input. 
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Virtual Reality Room-Acoustics Workflows 

Organisers: 

Kjeld Svidt, Associate Professor, Aalborg University 

Jesper Bendix Sørensen, CTO and owner, Epiito 

Dario Parigi, Associate Professor, Aalborg University 

In this workshop, you will be introduced to a Virtual Reality system with real-time 

auralization developed in an ongoing research project. You will learn how to import 

rooms with surface properties from an IFC model and set up sound sources for the 

VR model. The VR model can be experienced in a multi-user and multi-platform 

environment from epiito.dk. 

The workshop is organized by researchers from Aalborg University and developers 

from Epiito. The workshop will take place in the CAVE at the construction site of 

the New Aalborg Hospital. Transport from the conference venue and back is 

included in the workshop. 

  

http://epiito.dk/
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Integration of Acoustic Simulations into Virtual Reality 

and its Usage in Architectural Design Practices 

Organisers: 

Finnur Pind, Industrial PhD fellow in acoustics Henning Larsen/DTU 

Luís Vieira, Software Developer, Henning Larsen Architects 

In this workshop an acoustics VR tool which is under development in Henning 

Larsen will be presented. The tool uses highly accurate pre-baked acoustic 

simulations, realized by a wave-based simulation algorithm under development in 

Henning Larsen/DTU. The tool is implemented as a plug-in into Revit and links 3D 

visuals created by Enscape and an audio processor implemented in Pure Data. 

 Participants will be allowed to experience in VR some interesting test cases, 

including real design cases from Henning Larsen. 

Following the presentation and demonstration a discussion among the participants 

will ensue, on how VR acoustics can fit into the architectural design process and 

what added value it can bring to the table. Technical aspects of VR acoustics will 

also be discussed, e.g. different approaches for realizing acoustic VR and their 

respective pros and cons (different simulation techniques / pre-baked vs real-time 

simulations / different game engines running the visuals / integration into different 

CAD software / different usage requirements need / etc 
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Virtual Reality for prototyping compression-only
structures

Odysseas Kontovourkis1, Andreas Stroumpoulis2
1,2University of Cyprus
1,2{kontovourkis.odysseas|astrou01}@ucy.ac.cy

The development of compression-only structures consisting of units requires a
number of important and demanding steps including form-finding and innovative
assembly of parts during construction. Although, computational design
techniques for structures' form-finding are well established and applied
effectively, the simulation of their assembly and generally their physical
production are still in an early stage of investigation with less examples to be
found. This paper attempts to provide a methodological framework based on
Virtual Reality (VR) for prototyping compression-only structures and particularly
for investigating their assembly and physical behavior prior to their realization.
The suggested methodology is validated using three case studies with different
level of difficulty in terms of their geometry and process of simulation. In the first
case, an arch-like structure with single curvature and in the next two cases vault
structures with double curvature are applied, highlighting the limitations that
arise in each case. At the same time, the work aims to open the discussion on the
role of VR, as an approach implemented in research and teaching for
pre-construction stage investigation.

Keywords: Virtual Reality, compression-only structures, prototyping, assembly,
physics-based modeling, collision

INTRODUCTION
Nowadays, the design and analysis of shell struc-
tures are of great interest among architects and en-
gineers. However, a number of obstacles appear in
physical realization stage, mostly related to their as-
sembly and erection, due to their increased construc-
tion complexity, time and cost (Deuss et al, 2014). In
most cases, the solutions proposed in the actual im-
plementation phase refer to conventional erection of
their parts, such as the use of formworks in the entire
system, which leads to costly and time consuming

results. In order to overcome such issues, different
computational techniques for assembly and erection
have been developed (Quinn et al, 2015). These have
beenmostly conductedbyusingdigital tools in order
to predict the construction sequence or by applying
small scale physical examples to test the feasibility of
suggested approaches (Deuss et al, 2014; Quinn et al,
2015). On the other hand, the application of VR tools
allows the prediction or inspection of the behavior of
building and structures prior to their construction (Li
et al, 2018), but little research has been done in rela-
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tion to the control of the actual behavior of freeform
shell structures including compression-only systems
during their assembly or erection. VR and accompa-
nied technologies allow several features to be inte-
grated including gestures, haptics and physics-based
simulation in a single environment. This offers direct
involvement of users in the assembly and construc-
tion processes, which could provide reliable evalu-
ation of their physical behavior prior to their actual
production, resulting in time and cost reduction but
also in better understanding of the process involved
(Kontovourkis et al, 2018).

The introduction of VR in the construction indus-
tries has been unleashed from simple visualization
and inspection of the final result or 4D simulation
of construction [3], and over the last two decades a
rapid development and a new level of sophistication
is observed (Seth et al, 2011),mostly towards the con-
tribution of mechanism for faster and more effective
decision-making (Bryson, 1996). Thus, today the pro-
cess of prototyping, that is, the development of pro-
totype structures before their implementation in ac-
tual scale, canmove beyond 3Dmodeling using con-
ventional or parametric tools for geometrical control,
towardsmore sophisticatedprocesses that can incor-
porate VR combinedwithmultiple human-computer
interfaces (gestures, haptics, etc.). These allow, be-
yond the perception and sense of the presence of
users in space, the interaction with space and struc-
tures, enabling the control, the experience and the
evaluation of manufacturing process as close as pos-
sible to real conditions. Such an area of exploration
deals with the ability of technology to simulate the
positioning and assembling of objects or construc-
tion parts by users in real time, so comprehensive
prototypes can be developed in virtual environment
and their physical properties can be explored in sim-
ple, rapid and economic way.

Such techniques have been observed in other
disciplines such as the manufacturing industry with
interesting results, for instance thework by (Jayaram,
1999), alongside development and deep investiga-
tion of other associated issues including collision

detection, inter-part constraint detection and man-
agement, realistic physical simulation, data transfer
between CAD and VR systems, and intuitive object
manipulation (Seth et al, 2011). As it has been al-
ready said, although VR has been used in the build-
ing industry forbuildingperceptionandconstruction
planning, its application in the early stage of devel-
opment of compression-only structures with single
and double curvatures, which have particularities in
regard to the complexity of their assembly and con-
struction, have not been sufficiently explored yet.

This paper aims to deepen into this research di-
rection through an evolving experimentation and
control of the capabilities afforded by this technol-
ogy and through the formulation of a methodologi-
cal frameworkusingVR forprototypingcompression-
only structures prior to their physical realization.
The suggested method is described in the following
chapter. Then, the methodology is applied in three
case studies, aiming to demonstrate the proposed
procedure and todiscuss outcomes related to its abil-
ity, effectiveness and reliability to be used in pre-
construction stage. Finally, conclusions are drawn
and discussion regarding future developments is
provided.

SUGGESTED METHODOLOGICAL FRAME-
WORK
This exploration focuses on the capabilities given by
the gaming platform Unreal Engine 4 [1], which em-
phasizes the perception of virtual elements by pro-
viding physical properties in real time through sim-
ulation. The selection of specific software is due to
the functions involved that provide a series of advan-
tages. Initially, through a programming process, the
default VR mode can connect and enable operation
of the VR Head Mounted Display (HMD), in this case
Oculus Rift [2], and Controllers. Through these de-
vices it is possible to navigate and to immediate ex-
perimental actions in the virtual space. In turn, the
VR mode is divided into two categories: Play mode
and Design mode. Starting with Play mode, the user
can use the VR to enter the virtual world and the
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Figure 1
Flow chart of the
suggested
VR-based
prototyping
process

Controllers to navigate and play with the elements in
space. Subsequently, the Design mode allows users
to redefine the existing elements or the environment
by conducting design changes in real time. The func-
tional use of tools is achieved through a wide range

of options directly implemented by the Controllers.
As it has been mentioned, the goal of this re-

search is to prototype and to test in experimental
context the behavior of single and double curvature
systems under compression forces. This is done by

Figure 2
Loop logic between
VR and Play mode
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allowing users to interact with the structural compo-
nents and theoverall system in space through theuse
of VR and available Controllers. Initially, the design
investigation that involves form-finding and subse-
quently the production of 3D models is conducted
in parametric design environment Grasshopper [3]
(plug-in for Rhino [4]), in order to achieve the de-
sign of compression-only systems. Then, in 3ds Max
[5], files are converted from 3dm to FBX. The struc-
ture is programmed to incorporate collision prop-
erties, which is responsible, in a later stage, to al-
low the physical behavior of elements close to real-
ity. Then, the file is imported to Unreal Engine in
the form of static mesh for technical and program-
matic processing. In this process, the structural el-
ements are appeared in the form of static meshes
with collision properties due to their previous pro-
cessing and then, through simple selection, they ac-
quire physical properties for instance gravity in the
virtual space. The behavior of objects is achieved by
their programming in C++ language, which is used
in the form of Blueprint, a visual programming in-
terface embedded in Unreal Engine. In this way, an
easy programming environment is provided to the
users, who might not have pre-existing experience
in C++. Through Blueprint, the Pick actor interface
activation is obtained, which is addressed in order
tomanagemovement and repositioningof structural
elements in space having physical properties, for in-
stance weight. This process is tested in several case
studies within a cyclically iterative loop procedure
between Design and Play modes for direct process-
ing and experimentation regarding the behavior and
generally the process of prototyping the structures.
Figure 1demonstrates theworkflowof the suggested
VR prototyping procedure that incorporates design
development and VR assembly demonstration. Fig-
ure 2 presents the loop procedure between VR and
Play modes based on respective screenshots.

CASE STUDIES
The experimental process aims to deepen into dif-
ferent research issues related to the VR prototyping

of compression-only structures. Firstly, it focuses on
controlling the behavior of curved-like systems, op-
erating under compressive forces and secondly, on
developing a VR environment where ‘physical struc-
tures’ and users can interact using the available HMD
and Controllers.

Figure 3
Arch-like structure
and human scale

In order to achieve satisfactory results, the design
of structures needs to follow a certain development
logic, which is influenced by a number of constraints
associated with the use of Unreal Engine 4. In gen-
eral, the design of case study experiments refers to
unit structures, and more specifically, to geometrical
configurations consisting of modular elements, aim-
ing to provide an ease execution of pick-and-place
procedure in the VR environment by the users. In
addition, the design takes into account other im-
portant criteria that include the static adequacy of
structure under investigation, the amount of unit el-
ements consisting the overall structure, the gaps be-
tween the units that are associated with their colli-
sion behavior and the scale of structure that is related
to the user and its ability to undertake the predeter-
mined tasks. As it is demonstrated in the workflow of
this paper (Figure 1) and in order to implement the
experiments, after the design of each structure un-
der investigation is decided, the procedure involves
different 3D modelling (Grasshopper, Rhino and 3ds
Max) as well as VR settings and programming step-
s/platforms (Unreal Engine 4), enabling the user to
be involved in a real-time prototyping process based
on VR technology. This needs to be accompanied by
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simulation of the physical behavior of constituent el-
ements as close to the reality as possible and includes
gravity and collision avoidance of the units as well as
manipulation by users close to gesture-like behavior
together with VR perception of users in real scale.

Figure 4
Diagrammatic
representation of
collision behavior
adjustment

Case study 1
In case study 1, Rhino is used to design a 3D model
for an arch-like structure with single curvature that
is symmetrical to the vertical axis and consists of 11

unit elements (Figure 3). The symmetry allows effi-
cient balance and static adequacy of the structure.
Respectively, the selection of specific number of el-
ements is related to the ease of carrying out the as-
sembly process by the user. Also, a supporting struc-
ture is designed and incorporated into the 3Dmodel,
which is used to assist the user during the real-time
VR prototyping process. Finally, as far as the geome-
try is concerned, no gaps between units are defined
due to their single curvature, which allow the colli-
sionmesh to be precisely integrated in the perimeter
of the units.

Figure 5
Collision settings
extracted from the
Unreal Engine 4
software

Figure 6
Representative
physical behavior
programming of
one unit through
visual scripting
(Blueprint)

Before the 3D model is imported in Unreal Engine,
an intermediate step is conducted in 3ds Max, which
is responsible for two basic adjustments. Firstly, to
convert the file into 3ds format and secondly, to
get collision-based processing that is responsible for
identifying virtual elements as objects with physical
data, i.e. the user can interact with a particular el-
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ement where he/she can touch and reposition the
units in virtual space. Specifically, the collision be-
havior is created by cloning and renaming new units,
around which a mesh is created, allowing the user to
touch them with his/her controllers-hands in the vir-
tual space.

Figure 7
Screenshot of the
Design mode
through user’s
visual perception

By importing the file to Unreal Engine, the 3D model
receives three processing steps. The first step con-
firms the adequate collision behavior of each unit
created in 3ds Max (Figure 4 and 5), the second step
activates simple adjustments that include movable,
simulate physics, simulate generate and simulation
overlap events, as well as adjustments related to the
weight of each unit and hence the static behavior of
structure. Finally, in the third step, each unit goes
through a separate programming procedure, where
the C++ programming language is used in the form
of Blueprint (Figure 6). In this stage, the system is de-
coded and converted to visual scripting environment
for its ease use by the designer. This process aims
to associate the static elements of the structure with
the environment and the user in order to support a
system where the people can interact with the given
units, allowing repositioning in space.

Focusingmore specifically on the use of VR HMD
and Controllers, emphasis is given on the interaction
choices provided to the user in the VR environment.
Initially, based on the two modes, the user can inter-
act, firstly through Play mode where the user can de-
fine and reposition the elements in space and, sec-

ondly through VR mode or Design mode where the
user can be involved in a design process by modify-
ing (move, scale, rotate, etc.) and by adjusting prop-
erties (weight, materials, etc.) (Figure 7). In this case,
the use of keyboard and computer is replaced by a
projected interface that is visible in VR and where
choices can be made through Controllers. In addi-
tion, through the two provided modes, a real-time
loop can be achieved, where the user with the assis-
tance of Controller has the ability to modify the de-
sign of a structure in the VR mode, to test its phys-
ical behavior in Play mode and vice versa. Through
this process, users can be easily engaged and ex-
periment in a procedure where structures are regen-
erated and evaluated having physical characteristics
such as gravity and collision.

The 3D model adjustment is followed by real
time demonstration of VR prototyping and particu-
larly assembly. Initially, the Play mode is selected
and the user is immersed in VR space with given ele-
ments to include the supporting frame structure and
the units for the realization of the arch-like structure.
The assembly methodology implemented in the first
case study is basedon a typicalmasonry archgeome-
try consisting of units, based onwhich the user starts
to build this from the edges of the arch and upwards
(Figure 3). In order to control the system in a satis-
factory level and to achieve static equilibrium of the
units, the reduction of the weight of the units in re-
lation to their height was decided. Τhe time to com-
plete the process including assembly and implemen-
tation in the VR world was 7min in total. During the
first experiment, malfunctions during the placement
of the first three units have been observed. Also, it
has been noticed that a prerequisite for the proper
installation of the second unit was the simultaneous
and tangent positioning with the first one. Then, a
careful and slight placing of the two units on ground
was required. The same process was followed in the
case of positioning the third unit in relation to the
secondone. In this case study, the required total time
for programming and then assembling was approxi-
mately 30min (Figure 8).
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Figure 8
Assembly process in
VR environment

Case study 2
In the second case study, the general preparation
and programming of the 3D model remains the
same. However, differences related to the geometry
of structure are occurred. Specifically, in this experi-
ment, a double curvature is selectedwith threeedges
on the ground and with one edge to formulate an
arch-like opening, a structural systemsymmetrical on
the vertical axis of its arch-like face. The design was
accomplished inGrasshopperplug-in andwasgener-
atedusingCatenary arches in theprinciple ofHooke’s

hanging chainmodels. This specific curve formulates
the actual shape of an ideal arch that depends on its
length and on its edges distance. An inverted chain
that is included within the boundaries of an arch en-
sures that the particular structure can carry its own
weight (Heyman, 1995) and therefore it functions as
a compression-only structure.

The scale of structure remains similar to the first
one with a fixed height at approximately 2m but the
number of units, due to the investigation of a double
curved structure and hence its expansion is space, is
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increased to 75. The distribution of weight was in-
creased again from the bottom to the top (Figure 9).
The structure was designed with 4cm gap between
units because of the double curvature of morphol-
ogy and the structural elements’ distortion. This re-
sulted in an inaccurate integration of collision mesh
into the perimeter of the unit. As a consequence, in-
tense forcesof repulsion in areaswhere theunits pen-
etrated each other were observed.

Figure 9
Increasing weight
according to the
position of units on
structure

Figure 10
Methods of
assembly
performed by the
user

Initially, the control through Play mode was per-
formed and this proved that the structure was ad-
equate in terms of its static behavior, functioning
as compression-only system that is supported by its
own weight. During the assembly process, two dif-
ferent techniques were applied; in the first case, the
units were assembled one by one, starting from the
two foundation edges of the structure on the floor.
In the second case, the assembly of each arch formu-
lating the whole structure was performed separately
(Figure 10). The assembly time was 90min and 70
units out of 75were successfully placed. Possible rea-
sons for not fully completing the experiment include
errors due to the specific division of units and the size
of the gap between them, but also due to the VR pro-
gramming malfunctions that was related to the col-
lision behavior properties of the units. Finally, due
to the inaccurate handling and placing of each unit
by the user. The required time for programming was
120min, for VR assembly 70min and the procedure
took 210min in total (Figure 11).

Case study 3
In the third experiment, the technical and program-
ming process remains the same as in the two previ-
ous procedures but differences occur with regard to
the design of the structure to be investigated. In par-
ticular, the structure is derived from the parametric
algorithm based on Catenary curves, whose princi-
ple has been explained in the previous section of this
paper. More specifically, the structure is a vault with
double curvature andwith symmetry in the diagonal
axis of structure’s plan view. Also, two adjacent sides
are grounded and two others shape arch-like curves,
formulating a surface where 36 units are distributed
with 4cm gap between them in both directions.
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Figure 11
Assembly process in
VR environment

Figure 12
Weight distribution
of structure with
double curvature

In this case, staticmesh properties were incorpo-
rated into the commonunit that holds the two curves
to remain rigid, indicating its possible consolidation
on the ground, which can happen in a real case con-
struction scenario. Theweight distribution is demon-
strated in Figure 12. The static behavior of the struc-
ture has been successfully controlled in Play mode
(Figure 13), but due to its complex double curvature,

33 out of 36 units were positioned during the assem-
bly process in 25 min completion time. Similar to the
case study 2, the reason for not completing the pro-
cess was related to the way units were divided due
to the complexgeometry of structure, which affected
the process of incorporating collision behavior. Also,
an important factor in the successful conclusion of
the process is the accuracy during handling and plac-
ing the units by the user, a task that requires a great
degree of attention but also an efficient handling of
controllers during the pick and place process.

In summary, Table 1 shows information regard-
ing the three case studies. It is observed that in all
cases, althoughwithdifferent degreeof difficulty, the
static simulation results were successful. By increas-
ing thedegreeof structures’ complexity, therewas an
increase in both, programming and assembly time,
which was associated with the number of units. This
gradual increase of complexity resulted in the unsuc-
cessful completion of the last two case studies, since

Figure 13
Static behavior of
the structure in Play
mode
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Table 1
Results related to
the three case
studies

other factors might influence the process including
the inaccurate pick-and-place process of each unit by
the user.

CONCLUSION
This work aimed to introduce a methodological
framework for virtual prototyping of compression-
only structures using VR technology. Through an an-
alytical investigation of three case studies, the pro-
posed approach intended to examine their physical
behavior during design, static performance and as-
sembly stages in virtual environment, examining in
parallel the effectiveness of the process to be im-
plemented by users in pre-construction stage and
prior to the fabrication of systems in actual scale.
Also, the suggested methodology and the results
obtained were discussed in terms of their ability to
provide reliable information by combining, in an in-
tegrated manner, parametric design that involves
form-finding with physical behavior approaches.

Future studies will continue towards the explo-
ration of the potentials provided by the specific pro-
cess in the VR environment, in an attempt to reduce
as much as possible, the errors that occur during the
physical behavior simulation as well as in the gradual
placing and assembly of units in different construc-
tion systems. Such aprocessmight offer an investiga-
tion into thebehavior of compression-only structures
close to real case scenarios prior to their physical re-
alization, both at research and teaching level.
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Contemporary urban planning require multi-stakeholder collaboration to create
liveable, accessible and resilient cities. Information and communications
technologies can play an important role. This paper presents and discusses the
development of a prototype for an indoor multi-stakeholder augmented reality
(AR) application to support collaborative design in early stage urban planning.
The prototype is integrated into VirtualCity@Chalmers, a platform for modeling,
simulation, and visualization of urban environments. Based on a user-centered
approach, four main steps were carried out: literature study, interview study,
development of guidelines, and development of the first version of a collaborative
AR prototype. The guidelines for the prototype development address design and
layout, collaboration, analysis, and object creation and manipulation. At the
current state of development, the AR application allows users to visualize a
projection of three-dimensional assets over a flat surface. Further research will
focus on user testing and integration of simple Computational Fluid Dynamics
simulations.

Keywords: AR, urban planning, prototype, simulation, collaborative platform,
participation
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1. INTRODUCTION
Urban planning and design deal with complex prob-
lems and require collective knowledge in order to
understand, communicate and collaborate between
stakeholders for a higher quality outcome. Global
and regional policies strongly encourage citizen en-
gagement in urban planning processes (European
Commission, 2011; United Nations, 2017). Thus, con-
temporary urban planning and design require multi-
stakeholder collaboration, between professionals,
but alsobetweenprofessionals andcitizens. Informa-
tion andcommunications technologies (ICT) canplay
an important role in this, for better outreach to citi-
zens throughmobile, social media and inclusivemul-
tichannel service strategies (UNPAN, 2014) but also
for improved multi-stakeholder dialogues.

With increasing digitalization of urban planning
and design processes, more advanced technologies
are considered both an opportunity and a challenge
for participatory urban planning (Kahila and Kyttä,
2010; Billger et al, 2017). Digital 3D-models with a
high degree of interactivity offering advanced simu-
lation and visualisation can facilitate this (Senbel &
Church, 2011). However, visualisation in an urban
model is challenging, relating to the appropriate lev-
els of realism and detailing (Billger et al, 2017). Few
studies exist that truly combine multimodal analysis
and information visualisation (O’Halloran et al, 2018).
It is also a challenge to expand the level of participa-
tion beyond information and consultation into col-
laboration and co-creation. There are promising ef-
forts to develop new forms of engagement, partici-
pation, and collaboration using digital technologies,
including visualization and gamification, cloud com-
puting, social media, and mobile technologies.

At Chalmers University of Technology in
Gothenburg, Sweden, a research and innova-
tion project named VirtualCity@Chalmers (VC)
(www.virtualcity.chalmers.se) has recently been es-
tablished with the aim to compile research exper-
tise in modelling, simulation, urban planning, com-
puter science and other research fields to build a
dynamic and interactive virtual city platform. Central

to the project is the development of a 3D-platform
that allows the integration of different simulation
models and data into a single entity. During the
first project phase in 2018, digital twins of the two
University campus sites were created in the form
of an immersive 3D world (Figure 1). The platform
is already serving as a multipurpose arena for re-
searchers featuring both First Person and Bird’s Eye
user perspectives, as well as real-time coupling of
simulations and data. In addition, augmented real-
ity (AR) capabilities can be used to enhance the user
experience. The current version of VC encompasses
high-quality data for a large portion of the City of
Gothenburg, with more detailed data for the Univer-
sity campus. VirtualCity@Chalmers supports a small
number of cloud-based simulation backends, e.g.,
for urban wind simulation, and provides advanced
interactive visualisation through Unreal Engine. So
far, mainly applications for single expert users have
been developed. A key research question is: How
can the digital infrastructure created by VC for urban
modelling and simulation be translated and utilised
as a transdisciplinary platform for decision making,
participation, and collaborative design?

Figure 1
VirtualCity@Chalmers
is a an immersive
3D-platform that
allows the
integration of
different simulation
models and data
into a single entity.

Aim and scope
The aim of this paper is to present and discuss the
development of a first prototype for an indoor multi-
stakeholder augmented reality (AR) platform to sup-
port collaborative design in early stage urban plan-
ning integrated into the VirtualCity@Chalmers plat-
form. A particular focus is on the formulation of re-
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quirements for such a prototype and on the explo-
ration of the technological requirements.

In the current prototype, features are limited to
a selection of building elements, simplified represen-
tations and basic shapes supporting user interaction.
The prototype does not yet include additional envi-
ronmental information such as rain, shadow casting
and sun exposure. The intended target groups of the
platform are both professionals such as urban plan-
ners anddesigner teams,multi-stakeholderswith dif-
ferent professional competencies, and citizens. For
theprototype, themain target groups areprofession-
als. Augmented table projections are used to sup-
port a shared understanding through collaborative
design.

2. BACKGROUND
Some of the previous work that informed the devel-
opment of our collaborative AR prototype are the Lu-
minous Table (Ishii et al., 2002), the Urban CoBuilder
(Imottesjo & Kain, 2018), the Quick Urban Analysis Kit
(Mueller et al., 2018) and commercial softwares such
as InPlan or CityEngine.

The Luminous Table is an “Augmented Reality
Workbench” (Ishii et al., 2002) that combines physical
and virtual representations in urban design, namely
sketches, physical models and computational simu-
lations, into a single information space. The appli-
cation demonstrates how a simultaneous use of di-
verse media supported a more holistic design pro-
cess. By interacting around a table, participants are
active agents in the design process, and can change
the model simultaneously. The interactive table en-
courage users to communicate directly in reference
to the representations of their planswhile allowing to
simultaneously engage in the design process, in con-
trast to a standard computer interface that aims at
singleusers andcandiscourage collaborationaround
the same screen.

TheUrbanCoBuilder is amobile augmented real-
ity outdoor app that builds on communicative plan-
ning and agent-based modelling approaches and
aims to explore urban design solutions (Imottesjo &

Kain, 2018). The application invites people to col-
lectively build their city using game-based planning
rules. Each participant can interact with the site and
save the changes, which then serves as a base for
the next user who can edit the given scene. Urban
CoBuilder is an on-site collaborative AR tool for urban
design formultiple stakeholders, but only one user at
a time can shape the built environment.

The Quick Urban Analysis Kit, explained by
Mueller et al. (2018), is a tool for participatory design,
in which non-experts can place geometric objects
on a surface via a web browser interface (www.qua-
kit.ethz.ch). The objects represent different build-
ing uses, such as residential or commercial volumes,
which come together to form the user’s own vision
of an urban area. Logged in users can work together
on a single design problem, share ideas and design
proposals, and view and discuss works of others. Lo-
cal clients can use qua-kit as a presentation tool. By
making the tool simple enough for the general pub-
lic to use, urban planners and designers can bet-
ter understand what the citizens prioritize in an ur-
ban development project. The platform is an open
source project, therefore, everyone is welcome to
contribute.

InPlan (www.inplan.se/home) is commercial
software for urban planners, urban designers, and
other stakeholder involved in urban planning pro-
cesses to support visualisation of urban visions,
master plans and detailed plans. The users interact
through large touch screens on a table together with
virtual reality goggles. InPlan supports preparation
of presentation material, collaborative discussion in
early-stage projects, and citizen communication dur-
ing urban planning processes.

Esri CityEngine (www.esri.com/en-us/arcgis/
products/esri-cityengine) is a commercial 3D mod-
elling software using procedural modelling to gen-
erate large-scale buildings and virtual cities. The ap-
plication supports manipulation of shapes in 2D and
3D volumes via a shape grammar, and can import
different types of geospatial datasets. CityEngine
can be used in participatory design settings but has
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to be operated by one expert user and is thus not
accessible to non-professionals.

All of the above presented platforms and soft-
wares support collaboration in early-stage planning
processes in different ways. Some of them com-
bine representations of virtual and physical objects
presented on a table to encourage discussions (Lu-
minous Table). Others support on-site collabora-
tion of multi-stakeholders, but with only one user
at the time (Urban CoBuilder). Some of the plat-
forms need expert users (Esri CityEngine), while oth-
ers are accessible to non expert users with basic ICT
knowledge. Different technologies for interactions
are used, such as web browser, AR, VR, large hor-
izontal touch screens, desktops, tablets or mobile
phones. Shapes and geometries are simple and can
be easily moved around or changed in an interactive
way. However, none of the platforms includes ad-
ditional parameters (wind flow, sound, movements
patterns) that simulate the consequences of the
design choices, moving elements or changing the
shape and height of buildings, on the local climate
and perception of the living environment.

3. METHODS
For the development of the AR prototype presented
in this paper, a user-centeredapproachhasbeencho-
sen (Lowdermilk, 2013). The research has been car-
ried out in fourmain steps: literature study, interview
study, development of guidelines based on three it-
eratively developed prototypes, and development of
a first version of a collaborative AR prototype.

The literature review has focused on interactive
and dynamic applications that facilitate participa-
tory and collaborative design in urban planning, and
was used to prepare the interview study. Nine dif-
ferent interviews were conducted with urban plan-
ning experts and presumed users. Based on the in-
terviews and three iteratively developed prototypes,
a set of guidelines were prepared, illustrating the
needs for the design of an early stage user interface
for collaborative urban planning. The interviews in-
formed the design choices, and the purpose of the

three prototypes was to create and test the guide-
lines. The first prototype for testing and evaluating
the guidelines was a low-fidelity prototype (paper
prototype), the second one a medium fidelity proto-
type (a simple web-based, single user prototype on
a tablet), and the third one was a high-fidelity proto-
type (web-based, single user, interactive prototype).
The three initial prototypes have been evaluated by
both human-computer interaction experts and ur-
ban planning experts and resulted in the formulation
of the final guidelines. This preparatoryworkwas car-
ried out by Öhrn (2019) as part of his Master thesis,
and the the first AR prototype for collaborative plan-
ningwas created and evaluated as part of the current
work.

4. RESULT ANDDISCUSSION
4.1 Guidelines
In order to reflect on what to consider when design-
ing an application for early stage urban planning, a
set of guidelines has been formulated. The guide-
lines derive from interviews and the work carried out
by Öhrn (2019) and address four main areas: design
and layout, collaboration, analysis, and object cre-
ation and manipulation.

Design and layout.
• Planning process is iterative. The capability to

view previous work and reference images while
using the application could be useful.

• Follow application conventions. Include and
build upon commands and functionalities that
are already implemented in similar applications
and that the user is familiar with.

• Keep it simple. Users desire a simple interface
that is easy to learn. Consider including tools to
help the user familiarise with the application.

• Provide a menu that is easily accessible yet lets
users maintain their focus on the design area.
The menu can be triggered by commands such
as long-pressing or right-clicking and may in-
clude tool and type selection.

• Use off-the-shelf products. Interviews show that
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low cost and familiar tools are preferred over ex-
pensive and specialised hardware solutions.

Collaboration.
• Design for collaboration. While designing the

application, consider how twoormore users can
makeuse of it and choose hardware accordingly,
to support collaborative design and joint inter-
action.

• Enable comments and feedback. Consider im-
plementing a way for the user to give written in-
put via comments or other feedback.

• Enable image import. Some work might be
madepreviously byother stakeholders in an ear-
lier stage of the process by using media such
as pure pen-and-paper sketches. These docu-
ments can be traced or used as reference. En-
abling the import of such images supports con-
tinuation and collaboration in the design pro-
cess.

Analysis.
• Display detailed information on demand. Show-

ing relevant information when selecting an ob-
ject or hovering over it helps the user get an im-
mediate general feedback from the design.

• Include design statistics. Consider showing the
total number of elements belonging to the same
category, such as building elements or total area
of the same area type. This will be likely to ben-
efit the users when performing cost analysis or
further analyses later in the process.

• Provide early error prevention, to a degree.
Warning the user for potential difficulties with
the design can save costly adjustmentwork later
on in the process. The user should be able to dis-
able this feature as it happens that urban plan-
ners need to circumvent outdated regulations.

• Provide real-time analysis both as an overlay as
well as detailed information extraction. This can
help users make design decisions and analyses
quickly and iteratively. Analysis canbe limited to
simpler simulations to be run in real-time. Users

would want to know the origin of the data and
adjust parameters such as time of day.

Object creation andmanipulation.
• Consider integrating free-hand sketching or a

line tool. Many users prefer pen-and-paper
sketching, while others are familiar with digital
sketching tools, using key points and curvature
options similar to the line tool in Adobe Illustra-
tor.

• Created objects should be distinct. Users expect
objects to be selectable individually, e.g., each
on its own layer. For multi-selection, consider
supporting multi-press and lasso selection tool.

• Design for 2D, allow for 3D. While it can be
beneficial to limit the number of dimensions to
two for sketching, some users need to add and
view height for proper analysis. Even if 3D (and
VR/AR) may not highly desired in the sketching
phase, it can bebeneficial for stakeholder partic-
ipation and participatory design.

• Include a customisable background map. The
application should connect to amap to show for
instance terrain morphology. The location can
be specifiedby theuser. Consider that usersmay
want to add GIS data layers, so the application
should support this.

• Land use instead of buildings. In urban plan-
ning land use is often more relevant than indi-
vidual buildings. Consider a design mode for
land use that features sub-categories, such as
specific housing typology area for residential ar-
eas.

These 17 guidelines guided the development of the
collaborative AR prototype for early stage urban
planning and design processes.

4.2 Prototype and design implementation
For the development of the AR prototype for early
stage urban planning, we applied a double diamond
design process (DDDP) consisting of four distinct
phases:

Papers - eCAADe RIS 2019 | 19



• A. Discover, which involves the process of re-
searching the topicbyfield and literature studies
and any other source of available data.

• B. Define, in which the developer combines and
analyses the findings leading to the definition of
the actual design challenge.

• C. Develop, in which the actual iterative devel-
opment of different concepts is happening in or-
der to test and evaluate.

• D. Deliver, where the prototype is reaching its fi-
nal form.

The current prototype is awork in progress and is cur-
rently in the development phase (C) of the DDDP se-
quence.

The implementation of a user application on an
augmented reality (AR) device can be a cumbersome
and very demanding task, both in terms of resources
and the ingenuity required (Mekni et al, 2014). A
particular challenge lies in that AR is a relatively new
technology and both toolkits and hardware are still
immature, leading to long development and testing
cycles.

VC uses a bottom-up approach in develop-
ment, seeking to combine different data, mod-
els, and simulations into one common platform,
thus ensuring that there are solid development
foundations for any User eXperience (UX) endeav-
ors. For the implementation of the AR prototype
for the current work, many software components
already existed as part of the VC platform, such
as the 3D city model, basic user interaction, and
the connection to the cloud computing server
for modeling and simulation. For the extension
to AR, we made use of Google’s ARCore toolkit
(docs.unrealengine.com/en-us) through Unreal En-
gine (UE) (developers.google.com/ar/reference).
Both software development kits (SDKs) are golden
standards for a wide array of scientific applications
(Boyd et al, 2017; Martin, 2018; Qiu & Yuille, 2016;
Linowes & Babilinski, 2017), escaping the realm of
gaming and entertainment for which they aremainly
designed and developed.

Figure 2 illustrates the design of the current pro-
totype. VCCore (server) acts as a hub for data man-
agement and processing, including geodata, sensor
data (IoT) and data generated throughmodeling and
simulation. VCCore is also the hub for modeling and
simulation, acting as the driver of a range of differ-
ent simulationbackends running on the cloud server.
Data is communicated from VCCore to user clients,
which may be desktop computers, smart phones
or other AR/VR devices. For the current work, the
devices is an Android smartphone running an AR-
Core/UE application. The Server/Client communica-
tion is two-way, meaning that developers can pro-
vide collaborative features to the users, since the UX
endpoints can communicate to each other through
the platform.

Figure 2
Diagram of the
design of the AR
urban planning
application.

Figure 3 shows a snapshot of the development sta-
tus of the prototype. The User Interface (UI) is heav-
ily basedonexistingUnreal EngineARCore templates
and the debugmenu on the bottom right side of the
screen offers mostly development related informa-
tion. In themiddle of the screen, parts of Lindholmen
Science Park and Chalmers University of Technology
campus are visualised as 3D holograms placed on a
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conference table. The geometries for the visualisa-
tionareobtained through thedata interfaceof theVC
platform. The data interface allows the creation and
visualisation of additional layers such as sensor data
or simulation data (wind flow, temperatures, traffic
flow, pedestrian flow etc.) to enable collaborative ex-
ploration of data and simulation results. The addi-
tion of user interaction for manipulation of 3D assets
(adding or moving streets and buildings) is work in
progress.

Figure 3
a-b. Screenshot of
the prototype
application running
on an AR-enabled
smartphone.

4.3 Data preparation and processing
VC is an open-source platform for interactive city
modeling and simulation and relies, as much as pos-
sible, on open data formats and open data sources.
A strong focus is placed on developing an auto-
matic pipeline from raw data sources such as na-
tional databases to modeling, simulation, visualiza-
tion, and user-interaction. Such data sources are
available in Sweden from the Swedish mapping,
cadastral and land registration authority (Lantmä-
teriet; www.lantmateriet.se), which has been respon-
sible for providing geodata for Sweden since 1628.

Main data sources are vector-based property
mapsproviding the2D footprints of buildings in Swe-
den to a high-accuracy, together with digital eleva-

tion maps (Digital Surface Models, DSM) in the form
of high-density point clouds obtained by aerial Li-
DAR scanning. From these two data sources, the
VC platform generates 3D tetrahedral computational
meshes formodeling and simulation, aswell as 2D tri-
angularmeshes for visualisation anduser interaction.

In addition to this automated pipeline generat-
ing low level of detail (LOD1) models suitable for
large-scale city modeling and simulation (Biljecki,
Ledoux, et al., 2014), VC provides high level of detail
(LOD2) models for selected regions (the University
campus sites) and even higher level of detail (LOD3)
models for selected buildings and monuments. The
higher LOD models are only used for visualization,
not for modeling and simulation.

4.4 Representation and Interaction
As discovered during the evaluation of the sketching
interface by Öhrn (2019), a 3D view can serve at least
two concrete purposes in early-stage urban planning
projects. First, it can serve as a tool for urbanplanners
to enable input of, among other attributes, average
building heights. Second, the possibility of viewing
a sketch in three dimensions facilitates the commu-
nication of ideas to stakeholders, such as the general
public, who might find 2D sketches too abstract and
difficult to interpret. In both scenarios, the overlay
of simulations models and data sets support knowl-
edge exchange and horizontal discussion between
stakeholders of different professions and expertise.

At the current state of development, the AR ap-
plication allows users to visualise a projection of 3D
assets over a flat surface. A 3D urban model can be
visualised on a table or a floor surface and users can
navigate the scene by physically moving in the room
and around the virtual projection. Users require a
mobile mixed-reality device to use the application.
The prototype utilises the rear camera of the device
to identify a horizontal surface on which the model
canbeplaced; see Figure 4. Several surfacesmightbe
identified and the user must therefore select a suit-
able surface by clicking on it. The model will appear
on the selected source and will remain anchored to
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it. At this stage, users can explore themodel by phys-
icallymoving around the projection. Zooming in and
out is carried out bymoving closer to or further away
from the model. This movement is likely to reinforce
the feeling of immersion experienced by the users.
Collaboration is enforced by enabling multiple users
to view and explore the samemodel as shown in Fig-
ure 5 (currently requiringmanual placement and cal-
ibration).

At this stage, the prototype provides indoor AR
projection accessible via mobile device and basic
user interaction and aims to support design manip-
ulations common in desktop-based applications, in
a multi-stakeholder framework. In the next develop-
ment phase, participants will be able to move and
edit geometries and add new elements via their aug-
mented reality mobile devices. The application will
also support the overlay of visualisations of simula-
tion data or sensor data in the formof, e.g., heatmaps
and streamlines. Any manipulation of the projected
environment will influence the result of environmen-
tal simulations, such as windflow, and it will be visu-
alized in real-time. The scene projected aims to be
immersive and dynamic.

Since the application relies on virtual projections
rather than physical tools that may clutter the work-
ing surface (Ishii et al, 2002), the applicationwill allow
the simulation of complex urban scenarios integrat-
ing different types of information layers. The scale
of the virtual model can also be adjusted to specific
needs,whichmeans that theprojectionofdense real-
world design arrangements of buildings and infras-
tructure can be supported.

Figure 4
Screenshot of the
prototype
application
showing several
buildings placed on
a conference table.

Figure 5
Illustration of three
participants
exploring and
discussing a design
proposal using the
prototype AR
application.
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4.5 Link to VirtualCity@Chalmers platform
The prototype presented in the current paper exem-
plifies how a collaborative research platform such as
VirtualCity@Chalmers can be used to support collab-
orative urban planning. However, many of the fea-
tures developed as part of the current work (data
processing pipeline, modeling, simulation, visualiza-
tion, AR user-interaction) are useful in many other
contexts. Thus, VirtualCity@Chalmers functions as
a research infrastructure that may support not only
research focusing on end-users such as urban plan-
ners, but also functions as an infrastructure for visu-
alisation, presentation and dissemination of basic re-
search in large-scale city modeling, such as simula-
tion of urban wind comfort, traffic flow, pedestrian
flow, flooding, and more; see Figure 6.

Figure 6
Simulation and
visualisation of
urban wind comfort
as part of Virtual-
City@Chalmers.

5. CONCLUSION AND FUTUREWORK
In this paper, the development of a first AR imple-
mented prototype for collaborative urban planning
and design has been presented. The prototype ap-
plication allows users to visualise a virtual model and
bring changes to the scene by adding and removing
three dimensional elements.

The application is intended as a tool for urban
and city planning that aims at enhancing collabora-
tion, supporting communication and knowledge ex-
change between stakeholders. So far, the AR proto-
type has only been tested by the development team
and not by domain specific users (urban planners
and designers). Still, from the work with the guide-
lines and the related evaluations it can be assumed

that the platform could improve participatory plan-
ning processes and collaborative design practices as
it would considerably help participants in commu-
nicating their design intentions and understand the
effect of their design choices. By that, the applica-
tion can provide added value for the early stage of
a design process. Further, the possibility of creating
a three-dimensional design helps participants get-
ting a better sense of spatial implication of their de-
sign choices. Multiple simultaneous representations
make it easier to understand the dynamic interde-
pendence of planning issues (Ishii et al., 2002). In-
volvement of multiple stakeholders in urban plan-
ning processes is seen as a way to enhance urban
resilience (ISDR, 2005) by better reflecting the diver-
sity of needs and opportunities and increasing own-
ership of decisions [1].

VirtualCity@Chalmers is in the early stage of de-
velopment and it requires both technical and social
design improvements. Future research will include
visualisation of additional dynamic factors such as
drainage vectors, microclimate analysis, topograph-
ical information, auditorymapping, pattern ofmove-
ments such pedestrian and traffic flow modelling
(Space Syntax), but also more qualitative aspects
such as perception of places. A more advanced ver-
sionof theplatformwill alsoprovideawider selection
of building modules to choose from.

The collaborative potential of Virtual-
City@Chalmers will be tested and evaluated in user
tests with both professionals in urban planning and
students in related subjects. User testing will pro-
vide relevant and necessary feedback to develop the
application further.
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Sketching Immersive Information Spaces
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Peter Vistisen1, Danwei Tran Luciani2, Philip Ekströmer3
1Aalborg University 2,3Linköping University
1vistisen@hum.aau.dk 2,3{danwei.tran.luciani|philip.ekstromer}@liu.se

This paper presents the lessons learned from a design workshop exploring
methods for early exploration of immersive information spaces, such as Virtual
Reality (VR). The methods explored cover design situations both designing for
VR, and designing through VR, in varying degrees of fidelity. The workshops
shared the common factor of attempting to enable a feedback loop between
sketching activities and the more didactic and time consuming prototyping
processes. From our analysis, we found that to achieve true `sketchiness' in an
immersive VR settings, tool proficiency naturally becomes a decisive factor, since
a lot of new techniques needs to be learned and gained experience with.
Furthermore, it is evident that the mental shift, from flat to 360 degree design,
was challenging, but also the enabler of new creative constraints from which the
designer can explore the boundaries of the design space. We conclude by arguing
for the development of more formalized patterns, materials and tools to not just
enable immersive sketching, but also enable grasping the immersive design space
itself by motivating the explorations and happy accidents when `doodling' in the
immersive space.

Keywords: sketching, virtual reality, prototyping, animation-based sketching,
immersive information spaces

INTRODUCTION
When designing immersive information spaces, un-
derstoodas the conjunctionbetweenaphysical pres-
ence, and a virtual layer of digital information, tradi-
tional design tools, such as scenarios, personas, and
mockups, are generally not enough to capture and
sufficiently explore the intended user experience of
the design proposal (Jerald 2016). This aspect is true
both in terms of the feedback loop of the individ-

ual designers iterative ‘design moves’ during explo-
ration (e.g. Schön in Winograd 1996) and in terms of
sharing and critiquing the design proposal amongst
design peers, because of the abstract nature of the
combined virtual and physical design space. In re-
cent years, this problematic area of design has seen
an increased attention mainly due to the maturity
of Virtual Reality (VR) technologies now being avail-
able on consumer andprosumer level, expanding the

Papers - eCAADe RIS 2019 | 25



use cases and portfolio of applied cases for both de-
signing for, and designing through immersive digi-
tal spaces. This extends from broadly oriented con-
sumers appliances in entertainment and games (e.g.
Pallavicini et al 2017, Rosa et al 2016), to more spe-
cializedprofessional use cases in e.g. surgical training
(Huber et al 2017), manufacturing (Seth et al 2010),
industrial design (Berg & Vance 2017), and architec-
ture (Portman et al 2015). Despite these recent de-
velopments in design applications for VR, there still
seems to exist a barrier for how to use it in the early
idea stages of design. Traditionally, these stages
are definedby various interpretations andmanifesta-
tions of ‘design sketching’ (e.g. Verstijnen et al 1998,
Goldschmidt 1994, Buxton 2010). In sketching, the
ideation is informed by creating rapid, evocative, and
non-didactic outputs - as opposed to the definitive
nature of prototypes (Buxton 2010). But the per-
haps most important aspect of design sketches is
their disposable nature - they are plentiful, and cre-
ated through a fast feedback loop of reflection in and
on action (Schön inWinograd 1996), where the ideas
should be allowed to perish as fast as they were cre-
ated. This sketching feedback loop is still a challenge
whenworkingwith immersive technologies like VR. It
could be argued that when applied to display an ar-
chitectural CAD drawing through an immersive 360
degree perspective (Portman et al 2015), the mere
act of viewing a CAD ‘sketch’ in VR is a natural exten-
sion of the sketching feedback loop. However, we ar-
gue that this feedback loop could be brought earlier
in the design process, to the steps before computa-
tional tools like CAD software. This is due to the na-
ture of computerized design tools, which are some-
what already constrained by their own didactic pro-
cedures, and thus less ‘sketchy’ than e.g. the early
hand-drawn sketches or physical mockups, made by
the designer before having any firm grasp of the de-
sign problem at hand.In the study presented in this
paper, we set out to explore how ‘sketchy’ feedback
loops could be achieved when exploring immersive
design concepts in VR settings - both when design-
ing for VR, and when designing through VR. The pa-

per details the findings from a series of design work-
shops, exploring various techniques and methods
for sketching and prototyping immersive informa-
tion spaces aimed for VR. Below we briefly introduce
the sketching and prototyping approaches we based
these studies upon, before introducing the findings
from the workshop.

IMMERSIVE SKETCHING AND PROTOTYP-
ING
One emerging approach for bringing hand-drawn
sketches into a VR environment is the use of equirect-
angular coordinate systems (the same format used
on a traditional world map). Here, a 360 degree map
is flattened anddistorted to fit a 2D surface. Thequal-
ity of these 2D representations are that, if drawn cor-
rectly and taking the distorted perspective into con-
sideration, the output image will be non-distorted in
a VR environment from a first person point of view. A
few examples of equirectangular sketches are shown
in Fig 1 as well as a guiding grid made for sketching.

Equirectangular sketches - the pen-and-
paper of immersive sketching?
Sketching in a equirectangular coordinate system re-
quires the designer to think of traditional straight
lines as curves, and divide the sketching canvas into
’field of views’ where the middle of the paper is the
front view, and the left, right, top, and bottom cor-
responds to looking to to the sides as well as up and
down. This requires the designer to rethink the di-
mensional space of the paper, where specific regions
are more distorted than others. But in its premise,
equirectangular grids is an attempt to transfer the
principles inherent to traditional design sketching as
a way of doing ’visual thinking (Suwa & Tversky 1997,
Goldschmidt 1994, Schön & Wiggins 1992), mimick-
ing the immediate feedback loop of expressing a de-
sign move, seeing and reflecting on the depicted,
and then make a new design move as a response to
how the sketch was ’read’. Equirectangular sketch-
ing shares many qualities of pen and paper, but lacks
one crucial aspect in regard to the visual thinking
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Figure 1
Examples of
sketches made in
the equirectangular
coordinate system,
with the our
designed guiding
grid to the lower
right.

of sketching: the immediate feedback loop. While
the designer can immediately see the specific strokes
and changes made in the equirectangular grid, the
impact of the sketching move on the immersive in-
formation space depicted is first realised when the
paper is copied into a supported viewing platform.
This process canbedone rather quickly, withonly few
seconds between scanning the paper and seeing the
response digitally in 360 degree. However, this also
brings a certain amount of finality to the sketch out-
put being scanned and viewed in 360 degree since
the designers has to assess the sketch is now ’ready’
to be explored as immersive space, and not just as
flat equirectangular representation. This brings the
danger of putting toomucheffort into the sketch, de-
feating the purpose of sketches being timely, dispos-
able and non-committable (Buxton 2010). As such,
the equirectangular sketches are at risk of not being
ambiguous enough to ”...leave big enough holes for
interpretation” (Buxton 2010, 115). The equirectan-
gular sketching approachmay thus act as way for the
designer to explore their concepts on paper in one
prolonged sketching move, before reflecting on the

output and letting others experience and critique it
through the immersive viewing medium later on.

Temporal sketches as amiddle ground
Another potential sketching method for immersive
technologies is temporal sketching approaches, such
as video sketching (Tikkanen, T., Cabrera, AB. 2008),
and animation-based sketching (Vistisen 2016, Tran
Luciani & Vistisen 2017). This approach also chal-
lenges what can be considered sketching. Regard-
less of whether the temporal sketch is based on sim-
ple stop motion effects or edited motion graphics,
theprocessofmakingadesignmove, reflectingupon
it, and thenmaking a concurrent move is challenged
since the digital medium requires the designer to de-
termine more aspects in their head, before express-
ing it visually. Temporal sketching mostly lack the
immersive viewing, since most video and animation-
based sketches tend to be narrative scenarios shown
from a linear structured perspective. While it is pos-
sible to simulate e.g. a first person VR view through
graphic masking overlays, it will still only mimic the
immersive 360 degree space, and not enable the de-
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signer, or other stakeholders, to assess the immersive
aspects in detail, but rather assess the scenario as a
whole user journey. However, with recent develop-
ments in digital authoring tools, the possibilities to
actively create, edit and live-preview changes made
to e.g. 360 degree footage and imagery has shown
potential to actually enable true digital sketching in
a live updated 360 degree preview inside software
such asAdobePremiere andAdobeAfter Effects. This
would blur the lines between temporal sketching,
which tends to be linear, and immersive sketching,
which needs some degree of user interaction, po-
sitions itself along contemporary contributions on
using video and animation in sketching (e.g. Vis-
tisen 2016, Lo�wgren 2004, Fallman, D. & Moussette,
2011). These new emerging uses of the software
was thus our state of art in how temporal sketching
was applied and introduced in theworkshops for this
study.

VR sketching - true immersive sketching
The potential to use VR as a sketching/prototyping
tool has long been recognized by the literature, but
while there have been several studies detailing the
development of tools for VR sketching and mod-
elling (e.g Fiorentino, De Amicis, Monno, & Stork,
2002; Schkolne, Pruett, & Schröder, 2001; Jackson
& Keefe, 2006; Barrera Machuca, Asente, Lu, Kim, &
Stuerzlinger, 2017), there is a lack of literature about
the process of sketching through VR and reflection
on the use of currently available tools. Using VR
tools as sketching media for early design has sev-
eral potential benefits, such as spatiality, allowing
the designer to walk into the sketch, one-to-one pro-
portions, association, using existing objects as ref-
erences in the environment and formability (Israel,
Wiese, Mateescu, Zöllner & Stark, 2009). The im-
mersive experience of VR sketching also allows our
bodies to be part of the design process, making it
possible to use them as reference and consider er-
gonomics early in the design process. Moreover, VR
interaction allows thedesigners to use their hands di-
rectly in the creation process (Petrov, 2018). A recent

study on VR and creativity by Yang et al. (2018) sug-
gests that immersive VRhelps tomaintain amore sta-
ble focus and enables a better state of flow, which re-
sults in a greater creativity performance. The study
compared the creative output in immersive VR using
‘Tilt Brush’ and traditional pen-and-paper-sketches.
While the participants in the studywere only allowed
5 minutes to design their product in respective me-
dia, the results suggest that the immersive VR en-
vironment stimulated novel ideas and inspired the
participants to be free from past ideas. Similarly,
Keeley (2018) studied 19 second year students us-
ing VR sketching tool ‘Tilt Brush’ to explore how VR
sketching impacts on the designer’s ability to pro-
duce concepts and communicate them in concep-
tual design. The post-use questionnaires and focus
groups revealed that the students thought that VR
sketching improved their creativity and their ability
to communicate. The latter was because they could
easier analyze their objects in 3D space instead of on
a flat paper. They also suggested that VR gave them
a better sense of scale, especially with larger prod-
ucts. Moreover, when observing the students, Keeley
(2018) noted that the immersive nature of VR sketch-
ing allowed the creation of concepts from the user’s
point-of-view, such asmaking a sleepingbagby lying
down and drawing it from the inside.

DESIGNWORKSHOPS
The design workshops were a core part of a studio-
based course in immersive information spaces held
at Linköping University. During a period of three
months in fall 2018, seminars and design workshops
were givenwith the goal for students to develop pro-
ficiency exploring innovative concepts for immersive
spaces, like VR. The design workshops were practi-
cal learning activities focused on techniques for de-
signing and exploring individual concepts for an im-
mersive space. While all students chose to use VR
as their final medium, various types of sketches were
produced along the way. Some immersive concepts
were explored through 2D sketching tools, which we
label ’sketching for VR’, while others were being cre-
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ated in the 3D immersive environment, which we
label ’sketching through VR’. The design workshops
were divided into two parts to introduce tools and
techniques to enable sketching for VR and sketching
through VR respectively.We, the authors, were facili-
tators at the workshops and gathered data through
observations and field notes. We also collected
the students’ produced materials such as work-in-
progress sketches, final sketches, and their own writ-
ten reflections. The data was used to examine and
analyze the design process of their concept devel-
opment.We examined the design process of six of
the students with explicit consent, all accordingly
to the GDPR regulations. They were all second-year
students at the same Design master program, but
hadbackgrounds in various different designdomains
such as graphic design, web design, and product de-
sign. Through previous project works within the pro-
gram they had all been exposed to sketching and
prototyping approaches, but they were all novices
with regards to VR. This particular course in immer-
sive information spaces focused even more on the
explorative aspects, giving the students the oppor-
tunity to further develop their sketchingmind-set. In
the analysis we have arranged the cases into a series
of induced themes for which the included case is ex-
emplary of - not necessarily presenting each case in
its full extent, but comparing and including different
cases under the same theme.

INSIGHTS FROM THE DESIGN WORK-
SHOPS
In this section we show selected examples from the
two workshops highlighting lessons learned about
sketching and prototyping when designing immer-
sive information spaces.

From idea to sketch to prototype - a hori-
zontal slice of appliedmethods
A project concerned with designing a virtual un-
derwater exhibition about historical shipwrecks was
an example of a horizontal slice of all introduced
methods from the workshops. The student initially

sought to convert flat graphics into equirectangu-
lar images digitally, but quickly realised an issue of
non-panoramic graphics distorting heavily when ad-
justed to an equirectangular grid. Instead, the stu-
dent experimented with mocking up an equirectan-
gular landscape of graphics in the grid. Afterwards,
the student took the experiment into VR and ex-
plored the consequences of the arrangement. An ex-
pected next ‘sketching move’ would have been to
make adjustments to the design (a refinement) or
make a newversion based on the reflection from see-
ing the sketch in VR (an iteration). However, the stu-
dent expressed that this sketch was only an experi-
ment which “...enhanced the level of immersion and
understanding of how the final VR experience might
feel”. As such, the equirectangular graphics were not
a concept on itself, but rather an ‘investigation’ of the
design space, rather than a conceptual ‘explorative’
sketch (see Olofsson & Sjölen 2007). This inquiry into
the design space is akin to traditional rough doodles
exploring the design space, but with little direction
towards true ideation of new solutions.

Figure 2
Examples of the
immersive sketches
and prototypes
made of the ‘virtual
diving cage’
concept. The first
equirectangular
investigation of
design space in a VR
viewer (left), and
the first refined
conceptual
exploration of the
experience of a
diving cage (right).

This led the student to actively direct his efforts in
using the equirectangular guiding grid as the ba-
sis for sketching his new concept idea of a ‘virtual
diving cage’, effectively taking inspiration from the
prior sketch, butnowwith considerations aboutwhat
the user could experience and interact with the im-
mersive experience. This process took place inside
Adobe Premiere, with the possibility to get immedi-
ate feedback through live-rendering and the built-in
360 degree viewer, allowing for explorative sketch-
ingmoves, where the student both refined andmade
different iterations of the diving cage concept. The
student also tried to transfer his sketching process
to the VR design applications ‘Masterpiece VR’ and
‘Tilt Brush’ to experiment with not just sketching for
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VR, but directly through VR. While this provided the
benefit of not having to make the mental transla-
tion from equirectangular depiction to 360 degree
viewer, these tools also presented both some practi-
cal and ergonomic challenges for the sketching pro-
cess. A practical challenge was how these immer-
sive VR applications were “...constrained to one room
and as far as we saw, there was no way of creating
several scenes and jump between them”. This was
opposed to the relative freedom of expression ex-
perienced with the equirectangular sketches, which
were challenging to get an initial grasp upon, but of-
fered more versatility.The student used the VR appli-
cation ‘StoryboardVR’, and transcended into trying to
make a more refined version of the diving cage con-
cept, coming closer to the look and feel of the con-
cept’s visual design and interactions. This tool use
was thus more akin to the resolving and specific na-
ture of prototyping, seeking to narrow down choices
in the design space rather than diverging towards
exploring new directions. Here, the student expe-
rienced the benefit of having sketched digitally in-
side Adobe Premiere earlier, since the digital assets
could be transferred directly into ‘Storyboard VR’ -
essentially enabling a transition between sketching
and prototyping without turning to a new ‘material’.
What was obtained was a more true immersive re-
sponse due to the VR applications ability to provide
not just 360 degree orientation, but also parallaxed
depth. The details being explored was seen adding
a significant progress towards asking specific ques-
tions of e.g. how a user should interact when facing
a specific part of the experience. The application thus
promoted the creation of more detailed assets in tra-
ditional 2D design software, and arranging them in
VR afterwards. As such, the student did not make
gradual sketching loops anymore, but rather speci-
fied the details of his design prior to prototyping the
exact scene in the software. Some iterations did ap-
pear, in regards to how to arrange the pre-produced
elements, with new ideas about e.g. the design of
graphical overlays on the underwater setup arising
from seeing the placement live in the VR environ-

ment. This shows that even when prototyping, the
need to explore and immersive yourself as designer
into the VR design space also fosters ‘sketchy’ be-
haviour - even though the assets used are premade
outside the VR setting.

Figure 3
The arrangement of
previous designed
graphical elements
in underwater
backdrop in
‘Storyboard VR’
(left), and an
example of the
student attempting
to design user
interfaces and
simulate an
interaction in the
application (right).

However, a significant drawback experienced while
using ‘Storyboard VR’ was that although the expe-
rience is immersive, there is no way to add real in-
teractivity. While the application lets the user cre-
ate more ‘scenes’ and flip between them like a sto-
ryboard, the lack of more elaborate user interactions
with e.g. virtual elements was experienced as a bar-
rier to move the prototyping further. This prompted
the student to apply temporal video- and animation-
based sketching methods. Initially this was intro-
duced as a ‘middle ground’ between the equirectan-
gular sketching and the VR applications used for pro-
totyping. But in this case, the student needed amore
free form to further develop his prototype in terms
of exploring the interaction design, but also to think
about about the entire scenario of the proposed
concept as a whole. The student thus combined
graphical elements made for both the equirectan-
gular sketches and ‘Storyboard VR’ and edited them
together in Adobe Premiere, adding masking over-
lay to simulate the edges of a head-mounted dis-
play. Inside this simulated field of view, the student
animated a virtual hand interacting with the ship-
wreck and other items from within the diving cage.
Other graphical elements, such as video and text an-
notations, weregradually added to create a complete
concept for the interaction, and the resulting infor-
mations shown to the user. Finally the student cre-
ated an animated video scene from outside the VR
environment, showcasing some contextual consider-
ations forwhatwouldhappenbefore andafter theVR
experience itself.
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Figure 4
The final temporal
sketches made to
simulate
interactivity from
1st person (left),
and the overview of
the pre-experience
context of the VR
application (right).

In this instance, what we thought would be a mid-
dle ground turned out to be the last step of the pro-
cess - adding contextual details and narrative flow to
the entire user experience of the proposed immer-
sive concept as awhole. The temporalmediumswere
limited in terms of enabling true immersive VR explo-
ration, but enabled the combination of many differ-
ent types of visual materials to simulate the specific
features the students lacked the ability to express
through VR. Interestingly, almost all projects apply-
ing the temporalmethods choose to showabit of the
context of use through these techniques, emphasiz-
ing the importance of not just thinking of the sketch-
ing for the immersion of the concept alone, but also
address the ‘before’ and ‘after’. Again, the temporal
applications were assessed to have their own limita-
tions, mainly that they had to be ‘hacked’ to work
well for design sketching, and not just for traditional
video editing. Furthermore, the static nature of video
also left the studentswith questions still unanswered
about the possible use cases which might arise with
their concepts - not easily testable without realising
full functionality in VR.

Sketchingasdoodling -buildingasketching
literacy for a newmedium
Doodling in traditional sketching is method of let-
ting the pen go and seeing what happens. Doodling
is without goal and intention, but as the designer
doodles, at any time there might be a “happy acci-
dent” which sparks a direction for more intentional
sketching. This doodling mindset can also be used
when exploring a concept in a new medium, as ex-
perimenting with the tool’s capabilities and how it
can be used is asmuch an exploration of themedium
as the concept itself. One student experienced a
turning moment in the process when she let the VR
tool direct her in her concept development, explor-

ing and experimenting with the assets and function-
ality that were available in the tool instead of try-
ing to force it to do what she had in mind. Another
student was initially frustrated with the interaction
space limits in VR, describing how she often got lost
in the virtual world and ended “bumping into” the
edges of the interaction space, seeing the blue grid
signifying that a physical barrier is close by. However,
when she decided to make use of the limitations, it
inspired her to create an interaction concept where
she took away the ability to teleport around in the
virtual world and used the limited space as a way to
convey the powerlessness of not being able to walk
away when subjected to the racial injustice in her in-
teraction concept. Thus, exploring the limitations of
the software presented new creative constraints of
‘being boxed in’ which developed the concept even
further; exploring the medium and tool became in-
tegrated into the sketching loop itself. Both of these
examples could be thought of as a conversation with
the sketching tool andnot justwith the sketch. By let-
ting the affordances of the tool guide them, they set
themselves up for “accidental discoveries” and used
the limitation of the tools as a creative input rather
than a hindrance.

Figure 5
Stills from the
immersive
experience of being
subjected to racism.
The top left image
shows the first
scene, a park where
police radio sound
clips are played in
the background.
The other three
pictures show the
second scene, a
convenience store
where a person is
following you and
looking at you from
behind shelves,
with a heartbeat
sound playing as
the person gets
closer.

Throughout the course, we noted that the students
struggled to sketch exploratory. Many were focused
on communicating a concept that they imagined in
their own head and got frustrated that they were not
proficient enough to use the tools and techniques
in a “sketchy way”. One student expressed that she
“wasted a day” with the equirectangular grid. An-
other felt that she could not express what she was
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imagining in her head and complained that “because
I don’t know the tool [...] I just do what the tool can
make”. Because of the difficulties to use the non-
idiomatic sketching tools, they felt that they invested
so much in each “sketch” that they were not actually
making idea sketches, as they were neither dispos-
able, plentiful or quick. Thus, while we have used
the term “sketching tool”, the insights suggest that
the tools do not allow sketching straight “out of the
box”. They all need to be appropriated to accommo-
date sketching, especially when the medium is non-
idiomatic, such as equirectangular projection, as the
sketching tool will most likely also have that charac-
ter.

Sketching process does not always go from
low fidelity to higher fidelity
In most traditional design processes, concept devel-
opment tends to progress from using low fidelity (lo-
fi) tools to create sketches, such as analogue hand-
drawn sketches, to higher fidelity (hi-fi) tools to cre-
ate prototypes, such as physical mockups and digital
CAD models. Even though we organized the work-
shops to mirror this tradition by starting with lo-fi
tools before the sessions with hi-fi tools, the students
were free to choosewhat techniques and tools to use
for their individual projects. Analyzing the students’
design processes after the fact shows that starting
with lo-fi before moving on to hi-fi tools and tech-
niques is not always the preferred way when sketch-
ing for VR. Some students even found lo-fi tools ir-
relevant and ”useless” for sketching their VR concept
and felt the need to immediately experience first-
hand the non-idiomatic aspects of VR. ”I think the 3D
sketching toolsweremorebeneficial [...] because you
are able to create and experience this scene by your-
self. This I considered as a major learning: it helps
immensely to just immerse yourself in the scene you
are creating in order to develop it.”For some students
it made more sense to start sketching with hi-fi tools
such as ’Storyboard VR’ or ’Tilt Brush’ because they
are used more like traditional tools that the students
already were familiar with, compared to animation-

based sketches using lo-fi tools such as an equirect-
angular sketches and rough animations, which re-
quires a completely different skillset. ”While using
Storyboard VR was entirely new to me it allowed me
to create experiences inside of it with knowledge
that I already had.”Despite the advantages hi-fi tools
seemed to have, it does not make lo-fi tools redun-
dant in the process of sketching for VR. The outcome
of using hi-fi tools easily becomes too detailed which
could cloud the purpose of sketching. ”In my con-
cept video [...] trying two different methods, both of
which looked rather sketchy [...] Being able to move
assets inside the 3D space sort of like how objects
behave in a design program like Illustrator or Photo-
shopwouldmake for an extremely precise andbetter
workflow.” In other words, using hi-fi tools can unfor-
tunately invite someone to get focusedondetails too
early in the explorative process and prohibit a quick
and sketchy approach.Another reasonwhy sketching
directly through VR may not always be preferred is
the risk of cybersickness, i.e. motion sickness felt in
VR. While this is a well-known challenge when using
VR applications (LaViola 2000), the issue seems to be
heavier representedwith VR applications that are not
just delivering a specific predefined streamlined ex-
perience. This might be due to the often quick and
unnatural movements and positions needed to e.g.
sketch a detail underneath an object made in ’Tilt
Brush’, which might increase the risk of experiencing
cybersickness. The issue of cybersickness was clearly
articulated as an issue holding the students back in
fully realizing valuable sketching loops through the
use of VR applications. Two of the six students expe-
riencedmajor cybersickness in the sense that it actu-
ally hindered their work process. One of the students
took a pill against seasickness in an attempt to over-
come the cybersickness, but unfortunately it did not
help. In order to minimize their time spent in VR, the
students found alternative ways of preparing assets
at a computer, for example by using ’SketchUp’ that
they could import into a VR-app such as ’Tilt Brush’ to
test and tweak scale and position. It all comes down
to picking the right tool for the task based on the
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purpose of the sketching activity and the individual’s
skills and abilities or limitations. As with most design
projects some students experienced or noted that it
was beneficial to take an iterative approach moving
between lo-fi and hi-fi tools, but the fidelity of the
tool or produced result does not necessarily reflect
whether it is a sketch or a prototype.. ”Sketching 2D
helped me converging, while sketching 3D helped
me diverging again. A reiterative rhythm that I be-
lieve would be incredibly interesting to repeat and
continue”.

REFLECTIONS
This paper has presented our insights into introduc-
ing immersive sketching approaches to design stu-
dents with little prior experience with designing for
and in virtual reality. Since the data samples are lim-
ited to the two workshops, the insights are tentative
in nature and not conclusive. However, they do high-
light some interestingaspects about sketching in and
for immersive environments that can inform further
studies and futureworks.Amajor findingmight seem
obvious: 3D sketching is hard to grasp. The basic
ability to understand the 360 dimensionality of the
VR environment showed to be the most challeng-
ing aspect for the design students. This seems like a
paradox, since many of the concepts dealt with spa-
tial aspects, and thus the 3D design space should
in theory augment the design process. However,
from our analysis we argue that the observed chal-
lenge to grasp the immersive design space is due to
the fact that immersiveness is not a traditional as-
pect of sketching, but rather an aspect of much later
phases in design, leading to a lacking idioms and
conventions for how to actually reflect in and on ac-
tion about the sketches made both for and through
VR. While we observed some instances of what could
be interpreted as sketching feedback loops, most of
the true sketching happened either in traditional 2D
mediums like pen and paper, or through simulating
only one perspective of VR at a time through iter-
ative video sketching. Where the sketchy behavior
arose in the VR setting was when the tool limitations

provoked the design students to reframe their ideas
to fit the technical constraints of both the author-
ing tool as well as the VR technology itself. We ar-
gue that this is an effect of the unconventional tools
applied - even VR design tools like ‘Storyboard VR’
and ‘Tilt Brush’ are not tailored for iterative sketching,
but rather for mocking up premade scenes or artis-
tic endeavors. These unfamiliar, non-idiomatic tools
make it challenging to achieve the ideal ‘reflective
conversation’ with the material, because of a con-
stant resistance from the design material. Since the
students were unfamiliar with the tools, they had to
devote a lot of time to each “sketch”, which shifted
the reflective conversation into an “output mono-
logue”. Thus, using non-idiomatic tools for reflective
conversation probably requires higher sketching lit-
eracy to be able to sustain the “sketchy” mindset.
To build sketching literacy for the new medium we
found that it was beneficial to explore the tool’s ca-
pabilities with a “doodling mindset”, i.e. to let the
affordances of the tool guide in order to have a re-
flective conversation with the sketching tool. That
opened the mind to view unintended outcomes as
“happy accidents”.Immersive sketching is still in its in-
fancy andmanyof our findings canpotentially bedis-
missed as ‘just being lack of design experience’ with
both the domain and its tools. However, both the
practical issues of enabling non-interrupted sketch-
ing loops, and the ergonomics of prolonged sketch-
ing through VR without suffering from motion sick-
ness, also points to the need of better tools for early
exploration for and through VR. Our attempts with
equirectangular and temporal sketching show that
different needs, besides the ability to be fully im-
mersed in VR, may arise and that the sketching envi-
ronment and the literacy required to navigate these
will probably need requiremore than one tool or one
approach to fully enable immersive sketches to be
done and be valuable early in the design process.
Therefore, we end by arguing for the development
of more formalized patterns, guideline materials and
tools (e.g. equirectangular guiding grids, VR annota-
tion tools etc.) to not just enable immersive sketch-
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ing, but also enable grasping the immersive design
space itself to truly achieve sketching feedback loops
for VR in design.
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To fulfil the specific purposes of a three-year research project we are working on
(to reconstitute the Monastery of Santa Cruz of Coimbra in 3D, and its situation
in 1834, before the partial demolitions of the late 19th and early 20th centuries
took place) we became interested in the possibilities of fusion between Augmented
Reality and Virtual Reality - an interactive experience generated by a computer
that takes place inside of a simulated environment. These two emergent
development fields gave birth to what was recently coined as Mixed Reality and
the environments created can be analogous to the real world or they can be based
in imaginary environments. We have two basic aims for this initial research: first
to create the tools to provide knowledge and wisdom (knowledge with emotions)
around lost heritage. The second aim, profoundly related with the first one, is to
create a methodology and software capable to surpass a Turing-type Test for
Virtual and Augmented Reality, where the observer could be immersed in an
environment where virtual outputs and feedback can be greater or, at least,
similar to the real world.

Keywords:Mixed Reality, Virtual Reality, Augmented Reality, Lost Heritage,
Monastery of Santa Cruz of Coimbra

* Thisworkwas financed by FEDER - FundoEuropeude
Desenvolvimento Regional funds through the COM-
PETE 2020 - Operacional Programme for Competi-
tiveness and Internationalisation (POCI), and by Por-
tuguese funds through FCT - Fundação para a Ciência
e a Tecnologia in the framework of the project 30704
(Reference: POCI-01-0145-FEDER-030704)

THE SANTA CRUZ RESEARCH PROJECT
The Santa Cruzmonastery, in Coimbra, of the Canons
Regular of St. Augustine, founded in 1131, was
one of the major religious houses of Portugal before
the religious orders were extinguished, by decree of
the new liberal government, in 1834. The follow-
ing abandonment of the building and its application
to the most diverse uses led to the progressive loss
of important artistic and architectonic heritage. No-
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table architectonic features can still be seen today,
such as the late-gothic church, the church’s chan-
cel (that hosts the tombs of the first two Portuguese
Kings), the late gothic cloister and refectory, the re-
naissance Manga fountain, the mannerist vestry and
the baroque sanctuary. However, important parts
of the monastery were destroyed during the late
19th and early 20th centuries, such as the monastic
façade and entrance cloister (whichwere substituted
by the new Town Hall building of 1876-79), the 110-
meter-long renaissance dormitory, the Manga clois-
ter (which surrounded the remaining fountain) and
the medieval/baroque bell-tower. This destruction
largely affect the overall perception, amongst mod-
ern day visitors, of the scale and monumentality of
the monastic complex during the later years of its
original function.

This is why we thought of setting up a research
project that could put together both history of art
and history of architecture with the new technolo-
gies, particularly in the fields of Virtual and Aug-
mented Reality. Our project proposal was welcomed
and selected in anational competition and is nowbe-
ing funded by the Portuguese Research Foundation
(FCT- Fundação para a Ciência e a Tecnologia, research
project code number 30704). The aim of the Santa
Cruz research project is to allow for a renewed under-
standing of the Santa Cruz monastery’s erased past
through the use of Virtual Reconstructions of its lost
architectural heritage that can be perceived through
Virtual Reality devices, whichwill be available for visi-
tors of themodern building and site (personal Smart-
phones can also be used to download and watch the
3D VR 360 contents on site, matching the architec-
tural remains).

Of course, we will rely on the work, knowledge
and expertise of several researchers in several fields,
some of them directly connected with the research
project, such as archaeologists (Alarcão, 2011), art
historians (Dias & Coutinho, 2003; Craveiro, 2011),
photography historians (Ramires, 2001) and archi-
tects (Lobo, 2006; Couto, 2014) which will account
for the physical state of the monastic complex in

the mid-19th century, before the main destructive
actions took place.In our research project the over-
lapped geometrical information can assist the exist-
ing environment with missed architectural elements
that are presented, masking important areas of the
existing environment with data from other epoch or
context. This new/old information will be faultlessly
linked with the real environment in an immersive
experience.The primary value of Mixed Reality tech-
nologies applied to our research project is that they
will bring components of the digital world into a per-
son’s perception of the real world, not just as a sim-
ple display of data, but through the integration of
immersive sensations that are perceived as natural
parts of an environment.Main overlaps that we are
aiming to build are the elevation of the original clois-
ter surroundings around the remaining Manga foun-
tain (in order to re-insert this magnificent Renais-
sance architectural piece into its original built envi-
ronment), the reconstitution of the monastic Renais-
sance façade beside the remaining church façade,
and the insertion of the magnificent human scale
sculptural terracotta ensemble of the «Last Supper»
(executed by Hodart between 1530 and 1534 and to-
day at theMachado de Castro NationalMuseum) into
its original setting, presiding over the monastery’s
still standing refectory hall.From our work, other de-
velopments can be attained in the near future, such
as going further back in time, to the original Ro-
manesque church and cloister, which were substi-
tuted in the early 16th century by the still standing
church and cloister structures.

THE GLOBAL CONTEXT
Cultural and Creative industries are globally recog-
nized, nowadays, as one of the most relevant eco-
nomic factors of growth and job creation. In Europe
particularly, where these industries represent around
5% of the European Union’s GDP (Forum D’Avignon
& TERA consultants, 2014), it is vital to study and
promote the uniqueness of its cultural heritage sites.
UNESCO World Heritage sites compromise 40% of
global tourism revenues from cultural products re-
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lated with the local monuments, arts and crafts. The
Santa Cruz monastery is not a World Heritage Site in
itself but belongs to the Property Area of the Uni-
versity of Coimbra which was recently granted with
the UNESCO World Heritage classification in 2013
(url: worldheritage.uc.pt). Approximately 10% of
the European Union’s GDP comes from International
Tourism activities.The rapid arrival of digitization and
the associated shift in the way people apprehend re-
ality is forcing the Creative Cultural Industries (OECD
designation) to develop newgrowth strategies to im-
prove this almost trillionaire industry. The CCI’s boast
€558 billion in value added to national GDP’s in 2011
(Forum D’Avignon & TERA consultants, 2014)To ac-
complish the specific purposes of a Creative Cultural
Industries related project, we became interested in
the fusion of Virtual Reality and Augmented Reality,
two emergent development fields that gave birth to
whatwas coined asMixed Reality (Milgram&Kishino,
1994).

MIXED REALITY ERA
Contemporary authors/artists such as Maurice Conti
and Zenka (Jenny Carden) suggest that we are at
the dawn of a new age of human history defined by
the way we apprehend knowledge.This last revolu-
tion - the Information Age - is connecting us to re-
alities far beyond our natural senses, giving birth to
Augmented Reality, characterized by cognitive aug-
mentations anchored in our basic sensory system,
providing an interactive experience of a real envi-
ronment where the elements of reality are nurtured
with digital information, across several senses, to em-
pathize certain aspects of reality. Augmented Real-
ity allows computational systems to help us to ob-
serve and think, based on the way our nervous sys-
tem was developed and pre-wired, as well as allow-
ing us to communicate symbolically in several cul-
tural contexts (nature and nurture).To fulfill the spe-
cific purposes of the three-year Santa Cruz research
project we are working on, we became interested in
the possibilities of fusion between Augmented Real-
ity andVirtual Reality - an interactive experience gen-

erated by a computer that takes place inside of a sim-
ulated environment. These two emergent develop-
ment fields gave birth to what was recently coined
as Mixed Reality (Milgram & Kishino, 1994) and the
environments created can be analogous to the real
world or they can be based in imaginary environ-
ments. Unlike AR or indirect AR, Mixed Reality is not
based on the simple superimposition of layers of in-
formation to create enriched contents. Mixed real-
ity worksmainly with tridimensional maps of the sur-
roundings (figure 1) to interconnect the real and the
virtual elements insideaphysical paradigmthat leads
us to a better understanding of the reality or, if we
pretend to, can lead us to a better illusion. Neverthe-
less, other sensory feedback like andauditory and the
haptic (as defined by Gibson, 1968) have been also
explored.

Figure 1
Our first tests were
done inside a Jesuit
chapel that belongs
to Coimbra
University
Department of
Architecture
(cloud-point
survey). First
rehearsals of
modelling
environments by
automatic methods
in order to generate
3D faces based on
point clouds
provided by laser
scans: 3D faces of
the Jesuit chapel
benches.

To enhance the sensory and intellectual experience,
our project also combines explicit and tacit knowl-
edge. For instance, the public can read or hear of de-
scriptions of Hodart’s «Last Supper», or visit the hu-
man scale sculptural figures at themuseum room (set
in a much larger space, according to a relatively ran-
dom disposition), but they will also be able to look
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around and experience the sculptural ensemble in a
more correct assemblage and placed in other, more
constricted, settings such as the original one was - a
small room over the Santa Cruz monastery refectory
top wall.

Figure 2
Human scale figures
of the terracotta
ensemble of the
«Last Supper» by
Hodart, of 1530-34,
at the Machado de
Castro National
Museum, Coimbra
(Christ, St. Peter
and an apostle).

This idea, to make the biblical «Last Supper» expe-
rience as real as possible, was in fact attempted by
Hodart himself with his original sculptural recreation
(figure 2). With the technology and knowledge of
his time, and alike the immersive big paints drawn
in perspective views during the Renaissance (such as
Leonardo’s own «Last Supper» at Santa Maria delle
Graziemonastery inMilan), the intentionwas there to
experience this biblical primordial context with the
maximum of fidelity.

ABOUT THE “VR TURING TEST”
In 2016, Renshaw, Sonnenfeld and Meyers proposed
at the Human Factors and Ergonomics Society An-
nual Meeting the ground rules for a future develop-
ment of a Turing type test for Virtual Reality in or-
der to pursue the objectives of the imitation game
created by Alan Turing in 1950 (Renshaw, Sonnen-
feld & Meyers, 2016). This challenge, initially fo-
cused on aspects related with Artificial Intelligence,
also promotes studies of how humans construct a
judgment about the veracity and tangibility of their
routine observations. Accordingly, a “Virtual Real-
ity Turing Test” is shaped and used as a reference
for the accomplishment of created immersive envi-
ronments.The observers submitted to the “VR Turing
Test” are, firstly, the visitors of a prototype display
where digital versions of some human scale sculp-
tures of Hodart’s «Last Supper» (figure 3) are taken
from its actual andwell knownenvironment - themu-
seum room previously referred to - and abruptly in-
serted into other architectural spaces with scarce re-
lation with the actual (or even the original) context.

Figure 3
3D face (rendered
and wireframe)
reconstruction of
missed parts of
sculptural elements
based on edge
analysis applied to
figures of the «Last
Supper» by Hodart.
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In fact, we have essayed placing three central figures
of the sculptural ensemble (Christ, the assumed St.
Peter, and St. John) in the former Jesuit chapel of
the University of Coimbra’s Department of Architec-
ture (figures 4 and5). Reactions fromobservers could
be video-recorded in order to verify themomentarily
accomplishment of the “VR Turing Test”. Instinct re-
actions such as surprise or distress, as well as other
more complex responses such as the verification of
the physicality of the sculptures, could also be ver-
ified. A similar experience will be attempted here in
Denmark, in aworkshopweareorganizing for the7th
eCAADeRegional International Symposium, inwhich
we will place some of the «Last Supper» figures at
the table of the CREATE building refectory in Aalborg
(«Dinner at the Table: VR/AR Convergence applied to
the ‘Last Supper’»).

We are aware that all the efforts made nowa-
days to implement a real-like environment will be
improved by the refinement of techniques and by
Moore’s law effect (Moore, 1965), which can be ob-
served in several emergent technological fields. All
these problems will be solved in a near future by the
acceleration of the information processing capacity.
The “brute-force” applied to creating anticipated in-
teractions between real and virtual elements, as well
as the infamous apparatus needed for the immer-
sive experiments can be, in a matter of time, sub-
stituted by disruptive technologies capable to pro-
viding direct visual brain encoding, similar to what
we already have for sound reading with cochlear im-
plants. Meanwhile, the methodologies applied in
this project can be improved in order to persecute
the “VR Turing Test” in all the knowledge contents of
the Santa Cruz project.

Figure 4
Raw image of the
insertion of three
«Last Supper»
figures into a totally
different context.
Both the statues
and the observer
are inserted in the
artistic installation.

Figure 5
Part of a raw 360 by
180 degrees 4k
stereoscopic image
simulating the
intercalation of the
«Last Supper»
sculptures placed
between real
chapel benches
previously 3D
scanned and
photographed.

MIXED REALITY CONTEMPORARY EDGES
Commercial contemporary VR glasses, and contents
provided to them, are normally limited to three de-
grees of movement (rotation around x, y and z axis).
Other can be simulated but are not coherentwith the
user’s movement. Every day, new technologies are
being launched into the market. Nevertheless, the
majority of hardware and software providers are not
evolving in the direction of new interaction capabil-
ities. Interaction tools are still largely in the joystick
era and don’t give us any particular motivation to ex-
plore these rudimentary game-like interfaces.On the
other hand, the state of the art technologies in Aug-
mented Reality are based in glasses where low qual-
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ity 3D digital images are mixed with the real world.
In short, 3D computer-generated imagery is super-
imposed over reality using one or several layers of
transparent screens where a digital light field is pro-
jected. Despite the accelerated technological ad-
vances, there are several limitations in these current
tools for Augmented Reality. The limited field of view
onwhich digital images are projected, the image res-
olution itself and the real-time rendering limitations
are some of the contemporary main restrictions to
an immersive experience.Ideally, this type of Aug-
mented Reality technologies should map the world,
placing virtual objects into reality. For example,walls,
floors and tables should be detected to coexist with
the digital 3D contents created or translated from
other contexts. Both structural and geometrical un-
derstanding of reality, as well as some semantic un-
derstanding of the way in which we interpret reality
is needed to produce the immersive effect.

TECHNOLOGICAL DETAILS OF OUR RE-
SEARCH
Like Eduard T. Hall mentioned in his book The Hid-
den Dimension (Hall, 1966), there are several differ-
ent ways which our brain uses to interpret the space
that surrounds us. In our research project we are fo-
cused in the following aspects of space interpreta-
tion:

• Dropped shadows (coherence and hierarchy);
• Illumination (intensity and colour);
• Focal distance (the focal point can be part of the

story telling technic like we are used to practice
in photography or cinema. The elements that
we want the observer to be focused on are the
ones we will, literally, focus on at the final cut);

• Parallax (slicing several spherical views and re-
making them through a programmed process);

• Fog or atmosphere density;
• Interaction between the sound heard in real

space and the introduced sound environment
(eco and noise reduction);

• Coherent sound directions (binaural).

Instead of leaving to the glasses the effort of read-
ing the 3D environment in real time, our method-
olgy is being tuned to a state of the art technology,
where 3D laser scanning and 360º images are com-
bined to provide both stereo images and 3D vec-
tor information. These techniques and technologies
give us the opportunity to make several geometrical
and image refinements that can be given to the fi-
nal observer as a high quality stereoscopic 360º im-
mersive experience. To create 360º parallax environ-
ments, firstly we have to take several Ultra High Def-
inition (UHD) spherical photos according to the di-
rections and spots where we want to intensify the
observer’s experience of immersive parallax perspec-
tives. Secondly, all the photos are subjected to a
programmed process where each spherical photo is
combined/remixed with other several photos in or-
der to obtain parallax views keeping, at the same
time, the notion of continuity between the several
slicedpiecesneeded toobtain theparallax effect. An-
other process that is made in parallel is the 3D laser
scanning of the spaces where we want to introduce
new information. In this case, the raw scan is pro-
cessed with Artificial Intelligence (A.I.) in order to ra-
tionalize geometries presented in the point cloud.
In the great majority of the architectural cases, hu-
man hand is needed in order to reduce drastically the
quantity of information presented after a A.I. shape
rationalization. After the geometrical validation of
the 3D faces, UHD renders are done based on the
spots and lens used to photograph the 4K 360º par-
allax environments. Finally, both environments are
creatively mixed in video.

RESEARCH PROJECT SITUATION POINT
At the moment, in our research project, we are de-
veloping two main VR-AR convergences which will
be able to be experienced by future visitors to the
Monastery of Santa Cruz and to its surrounding area.
The firstwehave already partially unveiled andhas to
dowith the reinsertionof the terracotta “Last Supper”
ensemble in its original setting - a former elevated
space that existed on the top wall of the monas-

42 | eCAADe RIS 2019 - Papers



tic refectory. Although the late-gothic refectory still
stands, the space where the “Last Super” was origi-
nally placed has been destroyed and the Renaissance
opening, through which the composition could be
seen, has been walled. We have already surveyed,
with cloud-point technology, the eleven figures of
Christ and the Apostles, one torso and one head that
are kept and exhibited at the Machado de Castro Na-
tional Museum, in Coimbra.

Figure 6
Cloud-point surveys
of the Santa Cruz
Monastery
refectory.

With the help or art historians and specialists in
Renaissance perspective, and by working upon the
3D models, we will try to reconstitute their origi-
nal disposition, since no photographs remain of the
time before the sculptures were taken away from the
monastery, in the mid-19th century. In this way we
will have to reconstitute the classical opening, the
space behind it and the scene itself by means of a
virtual 3D model, which will then be associated and
mixed with a 360º parallax photomontage environ-
ment of the refectory hall or with raw scan optimiza-
tions of cloud-point surveys of the same space (figure
6). The terracotta sculptural ensemble can then be
perceived as belonging to its original place through

the use of Oculus-Go or VR headsets for current use
smartphones.

A second exercise, almost opposite to the first
we have just described, will be to recreate in 3D
and through the visualization of old photographs,
the built structures that surrounded the Renaissance
Manga fountain tempietto and thus constituted the
Manga cloister. These surrounding structures have
been totally destroyed since the late 19th century
and the remaining fountain tempietto is set today in
themiddle of a public urban gardenwith direct phys-
ical and visual access from the street (figure 7).In this
waya fountain tempietto thatwas idealized for aquiet
and contemplative enclosure is now exposed to the
hustle of city life, a situation which totally alters both
the architect’s and the patron’s original intention.

Figure 7
Photograph of the
Manga cloister and
baroque bell-tower,
Santa Cruz
Monastery,
Coimbra, cª 1880,
and Manga
fountain
/tempietto/ today.

Hence, we are now developing a 3Dmodel of all sur-
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rounding structures which also include the baroque
bell-tower (demolished in 1935) which could be seen
from inside the cloister towards the North. We will
thenmerge the 3Dmodel of the surroundings with a
raw scan optimization of a cloud-point survey of this
outstandingarchitectural piece (figure8) orwith360º
parallax photomontage of the existing fountain tem-
pietto (figure 9).

A third convergence we are also considering to
develop, in the near future, will be the “substitution”
of the actual Town Hall, built in 1876-79, by the 16th
century monastic façade that stood beside the im-
posing late-gothicmonastic churchof SantaCruz. On
the opposite side of themonastic church wewill also
proceed with the replacement of the actual façade
of the Santa Cruz Café by the former elevation of
the parochial church of St. John. The former eleva-
tions can be tracked down in a 1796 drawing and in
mid-19th centurywell-knownphotographs (Ramires,
2001; Dias & Coutinho, 2003).

Figure 8
Raw scan
optimization of
cloud-point survey
and automatic 3d
modelation: sector
of the Manga
fountain tempietto.

CONCLUSION
Concluding, there are two basic aims of this initial re-
search: first to create the tools to provide knowledge
and wisdom (knowledge with emotions) around lost
heritage. The second aim, profoundly related with
the first one, is to create amethodology and software
capable to surpass a Turing-type Test for Virtual and
Augmented Reality, where the observer could be im-
mersed in an environment where virtual outputs and
feedback can be greater or, at least, similar to the real
world.
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Figure 9
3Dmodel of the
former Manga
cloister and bell
tower with
photomontage of
the existing
fountain
/tempietto/ in the
center.
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Expressive design visualization is critical for the architectural designers` visual
perception of 3D architectural models. Virtual environments, especially mixed
reality (MR), have the potential to enhance designers' design perception and
spatial understanding. In performance-based design, building simulations and
quantitative analysis of performance predictions are integral to the design
process. Specifically, daylighting simulation is considered as a crucial operation
through the design development and remains a complex topic to be understood.
However, daylighting simulations can be understood more effectively visually
rather than numerically. The gap between quantitative analysis and design can
be bridged by 3D geometry visualization through immersive technologies. The
focus of this study is to present an MR visualization tool integrated with
daylighting simulations that aims to improve performance-based architectural
design processes. The tool intends to overcome the current problems in the
existing architectural visualization methods by facilitating the visualization of the
building geometry, the information on building components (building information
model data) by simulation results. The tool was evaluated through its use by
architecture students during a 2,5-day design workshop. In this paper, an MR
based architectural tool is presented and its performance on architects` design
perception and model interaction is examined. The results indicate that the tool
can support effective visualizations that can enhance designers' understanding of
complex daylighting simulations with improved visual perception. The user
evaluation of the tool regarding usability and presence was presented in our
previous studies (Akin et al., 2018; Ergün et al., 2019).

Keywords: visual perception, mixed reality, building information modelling,
performative simulations, daylighting
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INTRODUCTION
The concept of space and the three dimensionality of
design artefacts are critical in architecture. The con-
ventional means of digital design have been limited
to computer aided design (CAD) tools that model ar-
chitectural geometries in non-immersive computer
displays. However, 2D drawings or 3D models vi-
sualized on a 2D screen may fall short in provid-
ing complete awareness of space (Mobach, 2010).
Albeit these tools are referred as 3D models, they
require the architect’s mental 3D reconstruction of
the design artefacts from a 2D screen. This cog-
nitive transformation has been a limitation for de-
sign and hinders total spatial perception (Safin et al.,
2005). Recently, there is a shift in architectural de-
sign fromconventional computer aideddesign (CAD)
tools towards intelligent Building Information Mod-
elling (BIM) platforms (Arayici et al., 2011). BIM is a 3D
object-oriented parametric design environment that
consists of smart elements, which represent desig-
nated building components with associated seman-
tic and topologic data (Nicolle et al., 2011). BIM
offers opportunities and tools for planning, design-
ing, constructing, analysing and managing build-
ings to design professionals (Eastman et al., 2011).
In addition to its other contributions in various de-
sign stages, BIM is also identified as the key solution
for performance-based architectural design with its
integrated simulation tools (Natephra et al., 2016).
Simulation-based design is particularly effective dur-
ing the early phases of design. Early performative de-
cisions have the utmost impact on the overall per-
formance of a building. Building performance sim-
ulation tools are systematically used in the design
of high-performance buildings to predict, assess and
to verify building performance (Galasiu et al., 2006).
Simulation tools can give designers the ability to im-
prove performance across a range of relevant crite-
ria, including daylighting illumination (Barbato et al.,
2014).

Spatial daylighting performance, which evalu-
ates the useful daylight reaches to building interiors,
is an important architectural concept. It examines

the benefitswhich originate fromnatural daylighting
such as improved health, visual comfort and energy
conservation. Moreover, according to the studies,
lighting is responsible for 40-70% of the total elec-
tricity consumption in buildings (Ashe et al., 2010; Di-
etterich, 2000). The efficient and correct use of nat-
ural lighting can prevent unnecessary energy con-
sumption, and thus improve sustainability. However,
daylighting is hard to predict, as its simulation re-
sults generally consist of a vast amount of quanti-
tative data. The evaluation of this quantitative data
requires sufficient expertise on the field. Increased
perceptive visualization of BIMmodels and the simu-
lation results are significant for architectural design
for the reduction of project errors, costs and deliv-
ery time. Even though the BIM models are three-
dimensional, simulation results, especially daylight-
ing results, are generally represented in either raw
text, table and graph format or in passive 2D visu-
alizations inside the models. This creates a weak as-
sociation between simulations and the architectural
geometry. These problems challenge the architects’
comprehension of the simulation results and inter-
fere with the performance of sustainable architec-
tural productions (Natephra et al., 2016).

Immersive environments (IEs) have a huge po-
tential for architectural design as they offer realis-
tic and dynamic design representations. IEs in ar-
chitecture offer functionalities for architects to walk
through, make spatial estimations and control the
3D environment reciprocally (Dam et al., 2000), and
present novel opportunities for architects to study vi-
sual perception of architectural simulations (Scarfe et
al., 2015). IEs have proven to improve design pro-
cesses by increasing designers’ engagementwith the
’problem-space’ and ’solution-space’ that leads to-
wards artefact maturity (Rahimian et al., 2011). Mul-
tiple scales of the design model, which allow the si-
multaneous considerations of details in different lev-
els and the spatial perception in distinct scales for ar-
chitects, can be facilitated. In addition, as Dam et al.
(2000) stated, IEs can also hold a great potential for
copingwith vast amounts of data, such as simulation
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results.
Immersive technologies such as mixed reality

(MR) are based on the integration of the real and
virtual worlds where both physical and digital ob-
jects can co-exist and interact simultaneously. Even
though MR environments do not offer complete im-
mersion, Kellogg et al. (2008) point out that as long
as the users perceive virtual objects as close to phys-
ical reality, it can create an immersion as well. Since
MR is a relatively new tool, there is a limited research
work on its potentials for architectural design focus-
ing on visual perception. Therefore, there is a need
for an integrated MR tool that offers interactive ar-
chitectural visualization. The user evaluation of the
tool regarding usability, technology acceptance and
presencewas presented in our previous studies (Akin
et al., 2018; Ergun et al., 2019). In this paper, an MR
based architectural tool, HoloArch 1.0, is presented
and its performance on architects’ design perception
and model interaction is examined.

2 RELATEDWORK
2.1 Building InformationModelling and IEs
The transitional change towards smart BIM platforms
in the industry facilitated the extension of its capabil-
ities to address the needs of architects over rapidly
developing technologies. One of the implemented
technologies from the recent years is the interactive
IEs. There is a growing demand in the integration of
BIM and IEs. This research field was addressed pre-
viously in terms of design review (Ikeda et al., 2011),
design feedback (Heydarian et al., 2014) education
(Fonseca et al., 2016) and construction (Sampaio et
al., 2018). The integration of IEs in architectural vi-
sualization is not new, as many previous studies ex-
ist with different IE types (augmented, mixed, vir-
tual) with various appliances. Clevenger et al. (2015)
developed a BIM-supported tool to understand the
roles of 3D visualization in safety training in construc-
tion. Williams et al. (2014) developed a tool for
mobile MR environments in order to examine facil-
ity management in healthcare facilities. Meza et al.
(2014) focused on the use of BIM information for aug-

mented reality (AR) for scheduling.
The application of IEs to BIM created a new field

in the growing software industry. Apart from the aca-
demic research, there are a number of software tools
focusing on the integration of BIM and IEs. An MR
tool named BIMHoloview [1], visualizes 3D BIMmod-
els as holograms. The users can overlap their models
with the existing buildings to see hidden elements
such as ducting and plumbing systems. Another tool
named Autodesk Revit Live [2] offers interactive vi-
sualization of the BIM models in VR. The users can
scale andmovemodels andmeasure distances inter-
actively. However, both of the mentioned tools do
not focus on performative simulation visualizations.

2.2 Performance Simulations and IEs
The visualization of performative simulation results
in IEs is a rather unaddressed field in the literature.
However, several academic studies addressed the
potential of the performative simulation visualiza-
tion. For instance, Natephra et al. (2016) presented a
VR tool, which allows users to export their BIM mod-
els to be imported into VR. Users can simulate the ar-
tificial and natural lighting on the platform and de-
cide which type of luminaires they can use. However,
the tool was not compatible with MR environments.
Similarly, Schiavoni et al. (2015) studied the immer-
sive visualization of the daylighting conditions in a
virtual underground city. However, the visualization
of the simulation results was limited to overlapped
2D images within a 3D environment. Araujo et al.
(2014) presented a lighting simulation tool for VR,
where they focusedon the lightingdesign of artificial
fixtures in large interior/exterior ceremonial places.
Furthermore, Fukuda et al. (2015) presented an inte-
grated design tool that visualizes CFD simulation re-
sults inside the building geometry by coupling con-
cepts such as AR, VR, BIM and computational fluid dy-
namics (CFD). Bahar et al. (2015) developed an MR
based tool for the visualization of the thermal build-
ing simulations. The system uses multiple visualiza-
tion methods for simulation results such as colored
translucent cubes and particles. However, similar to
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Fukuda et al. and Araujo et al., Bahar et al. did not in-
clude the visualization of the daylighting simulations
into their studies. Apart from the academic studies,
Enscape [3], a real time rendering plug-in for Revit,
simulates the artificial and natural lighting effects on
the building models. The visualized simulation re-
sults are supportedwith a legendwhich indicates the
extreme lux values in the model. However, the sys-
tem was not developed to be used for MR environ-
ments.

According to the literature review, there is a lack
of integrated immersive tools in support of performa-
tive architectural design visualization in MR environ-
ments. In this regard, we present a tool, HoloArch,
that allows the designers to review architectural de-
signmodels and simulation results interactively (Akin
et al., 2018; Ergün et al., 2019). HoloArch integrates
various concepts from different design fields such
as daylighting simulations, BIM and immersive tech-
nologies (Figure 1). HoloArch aims to expand cur-
rent capabilities of the BIM tools and to use multiple
modes of visualization techniques to improve the vi-
sual perception of designers.

Figure 1
The topics involved
during the
development of the
proposed tool.

Figure 2
The workflow of the
tool.

3 THE PROPOSED TOOL FOR IMMER-
SIVE PERFORMANCE BASED DESIGN:
HOLOARCH
The limited research work on the immersive visual-
ization of the performative and architectural simu-
lations in the literature calls for a method for the
seamless integration of BIM models and the relevant
data for MR, and of their visualization of the per-
formative simulations results. A game development
engine, Unity [4], was used in the development of
HoloArch. HoloArch is targeted particularly for Mi-
crosoft HoloLens [5]. HoloLens, a mixed-reality head
mounted computer, has in-built sensors that are re-
sponsive to the user gestures. The users can control
the environment by gazing, pinching, tapping or cus-
tom predefined gestures. In addition, the BIM tool
was selected asAutodesk Revit [6]. The following sec-
tions summarize the main workflow of the tool.

3.1 The proposedworkflow for HoloArch
3.1.1 TransferMethod for 3DArchitectural Geom-
etry: Autodesk Revit to Unity. HoloArch supports
a unidirectional workflow between Unity and Revit.
One of the aims of the study was the integration of
the semantic data (BIM data) and the 3D geometry
(BIMmodel) in theMRenvironment. For data integra-
tion between two different platforms, a common file
format was selected as FBX (Filmbox). This file format
contains both the 3D geometry of the architectural
model and its building components’ unique Element
IDs. FBX format can be exported directly from Revit’s
interface.

3.1.2 Transfer Method for BIM Data: Autodesk
Revit to Unity. The advantage of the BIM tools re-
lies on their storage capabilities that enable archiv-
ing vast amounts of data related to building compo-
nents. The stored data can be used both during the
design process and throughout the project’s life cy-
cle. A plug-in for Autodesk Revit, RushForth Tools
[7], can export selected parameters of the building
model into an Excel file. For this study, the daylight-
ing relevant parameters of the elements are deter-
mined and exported with their unique IDs (identical

50 | eCAADe RIS 2019 - Papers



to the IDs in the FBX file). HoloArch can automatically
match the BIM data on an Excel file and the BIM ge-
ometry in the FBX file bymeans of these element IDs.

3.1.3 Transfer Method for Simulation Data: Au-
todesk Revit to Unity. Autodesk Insight [8], a plug-
in for Revit, conducts daylighting and lighting illumi-
nation analyses, and visualizes the results in 2D as
an overlay to the plan layout. Autodesk Insight is
able to export the quantitative daylighting illumina-
tion data underlying the 2D analysis visualization. In
these rawdata files, each simulationgrids’ location (x,
y, z) and their calculated daylighting illumination val-
ues (in Lux) are provided. Currently, HoloArch visual-
izes two simulations results per single run: Morning
and afternoon. HoloArch takes the raw data and vi-
sualizes each simulation points as extruded bars. The
bars change color andheight according to the values.
HoloArch uses color codes ranging from red to blue
for the extreme ends of the illumination scale. While
red represents the over lit areas, blue shows the areas
where daylighting is insufficient. Finally, all exported
data from the different platforms are integrated into
Unity, and HoloArch can be experienced on the MR
environment.

3.2 Supported Actions
The tool’s interface supports designers in visualizing
the daylighting illumination simulation results (Fig-
ure 3). HoloArch’s supported actions can be classified
as following:

Visualize.
• 3D daylighting representation according to the

selected time (Morning and afternoon)
• Selecting BIM data of the selected element
• Shadow visualization according to the selected

analysis type and site location

Navigate.
• Rotating and scaling the building
• Moving the model to any desired location in

physical reality
• UI placement to different locations

Interact.
• Moving and rotating objects including trees,

shading devices, furniture systems
• Moving building elements including windows,

walls and doors
• UI placement to different locations
• Selection of the individual elements or the

whole model

Figure 3
The daylighting
visualization and
the user interface
with basic sample
project on Hyper-V.

4 THEWORKSHOP AND EVALUATION
The need for performance based immersive design
tools that support performative design develop-
ment, review and design interaction were previously
identified. HoloArch was developed for the MR en-
vironment to address these needs. However, MR is
a relatively new field and the previous studies on
the matter are limited in architecture related fields.
An MR tool, HoloArch, can be a solution for increas-
ing visual perception, which plays a significant role
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Figure 4
The photos of the
participants while
they were
experiencing
HoloArch using
Microsoft HoloLens.

in architects‘ design decisions. For the validation of
the tool for the users’ visual perception and interac-
tion, a 2.5-day workshop was organized. The work-
shop was a part of the Design Computation Summer
School 2018 [9], organized by the Design Computa-
tion Group of the Faculty of Architecture, University
of Lisbon, under the title “Immersive and Responsive:
Performative Architectural Design in Mixed Reality.”
Figure 4 shows the participant’s photos while they
were using HoloArch with HoloLens.

The first 1.5 days were dedicated to lectures and
hands-on exercises on sustainable design, daylight-
ing, BIMandMR. Software tutorialsweregiven forAu-
todesk FormIt [10], Autodesk Revit and Insight 360.
Students were divided into two groups, and were
asked to design a home office building in two differ-
ent cities: Cairo and Reykjavik. Each city presents var-
ious challenging daylighting conditions due to the
different solar illumination they receive. Students ini-
tialized the design process by creating mass options
on Autodesk FormIt and by selecting one alternative
among their mass models. The selected design al-
ternativeswere detailed, anddaylighting simulations
were performed in Autodesk Revit and Insight. The
design outputs including the building geometry, BIM
data and the simulation results were transferred to
HoloArch. Finally, all participants experienced their
design in MR by visualizing, exploring and interact-
ing with their building designs using HoloLens on
HoloArch.

For evaluation, questionnaires with 5 level Lik-
ert Scale (1= Strongly disagree, 2= Disagree, 3= Nei-
ther agree nor disagree, 4= Agree, 5= Strongly agree)
with optional comment fields are adopted. The neu-
tral level in the questionnaire was determined as 3.0
out of 5.0. A descriptive analysis tool, IBM SPSS [11],
was used to calculate themean and the standard de-
viation values. 36 questions were designed by modi-
fying the common VR questionnaires. The question-
naire was grouped into two sections: 1) Architec-
tural issues regarding the design perception, model
interaction and 2) Standard VR evaluation questions
regarding tool usability (Broke, 1996) and presence
(Witmer et al., 1998). The results of this second part
have been presented in two previous studies (Akın
et al., 2018; Ergün et al., 2019). The model interac-
tion anddesignperception (12 questions), the partic-
ipants’ previous skills and experiences on the work-
shop topics (three questions) and the user comments
are presented and discussed in this paper.

5 RESULTS ANDDISCUSSION
This paper examines the tool from the architectural
point of view in terms of design perception and the
model interaction. To support questionnaire results,
user commentswere also included in this section. Ta-
ble 1 presents the results obtained from the partici-
pants.
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Table 1
The questions and
results of the
questionnaires.

According to Pertaub et al. (2002), IEs are proven
to improve the awareness of 3D models by increas-
ing visual perception. The overall results for design
perception section were obtained as: mean value
(MV) of 3.69/5.0 with 1.12 standard deviation (STD
DEV). Since the neutral level for the questionnaire
was 3.0/5.0, it can be deduced that the findings verify
the claims of Pertaub et al. (2002). This result implies
that design perception of the environment was satis-
factory. HoloArch allows users to see their designs in
multiple scales with the aid of the MR appliance and
the holograms which let them act as they do in the
physical reality. One participant stated that while ex-
periencingHoloArch, shehaddifficulties fromtime to
time in distinguishing the physical and virtual spaces
as the boundaries were blurred between the two
realms. Another participant noted that MR gave her
the opportunity to become fully aware of what was
happening aroundherself as she could perceive both

the physical and virtual environment simultaneously.
However, when the section questions are ex-

amined separately, the perception of the building
geometry received lower scores compared with the
other questions in the section, with MV of 3.33/5.0
with the highest STD DEV. A possible reason is iden-
tified as the physical qualities of the room that the
workshop was conducted. Since the workshop was
performed during day time, exposure to daylighting
could have affected the visibility of the holograms.
One participant added that she finds it difficult to
perceive visual holograms due to their high translu-
cency. Therefore, it is possible to suggest that dark
rooms could offer a more suitable environment to
experiment with the MR environments in order to
eliminate translucency problems. Another reason for
this problem could be the visual conflict between the
real objects and the holograms. Another issue ad-
dressed by the participants was related with under-
standing the 1:1 scale in MR. HoloLens has limited
field of vision. When users opt for bigger scales, the
model geometry cannot fit in the boundaries of the
display. This problemmight have hindered the visual
perception of the complete geometry. In this regard,
one participant said that she had recurring problems
about the field of view and it affected her compre-
hension of the model.

Theabsenceof thematerials in themodel is iden-
tified as a potential challenge against visual percep-
tion. This was a conscious decision of the develop-
ment team, due to the anticipated difficulties on the
combined visualization of colorful daylighting simu-
lations andmaterials. A visual overlap could lead to a
visual overload for the users. Therefore, the material
textures were eliminated to be able to visually high-
light the simulation results. Positively, this distinction
between themodel and analyses led to positive com-
ments in the daylighting visualization section of the
questionnaire that is scored as 3.89/5.0.

As widely mentioned in the existing literature
(Natephra et al., 2016; Bahar et al., 2015), 3D visual-
ization offers better understanding of complex simu-
lation results. In our case, similar results could be in-
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ferred. HoloArch’s daylighting visualization capabil-
ities were evaluated as the most prominent feature
by a participant. In addition, the association of simu-
lation results with the building geometry was found
successful, with the MV of 3.67/5.0. The color-coding
representing the level of the daylighting was appre-
ciated by one of the participants as it offered instant
identification of the problematic areas in the build-
ing. These comments imply thatHoloArch’s visualiza-
tion methods are found easy to process. In contrast,
a participant pointed out the lack of simultaneous
simulation updates while the objects -such as trees
or shading elements- in front of the façade openings
are being moved. In the current version of HoloArch,
daylighting analyses are conducted on Revit and this
process is only unidirectional. Further studies on the
simultaneous bidirectional workflow are needed to
better understand how geometry editing affects the
daylighting simulations. On the other hand, the vi-
sualization of the BIM data was found satisfactory ac-
cording to the users. However, the results were lower
than the predictions of the authors with MV score
of 3.56/5.0 with STD DEV of 1.34. Even though the
results were higher than the neutral level, improve-
ments on the visualization of BIM data are required.
For this purpose, a hierarchical categorization can be
implemented for receiving higher results in the fur-
ther testing of HoloArch.

The overall results for the interaction section
were MV of 3.76/5.0 with STD DEV of 0.33. The re-
sults were satisfactory for the model interaction in
MR. In HoloArch, users can explore their models by
walking around and by getting closer to them. Users
can select the objects that theywant tomove and re-
locate them in order to improve their daylighting de-
sign. Oneparticipant stated that usingHoloArchwith
HoloLens gave her the opportunity to see the out-
side actions, therefore she did not bump into phys-
ical objects. On the other hand, even though the
overall scorewas acceptable; someparticipants com-
mented on the limitations related with the motion
tracking and the gesture recognition during both
testing and evaluation sections. In addition, the in-

teractionmethodwas not found natural enough as it
had the lowest score among the other results in the
section. According to Parsons et al. (2014), IEs allow
new ways to understand and to interact with archi-
tectural models, and thus present novel expanding
field for architectural design thinking. Since MR is a
relatively new technology and its use is not familiar
to many architects, participants might find it difficult
to control the environment with their gestures. On
the other hand, the results for the skills and experi-
ences section were MV of 2.67/5.0 with STD DEV of
1.08 . The results regarding the low level of relevant
experience (i.e. on Revit or daylighting simulations)
might be another possible problem, which hinders
the effective use of the developed tool. However, the
overall results show that participantswere still able to
understand the aim of the tool.

In conclusion, the results of the questionnaire
and the user comments verify the potentials of the
tool. In particular, the tool’s visualization capabili-
ties were found more successful than the Revit en-
vironment in terms of visual perception, navigation
through the model and the visualization of inte-
grated simulation data as seen in the overall re-
sults illustrated in Table 1. Even though the partici-
pants faced several problems, the overall resultswere
higher than the neutral level. This might be related
to the participants’ initial enthusiasm of experiment-
ingwith a new technology, HoloLens. They showed a
higher level of curiosity and engagement to the tech-
nology. Therefore, it is possible to claim that they
might omit some of the limitations related with the
HoloLens.

6 CONCLUSION
It has been argued that immersive technologies, par-
ticularly MR, can support architectural design pro-
cesses and augment the perception of the complex
daylighting simulation results. In this paper, we
present an integrated visualization tool, which aims
to support the visual perception of both the architec-
tural models and the daylighting simulations using
HoloLens. The system was tested with 9 participants
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in a 2,5-day workshop. The results of the evaluation
indicated that MR-based performative visualizations
have the potential to improve visual perception and
the interaction of the designers with their designs for
them to give better performative design decisions in
architectural daylighting design.

According to user feedback, HoloArch has the
potential in terms of daylighting analysis visualiza-
tion, model interaction, increased visual perception.
In contrast, HoloArch has limitations in terms of BIM
data visualization and absence of simultaneous day-
lighting analysis update. The number of participants
at theworkshopwas limited due to the course capac-
ity. Moreover, the allocated time for the workshop,
which was 2.5 days, was insufficient to fully experi-
ment with HoloArch considering the tool’s complex-
ity and the heavy workload of the workshop. This
study has given rise to new research questions in
need of further investigation. The feedback obtained
from the participants was supportive for the further
development and improvement of the system.
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This paper discusses the development of a prototype that deals with the photo
documentation of buildings in need of renovation and incorporates the
documentation process into the BIM methodology. To achieve this, technologies
such as Augmented Reality for localization and navigation within buildings, and
Linked Data for connecting data sets with a BIM model, are used. The aim of this
work is to establish a direct link from a photo taken in a building to an IFC model,
and vice versa, and to improve the process of the documentation of buildings.

Keywords: Augmented Reality, Linked Data, Image acquisition, Building
documentation, BIM

INTRODUCTION
While the Building Information Modelling (BIM)
method has already proven its value in the field of
newbuildings, there are stillmany challenges regard-
ing renovationwork in combinationwithBIM that the
construction industry needs to address. One of the
reasons for this are many small- to medium-sized en-
terprises (SME), highly specialized stakeholders, who
have not yet participated in the latest developments
of the industry. Furthermore, the obstacles to get in
touch with BIM are quite high, as the software is of-
ten not affordable for small companies, and employ-
ees need to receive special training. A number of re-
searcher initiatives are currently addressing the topic
of making BIM easy to use and are trying to find out
how these companies can be integrated into the pro-
cess byminimizing the obstacles in terms of time and
costs. (Beetz et al., 2016)

The objective of this paper is related to this effort
and focuses on taking images of an existing build-
ing for documentation purposes. This is one of the

first tasks planners are carrying out when they en-
ter the building site. Over the entire construction cy-
cle, the photographic documentation remains a con-
tinuous process. Moreover, nowadays it is common
for planners to use their mobile phones for this task
and to synchronize the photos on a local filesystem,
or sometimes even with a cloud storage. Although
many offices attempt to bring order into their pro-
cesses, it often leads to large, cluttered collections of
images in which it is difficult to quickly find a spe-
cific image. Another issue with this technique is that
these images do not carry any additional informa-
tion. Neither is it convenient to add information such
as comments or status messages, nor to know the
exact position in the building where the photo was
taken. An automatic connection between the ac-
quired images and an IFC model is the aim of this
work.

Rather than an isolated solution that only solves
the problem described above, a working method is
proposed that can be combined with other develop-
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ments in the construction sector. Images are created
with a mobile phone and uploaded to a database.
Additional data sets, which are generated from the
sensors of the mobile device or added manually by
the user, are stored on a graph database. A connec-
tion to an IFC model should be enabled and an in-
tegration into a Linked Data based building model,
as proposed in (Beetz et al., 2005), can be estab-
lished. With this connection it is possible for the user
tomake requests to components and to see whether
andwhich pictures of the respective component had
been taken. Implementing this concept into a spa-
tial database it is also possible to display all images in
the building that are within a certain radius around a
chosen position.

Since the connection with the IFC model takes
place later in the process, the work focuses on the
steps immediately before and after the creation of
the building geometry. The actual phase of mod-
elling the building is not part of the observation of
thiswork. For all subsequent steps, it is important not
to create completely new solutions, but to use the re-
sources that already exist and are being used in the
industry today.�

Figure 1
Abstract
representation
which illustrates the
queries to a 3D
model with
attached images

RELATEDWORK
Working on this prototype, several kinds of related
topics were identified, that have been part of the re-
search and everyday life of planners. The following
paragraphs discuss these and show how we intend
to build on them.

Mobile Navigation
The first topics is navigation with apps for mobile de-
vices. Using various tracking methods, they can find
out where the user is currently located and synchro-
nize the location with a digital map. This is used
in consumer applications such as Google Maps and
OpenStreetMap on the one hand and is also the sub-
ject of research such as in the field of geosciences
on others. (Fukuda and Tian Zhang, 2012) However,
this works focus lies on the area of indoor navigation
apps, since tracking inside buildings is still a greater
obstacle than outside buildings. Nowadays these are
used, for example, in airports and shopping centres
to improve customers orientation within these large
complexes. (Boysen et al., 2014)

Construction sitemanagement tools
Another topic deals mainly with the management of
the construction site itself. Various applications have
been developed for this purpose with whom a plan-
ner can create notes, annotations and comments on
the status of the construction on site. This is often
supplemented with a function to take photos and to
attach them on a plan by manual input. These ap-
plications should enable the user to keep a better
overview of the progress of the construction site and
generally improve the construction process. An ex-
ample is BIM 360 by Autodesk, which provides some
of these functionalities. Another application for con-
trolling the construction site is GAMMA AR , which
overlays a building with an IFC 3D model and thus
offers the user a visual option to quickly identify and
note error sources. These errors can be recorded di-
rectly on site and transmitted to the project partici-
pants using the BIM Collaboration Format (BCF).
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BIM Collaboration Format
For this work, the BCF format itself is a source of in-
spiration, since it is responsible for creating and ex-
changing issueswith the BIMmodel between project
partners and between different software applica-
tions. These issues are stored in a zip file, which in
return consists of several XML files. Within these XML
files, the issues are located in themodel, using a cam-
era position and rotation at the location where the
issue was created, and are linked to the model com-
ponents using the globally unique identifiers of the
IFC schema. (Beetz et al., 2018) Today, to a large ex-
tent this format is used in connection with collision
checks of models authored by various trades. How-
ever, it also has application on physical construction
sites, as for example in the case of GAMMA AR. In ad-
dition to the exchange format, a bcfAPI is currently
being developed which is intended to replace the
non-automatedmanual sending of these files and al-
lows the data to be stored directly on a server as well
as being distributed from there. [1] Since the BCF
method is already widely used in industry, its struc-
ture serves as a model for the development of data
organisation in this project. Since the data should be
stored as neutrally as possible, it is also conceivable
to generate BCFs from it.

Cultural Heritage Documentation
In the field of archiving cultural buildings, develop-
ment can be observed that refers to problems like
those described in this paper. The MonArch project
at the university of Passau is developing a system
that gathers all data of a building and places them
in a spatial context by allowing documents, images
etc. to be attached to components. Using drag and
drop operations, the user can generate the connec-
tion between building elements and documents. For
example, a photo can simply be dragged onto a win-
dow to create a link between these objects. The gen-
erated relationships create a much clearer organiza-
tional framework that is easy to use with the ability
to handle very specific search queries. (Freitag and
Stenzer, 2017)

The work presented in this paper aims at a sim-
ilar approach, but initially focuses on the creation of
simple images that are automatically linked to an IFC
model with asmuch additional data as possible, thus
creating an integration into the BIM methodology.

METHODOLOGY
This paper proposes an easy to use mobile applica-
tion for taking pictures on a construction site, based
on the technology of Google ARCore . Images taken
with this app are enriched with information, pro-
vided by the various sensors which are built into reg-
ular mobile phones. These sensors, combined with
the latest technology in augmented reality, can be
used to detect the accurate position inside a build-
ing. In addition, an IFC Viewer is used, which allows
the data generated with the app to be downloaded
and viewed. The Unreal Engine is used both for the
development of the app and for the interaction of
the created images with an IFC model. Nevertheless,
it serves only as an exchangeable tool. Similar re-
sults canalsobeachievedwithother software suchas
Unity and Android Studio . To view IFCs, theoretically
any available BIM software which can be extended
with own plugins can be used. The following para-
graphs explain the individual technical and method-
ological components on which this work is based.

Positioning
To position and track inside a building, the research
of recent years provides several methods to achieve
this goal. Three promising technologies are consid-
ered for the scope of this work.

The first option is to track the mobile device
basedon satellite positioning such as theGlobal Posi-
tioning System (GPS), as seen in (Hii Jun Chung et al.,
2009). While this type of tracking provides good re-
sults for outdooruse, it is not optimal for indoor track-
ing. The satellite signal inside buildings is often not
strong enough and thus acceptable accuracy cannot
be achieved. (Stojanović and Stojanović, 2014)

Another method, which is often used for in-
door tracking applications nowadays, is a positioning
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via triangulation using radio technologies like WLAN
and Bluetooth. (Stojanović and Stojanović, 2014) Al-
though this technique allows a very reliable localiza-
tion within houses, it is not suitable for our specific
use case, because it is accompanied by an increased
preparation of the construction site. This would, at a
timewhen the actual constructionwork on thebuild-
ing has not yet begun and only a first documentation
of the existing building is being taken up, contradict
the principle of “easy to use” and “easy to access”.

For theprototype, themotion trackingof ARCore
is used which is based on concurrent odometry and
mapping, also called COM. [2] In cooperation with
theorientation andpositioning sensors of themobile
device and the help of ARCore found feature points
in the environment, the mobile phone is enabled to
understand the space around itself and to place vir-
tual objects in it, which are displayed firmly anchored
in the real space. [3] Although the tracking is still in
constant development and is sometimes struggling
with dropouts, it achieves a very good accuracy and
runs quite reliable in reasonable lighting conditions.
The disadvantage of this tracking method, however,
is that the positioning has no relation to a geographi-
cal coordinate systemand the startingpoint in virtual
space depends on an initial position, which is always
(0|0|0) in the virtual world. This origin point is depen-
dent on an as-built plan, more precisely with the cen-
tre (0|0) of the plan, which is loaded into the app as
the basis for the respective building. To calibrate a
session, a user as to pick a starting point on a map.
[4] Before the calibration is finished, the height in re-
lation to the ground needs to be determined. This
step is necessary because otherwise we would be at
altitude 0 with our current calibration. Currently, the
initial height is fixed at 112 cm. For there on, all val-
ues for the location and the rotation are interpolated
from the thus defined origin. After the adjustment is
done the user canwalk around the buildingwhile the
phone keeps tracking the position. Every time a new
session is started, the application needs to be recal-
ibrated. During the session, the AR Toolkit is able to
use feature points [3] for recalibrating if the tracking

is lost, but as of now, the software is not able to save
this information for another session. [5] The accuracy
of the tracking achieved with this method depends
on the correct positioning of the user. However, if the
userdoes thepositioning in theplanwell, a higher ac-
curacy can be achieved than with the other two vari-
ants mentioned. (Stojanović and Stojanović, 2014)

Figure 2
The start position
can be determined
by clicking on the
corresponding
position in the map.

Data gathering
During a session, when creating the photos, different
types of data are collected, which are both created
by user and generated by the mobile phone’s inter-
nal sensors. With the collected data, the aim is to en-
able a connection with an IFCmodel and at the same
time to generate useful information for planners and
viewers that are directly related to the image. This is
in direct contrast to current workingmethods, where
images are often created with a digital device, but
information is written down in analogue form. This
data is only linked in the photographer’s mind and
cannot be understood well by other people. In or-
der to create a link between the two elements, the
previously described tracking comes into play. When
taking a photo, a digital clone of the camera is cre-
ated at the position where the mobile phone is lo-
cated, and it is enriched with various information. In
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addition, each object is assigned to a special project,
which can be defined at the beginning of a session.
Each clone is also assigned a random32-digit charac-
ter sequence, which represents a unique identifier in
the further course of the project. Data such as com-
pass direction and time are read from the phone’s
sensors, while comments, tags and status indicators
can be entered directly by the user. Generally, this
data can be divided into two categories. On the one
hand, we have the data such as the position and ro-
tation of the camera, which are essential for the func-
tionality of thisworkflowandon theother hand there
is the user-generated optional input, which should
give the planner some useful tools. Finally, the gen-
erateddata canbedivided into two types: binary and
text-based. The images in this case are the binary
data, while all other information can be described
with simple strings and numbers.

Figure 3
Preview of the
image with its
status (left side) and
all associated
parameters (right
side)

Data processing
The collected data associated with each camera ob-
ject must be uploaded from the local device to a
database to make it available to other project partic-
ipants and to link it to the corresponding IFC model.
A dual system is used for this task, which is intended

to provide amaximumdegree of flexibility. While the
camera’s metadata is uploaded to a graph database,
all images are stored on a cloud as they are already
used in many offices (e.g. Google Drive, Dropbox,
OneDrive etc.). This dual system was chosen be-
cause it allows the user to build on existing structures
and allows easy and independent access to their im-
ages. Down- and uploading of the data is handled
via HTTP- Requests. The decisionwasmade against a
relational database, because the graph database can
better handle a dynamic extension of the data. In ad-
dition, we aim to be able to link it to existing research
that deals with the possibilities of mapping IFCs in
graph databases as described in (Beetz et al., 2005). A
close interdependence of these projects is intended
to be established with this step.

Furthermore, all query results that are generated
when uploading to the graph database are uploaded
to the cloud as JSONfiles. This is to ensure that all col-
lected information will not be lost after the database
has been switched off or purged and thus remains
preserved. Since the cloud itself is synchronized on
local computers, no further backup system is fore-
seen for the time being.

User Interface
Since the simplicity of use is in focus, the structure
of the user interface plays an important role in the
creation of the application. Although it must not be
overloadedwith functionalities, it must fulfil the con-
ditions mentioned above. A role model for this pro-
totype is the camera application, which is available
on all regular mobile phones and can be operated by
most users. By orienting the research on this struc-
ture and its functionality, the intention is to prevent
a user from becoming lost in the app. The software
will be started normally from the start screen of the
phone and the user will be taken to the main menu
where it is possible to choose a project and to start
the AR session. Once the session has been executed,
a new screenwill appearwhere the userwill be asked
to synchronise on a digital mapwith his current posi-
tion in the building. From that moment on, the han-

Papers - eCAADe RIS 2019 | 61



dling should not differ much from a normal camera
app. As soon as several photos have been created,
they can be viewed in a gallery and uploaded to the
storages.

Synchronizationwith a BIMmodel

Figure 4
Ray-cast performed
in the IFC Viewer.
The white dots in
the middle
represent the 20x20
pixel tiles of the
image at a 1-meter
distance from the
camera. A beam is
sent through each
of these tiles and it
is examined where
it hits.

The last step in this process is to link the generated
images with a model. For reasons of simplicity, the
software Unreal Engine 4 was used, as it was with the
creation of the app. Although the Unreal Engine tra-
ditionally has no connection to the BIMworkflow, for
this work it was provided with an IFC add-on, based
on the open source project “IfcOpenShell” , which
makes it possible to use the engine as an IFC viewer.
Nonetheless, the software used here is only a proxy
for other BIM applications, since the following steps
can be covered equally satisfactorily by them. For
the following steps the model’s origin needs to be
synchronized with the origin of the images, created
with the application. To achieve this, we either align
the position of the model with the plan from the ap-
plication or we use the plan as an underlay during
the creation of the model, so that the origin is the
same from the beginning. Now all camera informa-
tion can be downloaded from the web storage. The
location- and rotation-values of the placed cameras
are matched with the ones saved in the database,
so the perspective of our newly created camera and
the captured image we took with the mobile phone
should be nearly equal. Downloading the informa-
tion from the graph store is done the same way the
data was uploaded from the app.

By using HTTP requests, we first query the
database for every distinct camera ID and then save
them to a list. Now we start a second query with this
list, where we ask the server to return all the stored
data for every item in the list. For each ID a camera is
generated in the viewport and linkedwith all its infor-
mation. After a camera has beenplaced, it performs a
ray-cast in thedirectionof view,which searches for all
components in the camera’s field of sight and saves
them in another list. The ray-cast fires an infinite line
for every 20x20 pixel tile. Because the ray-cast proba-
bly hits each object several times, each component is
added as a unique item to a list, which is then pushed
back into the database. In addition to the first list, we
create a second one in which all IDs of the hit objects
are stored in theorder inwhich theywerehit. Thefirst
object hit by the ray-cast therefore has the index 0 in
our list. This array now makes it possible to assign all
20 x 20 pixels tiles on an image to a specific IFC com-
ponent. With this step, the link between the image
documentation and the IFCmodel is established and
each image can be assigned to all components that
can be seen on it and the other way around.

Figure 5
Schematic
representation of
the functionality of
the ray-cast. Each
component is
assigned an index.
The corresponding
index is then
inserted in the
matrix depending
on which object the
pixel is portraying.

RESULTS
The result of this project is a workflow consisting of a
mobile phone application and an IFC model viewer
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based on the Unreal Engine, which are both con-
nectedwith twodata storages. It can bewatched in a
video. [6] Together they enabled a two-dimensional
photo to be linked to a three-dimensional IFCmodel.
An outcome of this linking of information is the abil-
ity to enrich images with more semantic information
and cross link the image to the components seen on
it, and vice versa.

Figure 6
The two different
view modes and
the overlay that can
be placed over both
variants

The application
With the application, it was possible to walk through
the building and take the photos. The mobile device
is tracked with the AR technology and its position in-
side the building is synchronized on a virtual min-
imap. Other small tools like displaying a compass,
adding tags and defining status alerts could also be
handled via the app. While walking through the ex-
ample building, we noticed that there were still a lot
of disturbances that could diminish the tracking dur-
ing a session, or even make it completely unusable.
This was especially the case in poor lighting condi-
tions. Also, sensors like the directional sensor (com-
pass) were not always working as expected and oc-
casionally showedwrong results. Themanual setting
of the position, at the beginning of the app, provided
a mixed result in the accuracy of the tracking, which
could range from a few centimetres to about half a
meter. On the other hand, the rotation of the camera
usually delivered very reliable values. In general, the
tracking accuracy exceeded expectations. The up-
load of the images to the database worked without
any problems and could even continue after a crash,
which seldomly occurred.

Theweb storages
The two databases used created the connecting ele-
ment between the two components that can be uti-
lized by the users. The cloud database was used to
receive all binary data and to represent a kind of web
interface, which could be used completely indepen-
dent from both platforms to browse through the im-
ages. The graph database received all raw data gen-
erated from the app and the viewer. With an in-
tegrated development environment (IDE), the data
could be retrieved completely without other tools.
Unfortunately, these only appeared in long lists that
were not particularly easy to read. The fact that both
technologies could be controlled with the REST API
made it possible to bundle all download and upload
processes and handle them using the same funda-
mentals. Thus, there was no need to develop two
completely independent methods.

The IFC viewer
In the IFC Viewer the cameras were loaded into the
model by the click of a button. With a ray-cast op-
eration, the model was searched for all components
seen by the camera. Since the ray-cast was created
in relation to the pixel density of the image, this
caused a performance issue with the engine, which
was solved by reducing the scan to every 20 x 20
pixel-tile of the image. In a sperate window the orig-
inal image and the digital twin could be compared
and overlaid with the pixel values of the ray-cast. It
was possible to click anywhere in the image to high-
light the corresponding component in the viewer.
The other way around, the viewer allowed to select
components that showed the user which pictures
they were displayed on. The first attempts still in-
cluded pieces of furniture when querying the view,
but this was removed in later implementations, as
these are non-static objects whose position varies
too often in reality in comparison to the 3D model.
A further obstacle was represented by components
which, such as windows, were partly made of trans-
parent material. These prevented the ray-cast from
passing through them. Although this was in accor-
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Figure 7
Overview of the
three cornerstones
of the project. The
database is the
linking element in
the middle and is
responsible for
communication.

dance to the nature of the function, it caused the
paradox that the camera itself could look through
these parts and see other components, but the ray-
cast ignored them completely, because it made no
difference between the materials it encountered.

Figure 8
Screenshot from
the IFC Viewer. In
the middle a
camera can be seen
which was
generated with the
mobile application.

DISCUSSION
In comparison to current workflows, which are used
for the documentation of buildings, this paper shows
a promising new way to integrate this process into
the BIM method without the need of being a BIM
expert. In addition, no new technologies need to

be developed for this and existing solutions were
utilized. However, it is noticeable that some prob-
lems still must be addressed. The described track-
ing within buildings is a key component for the suc-
cess of thismethod. Although it does not require per-
fect accuracy to be useful, total breakdowns andma-
jor tracking losses must be reduced to a minimum
to ensure user acceptance. A further problem is the
manual calibration of the user, which has repeatedly
caused problems with accuracy. Although this was
sufficient for the prototype, it showed that amore re-
liable method of calibration is needed. However, a
look at other projects shows that solutions have al-
ready been developed that can be built on. For ex-
ample, it would be possible to perform a triangula-
tion with the help of the plan and the AR technology
of the mobile device, with which a more precise po-
sition could be determined. A corresponding solu-
tion can be found in the GAMMA AR project. To do
this, it would be necessary to select a line on themap
and place it in the real building at the right location.
Another possibility would be the use of markers that
require positioning at a previously defined location.
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This is probably a very simple method for calibrat-
ing the app quickly, but on the other hand it would
require more time for preparation because all spots
have to be set in advance and marked in the app.
The limits of the possibilities of this prototype could
also be clearly seen in the development. ARCore’s
tracking technology has proven its worth and very
often provided reliable tracking results, but it turned
out that not every building is suitable for this type
of recording. The moment a building has too little
contrast or its rooms are very dark, tracking quickly
reaches its limits. Very narrow rooms can alsomake it
difficult to use the app satisfactorily. A type of build-
ing that would certainly cause many issues could be
small church towers. But since the AR tracking tech-
nologies have made great progress in recent years,
future iterations might already reduce these prob-
lems. Furthermore, parts of the application could still
be used in such buildings despite these problems, as
small tools such as the compass- or tag-functionality
could already provide added value for the users.

Figure 9
Occasionally, the
application lost its
tracking. This
caused the tracking
to be temporarily
kicked out of the
building.

The IFC viewer gives a preview of how a building in-
formation model can be used as a data container for
old and heritage buildings. Although initial develop-
ments in this direction can alreadybe seen inprojects
like (Freitag and Stenzer, 2017), a partial automation

of this process was achieved in this project in coop-
erationwith themobile application. The connections
that the viewer creates between the images and the
components are still very rudimentary in time. Fur-
ther improvements to this could create even more
complex queries to the model and allow manual in-
put of images that were created without this app.
Even an approximate mouse positioning of a cam-
era could provide added value. The ray-cast, which
should be based on the pixel density of the image,
has proven to be very performance-intensive. At a
relatively low resolution of 720 x 1280 pixels, it per-
formedalmost onemillionoperationsper image. The
computing load was reduced by hitting only every
20 to 20 pixels with a ray-cast. Although the result
hasbecomesomewhat less accurate, it allowsa larger
number of images to be retrieved simultaneously as
part of the prototype. Since it is now possible to de-
termine exactly which pixel of an image showswhich
component by means of these ray-casts, we can cre-
ate further advanced solutions based on this tech-
nique.

Distributing data from amobile phone via a dual
system has proven its worth. The cloud structure for
the images can be easily integrated into office struc-
tures and is already available in some cases. The
graph database is therefore only responsible for the
raw data. Since the information is not stored directly
in a specific data format, it is also possible to generate
it and combine theprojectwithother formats. For ex-
ample, almost all data required to generate BCFs are
already stored in the database and can be distributed
to project partners.

Figure 10
An image of a
camera displayed in
the Viewer. The
colored dots on top
of the image are the
individual
components that
the camera sees.
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CONCLUSION
This paper explored the possibilities of linking im-
ages to a virtual building model. It shows that cur-
rent developments in the field of commercial mobile
phones are sufficient enough to track the position in
most buildings. Moreover, it is possible to generate
additional data such as directions, air pressure etc.
from the device and to attach them directly to an im-
age. The collected data was loaded on a database, or
in the case of the pictures on a cloud, and thus made
available for further applications. A possible imple-
mentation of this data was demonstrated by loading
it into a 3D model and enriching it with further in-
formation. The symbiosis of these two worlds - the
real world represented by the images and the vir-
tual world represented by the IFC model - provides
promising results fromwhich further research can be
imagined.

By using Linked Data this project can be inte-
grated into a larger context. The prototype described
here is considered as a building block for further re-
search in the context of the H2020 BIM4Ren project
that is addressing SME-specific processes and inter-
operability challenges for the renovation of residen-
tial buildings. With the help of the ray-cast, which we
executed in the project, it is now possible to provide
IFC Models with the exact positions of damages to
the building substance and to insert them into the
geometry. Furthermore, it is possible to use the im-
ages as a kind of decals and map them directly onto
the 3D objects. This could further enhance the con-
nection between the 3Dmodel and the real building.

Ultimately, a long-term goal is to create a pub-
lic memory that accompanies the building through-
out its life cycle, and beyond. Knowledge about the
building could be preserved over different phases
and accessed by a simple click in a BIM application.
In the future it could be avoided to organize tedious
searches for certain images in clusters of subfolders.
By simply entering the position, a date or the name
of a component, the corresponding images could be
delivered. Vice versa itwould bepossible to only click
on the image at the specific position and be led di-

rectly to the correspondingcomponent. Therewould
be no need to speculate about where an image was
taken.

Although this paper focuses mainly on the area
of building renovation and architectural heritage, the
results are largely applicable to the area of construct-
ing new buildings.
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The use of virtual reality in exploring non-linear
interpretations of literary architecture: an initial
methodology
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This paper focuses on the multiple interpretations of literary architecture, using
Virtual Reality (VR) that bridges the reader's immaterial graphic fragments in
their mind and the immersive virtual environment. Rather than an adaptation or
aesthetic re-creation from a piece of text to its interpretation, this paper aims to
investigate how to keep interpretation from an endless ''sliding of meaning" (Eco
1990, p.151) and create a set of criteria by which the interpretation can be
critically assessed. Furthermore, different groups of the readers (e.g. those who
have or do not have an architectural background) will have the chance to
experience the visualised interpretation by means of interaction between users
and interface in VR and give their response and feedback respectively, which will
reveal how the reader's interpretation influence the original text. This paper
introduces a number of potential literary works as case studies and a preliminary
plan of imagining the text in a virtual environment, the mode of interaction and
the collection of feedback. However, as an initial proposal of research
methodology in an early-stage PhD programme, it is still to be tested and refined
in future work.

Keywords:Multi-interpretation, Virtual reality, Literary architecture

INTRODUCTION
In Borge’s The Garden of Forking Paths, the Chinese
scholar Ts’ui Pen left these last words and his myste-
rious novel to his descendants: ”I leave to the vari-
ous futures (not to all) my garden of forking paths”
(Borges 2000, p.51). The protagonist finally deci-
phered this phrase that implies a non-linear nar-
ration. The storytelling does not attempt to con-
front the reader with several alternatives where they
chooseoneandeliminateothers, and instead, Borges

(ibid., p.51) aims for the reader to choose ”all of them
simultaneously”. If this novel does exist, how can
a reader experience all the endings of the story?
This inexistent novel suggests a piece of text that
is open to being interpreted according to different
readers’ comprehension. Rorty (1982, p.151) stated
that the interpreter ”beats the text into a shapewhich
will serve his own purpose”. For example, in ev-
ery reader’s mind, the images of the cities in Italo
Calvino’s Invisible Cities are different; it is difficult to

Papers - eCAADe RIS 2019 | 69



decide which interpretation is the one in the au-
thor’s mind. However, the author advocates the
readers’ rights: ”a book is a space which the reader
must enter, wander round, maybe lose his way in,
and eventually find an exit, or perhaps even several
exits” (Calvino 1983, p.38). Although Ryan (2001,
p.120) mentioned that the text could imprint ”quasi-
photographic sharpness” on the readers’ mind, these
images are usually incomplete. From the point of
view of the readers who have an architectural back-
ground, the fictional architecture has the potential to
be interpreted to a complete visualisation, and the
utilisation of Virtual Reality (VR) develops these in-
terpretations to a multi-sensory version which can
be experienced by the users. Because of the diver-
sity of the readers’ understandings, theymight imag-
ine the fictional architecture as various styles, shapes
and materials. However, even if the text indicates
unlimited interpretations, it still disproves that ”in-
terpretation has no public criteria” (Eco 1990, p.144).
Therefore, this paper, as a part of an early-stage PhD
programme situated in between theory and practice,
raises the questions of how to translate the multiple
interpretations of fictional architecture to VR and to
what extent can these interpretations be critically as-
sessed based on a set of criteria? Is there a mode
of interaction between the users and the computer,
which can represent different interpretations simul-
taneously in VR? Furthermore, what factor influences
the readers to produce different interpretations and
how can a text be influenced by its interpreters? This
paper proposes a methodology to begin investigat-
ing the multi-interpretations of literary architecture
in VR, which will be the implement as the next stage
of PhD research.

VR AS A TOOL OF STORYTELLING
Virtual reality has been used to represent the archi-
tectural design concept in the way that the users can
immerse in a full-scale digital model. The immer-
sion can be enhanced by virtue of the entity’s charac-
teristic such as texture, glossiness and other details
(it does not necessarily have to be photorealistic).

Furthermore, VR and game developing application
have the potential to translate the ambiguity of the
text in a variety of different directions, according to
the individual readers‘ interpretations of the text. In
collaboration with the detailed full-scale model and
the translation of the ambiguous quality of the text,
the immersion of the Virtual Environment (VE) may
be further magnified. Char Davies’ Osmose creates
a virtual zero-gravity world in which the users can
freely wander around. The text as overlapping im-
ages cause illusion to theusers as though they are en-
tering several worlds simultaneously, which are pen-
etrating to each other, and the boundaries have dis-
solved, “suggesting meaning rather than explicitly il-
lustrating,” and “evoking a range of associations and
interpretations in themindof the viewer” (Davies and
Harrison 1996, p.1). The spatial immersion of the
users is continuously maintained in Davies‘ aesthetic
work by producing the participants the feeling of
“presence” (Witmer and Singer 1998, p.225). Accord-
ing to Ryan’s assertion, the spatial immersion also oc-
curs in reading activity and depends on “the coinci-
dental resonance of the text with the reader’s per-
sonal memories” (Ryan 2001, p.121), implying that
the immersion becomes diverse due to the readers’
various empirical experience.

Regarding the text as historical urban context, VR
has been enabled the ability to visualise the hidden
stories of a city, evenwhen some of them are parallel.
Webb and Brown (2011) explore how to enhance the
current understanding of the lost or unbuilt works of
architecture by using digital techniques based on the
surviving literature or fragmented images. Kartalou’s
paper (2016) indicates that digital technology can be
used to reveal the hidden intangible elements of cul-
tural heritage, allowingpeople to experience a “more
complete image of cultural heritage”. Moloney et al.
(2017) developed two immersive virtual reality (iVR)
applications to visualise different versions of unbuilt
architecture, along with other relevant information
such as drawings, photo, paintings, and narrations of
text for the “historical interpretation of unbuilt archi-
tectural drawings”. This research provides a range of
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methodologies along with the utilisation of VR and
architectural representation, which is also the essen-
tial toolkit of this research.

Non-linear storytelling allows the readers to ex-
perience the narration in forking paths as opposed
to telling a story without providing options to the
readers, and it can be enhanced through an im-
mersive VR. The story in the open-world RPG (role-
playing game) TheWitcher 3: TheWild Hunt develops
by theplayers’ choice at every decision point, and the
players will not know what the consequence to the
characters until the ending of the game. As a result,
they could watch their favourite characters die or ex-
perience the perfect ending. What makes it unique
is that the characters and stories become completed
and convincing because of the ”morally ambiguous
areas and decisions to be made that highlight what
makes our world so complex” (Welsh 2016). A cine-
matic interactive game (using real actors) Late Shift
provides more than 180 irreversible options to the
players, and which lead to more than seven endings.
The essence of this form of storytelling is creating a
decision tree by which every player can choose at a
series of decision points and approach to one of the
multiple endings. In another video game, Dark Souls,
the fictional world is created in a non-linear way - all
the maps and architecture are connected; hence the
players can choose any entry to take an unknown ad-
venture. According to Brown’s research video (2018),
although the game has a general sequence of the
acts, most of the players tend to choose a random
andmore hazardous route - even though they might
spend hours on finding away in the chaotic labyrinth
and fighting the enemies, it is the unique quality of
this game. Besides, the storytelling in Dark Souls is
so obscure that the players can only trace the ev-
idence of the hidden story by finding the specific
items. However, for themap is an open labyrinth, the
order of emergence of these items lead to various in-
terpretations of the story.

These precedents generate the background into
the potential of this research to extend the method-
ology of interpreting the historical architecture from

existing documents to the interpretation of fictional
architecture. Game making involves the creation of
the VE and the relationship among the VE, the UI
and the storytelling, which is instructive to my re-
search. VR shows its potential to be a valid tool that
re-visualise unbuilt architecture. Moreover, Davies
andMoloney’s work both introducemultisensory ex-
perience, creating an immersive virtual environment
which is the crucial characteristic of VR. On that ac-
count, this research aims to explore how to interpret
the fictional architectural space to an immersive VR
version using digital techniques, and how can multi-
ple interpretations be made simultaneously. Accord-
ing to Moloney’s study, different interpretations of
the historic architecture are created digitally in an ap-
plication made in Unity3D, along with a user inter-
face (UI). Therefore, the users can choose viewpoints,
watch different versions of the building and learn
about the history and context of the project by user
input (2017, p.716-720). As such, this research will
develop thismethodology after collecting various in-
terpretations from the participants who have an ar-
chitectural background (students, architects, and so
forth) in separated elements as a preliminary library
(this will be discussed in the next section). In the
form of a Unity3D application, the following stage is
to build digital virtual models and the ambient envi-
ronment as a translation from the collected data, and
the VE will immerse the participants to let them ex-
perience own and other interpreters’ versions of the
fictional architectural space in this application. The
UI will help the users not only to control and navi-
gate in the VE but also to acquire multiple informa-
tion about the literary work. This is followed by the
response and feedback from the participants about
towhat extent does the VR experience correspond to
their unshaped interpretations, and the application
will be refined according to the feedback, see figure
1.
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Figure 1
The process of
producing the
interpretation from
text to VR.

FROM TEXT TO INTERPRETATIONS
Whereas the difficulty of interpreting literary works,
especially regarding the ambiguous description,
which is that the author’s intention usually stays out
of control or unknown to the readers. Thus, the in-
terpretations can easily “lead to the acceptance of a
never-ending drift or sliding of meaning” (Eco 1990,
p.151), if there is no limit of the interpretation.

It is true that the unbuilt or lost architectural
space in the text always encourages the reader to
imagine the details of the place as a vessel for the
plots, for instance, the Aedificium in Eco’s The Name
of the Rose, Minas Tirith in Tolkien’s The Lord of the
Rings, Hogwarts in Harry Potter, and Chang’an as a
capital city of Tang dynasty in traditional Chinese po-
etry. The details of the architectural space in the
adaption from text to film or other visual media have
amazed us with metaphoric visual details: the end-
less staircase as an interpretation of the labyrinthine
library in the Aedificium, the first magnificent por-
trait of Minas Tirith in Gandalf’s view, and the flyby
upon Hogwarts’ castle in the valley, and so on. In the
case of re-creating the library in TheNameof theRose,
the labyrinthine layout in the original text were re-
interpreted to an endless staircase that was inspired
by Piranesi’s etching. The reason for thismodification
was not only a representation of the filmmakers’ un-
derstandings of the novel but also a solution for deal-
ingwith the technical issues (Werder 2012). However,
can they ever be more accurate than every reader’s
imagination?

Accordingly, several significant literaryworkswill
be selected as case studies, which are Eco’s TheName
of the Rose, Calvino’s Invisible Cities, and a piece of

traditional Chinese poetry,Meeting Li Kuei-nien in the
Southland. Each case will focus on the research ques-
tions from different angles and contribute particular
benefits to the research.

The library in The Name of the Rose
Umberto Eco’s The Name of the Rose portraits a clear
image of the fictional monastery which locates in
the mountains in medieval Italy. The main charac-
ters - William and Adso - investigate a series of mur-
der cases and Eco designed a library as a labyrinth
in which William and Adso got lost when they first
entered. Eco has described the experience of their
loss in detail including the route of their exploration,
the architectural details, the inscriptions, and Adso’s
mental activities (Eco 2014, p.179-188). This research
will capture this section as a piece of the original text,
providing the participants (architectural students)
with a series of spatial experiences. As mentioned
previously, the first stage before digital model mak-
ing is collecting a range of interpretations from the
participants in analogue or digital form. In this case,
the research aims to create a framework by which
the participants will interpret the text regarding the
details of the architectural space. For example, af-
ter reading the text, the participant will be asked to
present their interpretation on a detailed question-
naire regarding the tangible (dimensions, material,
artefacts, and so forth) and intangible elements (at-
mosphere, sound, light, weather and so on), see fig-
ure 2. According to Witmer and Singer’s study (1998,
p.225), theydesigneda set of questionnaires to “mea-
sure presence in VEs” and to “evaluate relationships
among reported presence and other research vari-
ables”. Al-Attili and Coyne (2004, p.280) also used
questionnaires to canvass the relationships between
“the scaleof thebody”, “the scaleof theenvironment”
and “the scale of the body compared to the scale of
the environment”. Thus, based on the previous stud-
ies using the questionnaire as an analytical tool, the
interpretations can be collected and categorised on
the same level; furthermore, the questionnaire will
cover the following stages to inquire how the partic-
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ipant can get involved in modelling the VE and the
assessment of their experience in VR.

Figure 2
Collecting tangible
and intangible
interpretations of
the participants.

Assuming interpretation has a limitation, Eco had de-
scribed that the interaction between the text, the au-
thor and the reader produces the complex activity
of interpretation, which involves “the cultural con-
ventions that that language has produced and the
very history of the previous interpretations”. There-
fore, if a reader wants to interpret a piece of text, he
or she must value the “cultural and linguistic back-
ground” (Eco 1990, p.183-184). Consequently, rele-
vant information about the cultural background of
the text such as the author’s intention, which could
help the interpreters to create the border of their se-
mantic interpretation.

Translation
As the participants are those who have an architec-
tural background, they are eligible for translating
their thoughts of the tangible elements into concrete
forms such as digital models and sketches. However,
this is after defining the specific groups of partici-
pants. For example, first- and second-year students
are encouraged to interpret by hand drawing, par-
ticipants who are architects or Masters students will
translate their thoughts directly into digital models.
The interpretations as digital models are to be in-
serted into a whole model of the monastery (based
on Eco’s drawing) which leaves an empty part for the
interpreter’s model to fit in, see figure 3. Thus, the
interpreters’ interpretations are limited in the same
space with a set of fixed dimensions. The completed
digital model will finally be imported to Unity3D
to generate a further VE. As for the analogue inter-

pretations (sketches), 3D drawing in Photoshop is
a potential medium to translate 2D drawings into
a panoramic version, see figure 4. Jurabaev’s work
(2017) shows thepossibility of this creative tool to ap-
ply to my research. In the panoramic mode in Pho-
toshop, the user can rotate to a view to working on;
then the 2D drawing can be completed on a new
plain layer. Finally, the plain layer will be merged
downwith the3Ddrawing layer andwill beprojected
onto the panorama.

Figure 3
a. The layout of the
monastery drawn
by Eco, copied from
the title page of The
Name of the Rose;
b. The preliminary
digital model of the
monastery based
on Eco’s drawing,
created by the
author using
SketchUp; c. This
sketch shows that
participants’
interpretations as
digital models can
be fitted into the
whole model,
drawn by the
author using
Procreate on iPad.

CONCLUSION
Because the research is in the early stage, the pre-
vious methodology needs to be tested in the future
and thereby be refined or reconsidered, and the re-
search questions could be refined and narrow down.
For example, the case study of The Name of the Rose
will continue transferring the participants’ analogue
or digital interpretations intoUnity3D, alongwith the
other intangible elements (atmosphere, light, sound
and so forth) and the UI system to create the immer-
sive VR application. In which the study will test to
what extent can the participants’ interpretations be
proved in the following text, which is the key crite-
ria to evaluate the interpretation (Eco 1990, p.181).
Thenovel has describedmore intelligible speculation
of the plan of the library through William and Adso’s
conversation (2014, p.225-226). Eco also categorised
this labyrinthine library as a ”mannerist labyrinth” in
which the readers need an ”Ariadne’s-thread to keep
from getting lost” (1984, p.57). By comparing the
interpretation from the ”model reader” and the one
from the ”empirical reader” (Eco 1990, p.180), this
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case study will reveal the relationship among the
text, the author and the reader, showing what fac-
tor influences the readers’ interpretations and how
can the text be influenced by its interpreters. Re-
garding the other two cases, Invisible Cities implies
an open text that refers to numerous uncontrollable
factors, influencing the readers’ interpretation. It re-
quires amore flexible frame in which the interpreters
can work on the similar level; the case of the Chinese
poetry aims to investigate if a piece of text was trans-
lated into several languages, how do the interpreters
respond to this situation?

Figure 4
A panorama
drawing showing
the spatial
cognition in the
monastery in The
Name of the Rose
based on the
reader’s
interpretation; a,b,c.
Rotation of the
viewpoint in 3D
drawing mode; d.
The projection of
the panorama.
Drawn by the
author using
Photoshop.
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This paper investigates whether a projected body and bike following
biomechanical symmetry principles can increase presence in a virtual reality
(VR) game. The VirZOOM bike was used as a controller and a game was
designed for players to have a virtual body sitting on a bike, pedalling in sync
with their real body. The game was evaluated with 35 participants, measuring
results with the Presence and Kennedy Simulator Sickness Questionnaires. In
addition, reaction time was measured for every game. Our analysis concluded
that the way biomechanical symmetry was implemented didn't affect simulator
sickness, presence, or reaction time.

Keywords: Biomechanical symmetry, Presence, Motion sickness, VirZOOM bike,
Virtual environment, Virtual reality

INTRODUCTION
One of the fastest growing technology industries is
virtual reality (VR) [4]. However, VR technology has
a number of significant shortcomings related to the
user experience, affecting the quality of interaction
with the virtual environment. While interacting with
the environment, the user can experience effects
such as eye strain, disorientation, headaches, and
motion sickness [1]. Furthermore, moving around in
virtual environments (VEs) is posing an interaction
design challenge, wherewalkinghas proven tobe es-
pecially difficult to emulate (Souman et al. 2011; [3]),
as it inducesmotion sickness inplayers. TheVirZOOM
bike is an exercise bike equipped with sensors en-

abling it to be used as a VR controller, utilizing biking
as an alternative formof locomotion in the VE [2]. The
abovementioned shortcomingswere themotivation
for exploring the topics of presence, immersion, and
motion sickness, as well as locomotion control with
the VirZOOM bike technology and how these are af-
fectedby theapplicationofbiomechanical symmetry
in such a context.

In section Related work we provide an overview
of related work, investigating the current terminol-
ogy and methods used in relevant studies. The pro-
posed implementation is described in section Imple-
mentation. Section Results describes the evaluation
and results, and section Discussion presents a brief
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discussion and the main conclusions of this paper.

RELATEDWORK
Sensory Conflict Theory
The vestibular system is a sensory complex that
provides information regarding one’s orientation in
space, balance, and is involved in coordinating their
movements. It is located in the inner ear and it per-
forms its functions by collecting information about
the head’s acceleration, position, and orientation.

The conflict between the vestibular and vision
system’s perception is themost widely accepted the-
ory describing simulator sickness (Jerald 2015). Sim-
ulator sickness is caused by visual motion alone,
while physically induced motion sickness is caused
by physical movement. The former can be alleviated
by closing the eyes, this is not the case with physi-
cally induced motion sickness. The reason for this is
that simulator sickness occurs based on visual stimu-
lation that does not match with what the body feels.
(Jerald 2015).

The most commonly used method for measur-
ing simulator sickness is the Kennedy Simulator Sick-
ness Questionnaire (SSQ). SSQ gives researchers 4
scores: the total sickness score, a score of oculomo-
tor, a score for disorientation, and a score for nau-
sea. The method is highly subjective and relies on
the ability of the participants to identify symptoms
within themselves (Jerald 2015).

The correlation between simulator sickness and
the feeling of presence is: when the feeling of pres-
ence is lowered, the symptoms of simulator sickness
are more severe (Jerald 2015). Furthermore, immer-
sion has a correlation to presence as follows: if the
immersion increases, so does the presence. Differ-
ent studies show that presence can be increased by
employing biomechanical symmetry (Jerald 2015).
Lastly, attention is also a factor that influences the
presence inavirtual environment (Witmer andSinger
1998). Reaction time has been used as a measure
of attention and engagement (Breuker et al. 2005).
Therefore, it can be argued that an objective way to
measure presence could be the time it takes the user

to react to a certain task. It can also be hypothesized
that there is a correlation between the reaction time
of the user and their feeling of presence.

Presence
Witmer and Singer (1998) define presence as a sub-
jective experience where the person is physically sit-
uated in the real world but is engaged in another en-
vironment. Held and Durlach (1992) define presence
in VR as an ”experience”, where one cannot detach
from the real experience appearing simultaneously
with the virtual one. They state that while wearing a
HMD toengage inVR, theworld around theuser does
not disappear, it can be heard, smelled, and felt. An
accepted tool formeasuring presence is the Presence
Questionnaire (PQ), which allows a subjective evalu-
ation. There are no official methods used to quantify
presence. Lastly, the ability to direct attention from
the real world to the VR one also plays a role in being
present in a VE (Witmer and Singer 1998).

Biomechanical symmetry
Biomechanical symmetry refers to the phenomenon
of physical body movements in VE being in harmony
with corresponding real-world movements. It is one
of themain concepts of interactionfidelity, which can
be defined as ”the degree to which physical actions
used for a virtual task correspond to the physical ac-
tions used in the equivalent real-world task” (Jerald
2015). Regarding VR, the term refers to replicating
theuser’s realmovements in thevirtualworld. Togive
an example, walking on an omnidirectional treadmill
is more biomechanically symmetric to how we walk
in the real world than e.g. using a joystick to move.
Users feeling their virtual body performing a task in
the VE as if they were performing the task in the real
world cangive ahigh senseof presence. (Jerald 2015)

IMPLEMENTATION
Since there are already some preexisting games [2]
for the VirZOOM bike, quick and dirty tests were
conducted to analyse them. After the participants
played the games, they were asked to complete the

76 | eCAADe RIS 2019 - Papers



Kennedy Simulator Sickness and the Presence Ques-
tionnaires.In the tested games there was no virtual
representation of the player, which means that if the
user looked at themselves, there was nothing repre-
senting their physical presence. To address this gap
a virtual body was modelled for our solution.

Figure 1
A screenshot from
the created game
with a body
projection.

The solution developed for this project is an endless
runner style game, where players bike through a vir-
tual world that is slowly dissolving behind them, and
where there are three parallel lanes (see figure 1).
Players have a virtual body and can move between
the lanes by tilting their head or leaning right or left.
Along the lanes, there were positive and negative
pick-ups, which would either give the player more
time to escape the dissolving world, or deduct it.

EVALUATION AND RESULTS
Design
The study used a repeated-measures design, as the
test subjects participated in both conditions of the
experiment. The predictor variable was Body Projec-
tion, as the userswould play the samegamewith and
without the body projection. Three outcome vari-
ableswereobserved: level of presence, reaction time,
and simulator sickness score.

Participants
There were 35 people who took part in each condi-
tion of the test. From them 27 were male and 7 fe-
male. The users were between 20 and 31 years old.
The average age of the participants was 23,3 years.
The participants were all at least moderately experi-

enced with VR.

Apparatus
To conduct the test, the following tools were used. A
VirZOOM bike for in-game locomotion, and an HTC
Vive head mounted display. The data for Presence
and Simulator Sickness was gathered with the help
of the SSQ and a modified PQ which did not include
questions pertaining to audio and haptic feedback.
Two versions of the prototype were utilised for the
evaluation. One version included the biomechani-
cally symmetric body projection, and the other did
not. The data for the reaction time of the participants
was collected by measuring the time between the
pointwhen theuser has to change the lane (in-game)
and the time it takes to execute that action.

Procedure
The facilitator helped the participants put on theHTC
Vive headset, and guided themonhow to use the Vir-
ZoomBike. Furthermore, the participants were intro-
duced to the objectives of the game, and then the
game was started. As soon as the user began ped-
alling, a stopwatch was started. Each of the partici-
pantswere asked toplay each versionof the game for
120 seconds and after each game, they were asked
to fill out the The Kennedy Simulator Sickness Ques-
tionnaire (Kennedy et al. 1993), as well as the Pres-
ence Questionnaire (Witmer and Singer 1998). Since
the game was designed to have three lanes, the user
was prevented from moving farther outside to ex-
plore the world. In addition, they did not have time
to examine it, since they had to move away from the
disintegrating world. The users were asked to pre-
form an avoidance action as soon as they observed
a negative pickup in their lane. Reaction times, from
the time the pick-up was spawned in the game un-
til when the player started to change the lane, were
measured and saved throughout each test. Categor-
ical data was collected through the questionnaires
and used to estimate the severity of simulator sick-
ness and the level of presence.
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Results
The results of the Levene’s test showed that the data
sets were homogenic. The results from the Shapiro-
Wilk test showed that the data from the reaction time
measurements, as well as the data from the presence
questionnaire, was normally distributed. Based on
these findings, a dependent Two Sample t-test was
used for the reaction time and presence question-
naire scores. For the simulator sickness questionnaire
scores a Wilcoxon rank-sum test was conducted. The
results showed that the reaction time of the partici-
pantswas not significantly different between the two
conditions (p > 0, 05) with less than small effect size
of r = 0.116. Where the mean of the reaction time
with body projection data wasM = 0.5778057 and
the mean for the reaction time without body projec-
tion data wasM = 0.5719771.

Furthermore, the results from thepresenceques-
tionnaire t-test showed that the level of presence ex-
perienced by the participants did not differ signifi-
cantly between the game with body projection and
the one without it. The effect size was calculated to
be r = 0.159 which showed small effect size. The
mean for the Presence results without the body pro-
jection was M = 65.74286 and the mean of the re-
sults with it wasM = 66.97143.

The results from theWilcoxon rank-sum test con-
ducted on the Simulator Sickness data again con-
firmed that there is no significant difference between
the means of the two conditions based on a prob-
ability value of p > 0.05. Moreover, the mean of
the data gathered for the test with the body projec-
tion was M = 197.0189 and for the test without it
M = 221.0596. The results from the Pearson test for
linear correlation showed that there is no positive or
negative linear correlationbetween themeasured re-
action times and presence scores, as well as reaction
times and simulator sickness scores regardless of the
body projection.

DISCUSSION
The aim of this project was to investigate if applying
biomechanical symmetry to a virtual body in a virtual

environmentwill affect the level of simulator sickness
and presence.

The evaluation showed, that the difference be-
tween the means of the scores for presence and sim-
ulator sickness were not significant. However, there
are a number of areas that need to be further devel-
oped or investigated in order to more reliably mea-
sure the effect of biomechanical symmetry in VR.

One of the elements not implemented perfectly
was the biomechanical symmetry itself. While play-
ing the game, it could sometimes occur that the
movement of the legs would go slightly out of sync
with the real movement. This could be caused by la-
tency from the bike’s data transfer of RPM values, or
possibly because theprogramdidnot change the an-
imation speed fast enough based on the data it re-
ceived.

Moreover, some of the users did not notice the
virtual body during the evaluation. Most of them
asked, at the end of the test, what the difference was
between the two games they played.

There are a number of things that could ad-
dress raising awareness of the virtual body. Reflective
floors or othermirrored surfaces allowing theusers to
notice the body could be implemented. In addition,
the game only implemented moving legs, the rest
of the body was static. By animating the torso and
hands to reflect the users’ movements, they could
take notice of the biomechanical symmetry. Further-
more, the only element drawing attention to their
hands and body was the dial placed on the handle-
bars.

Lastly, the methods used in the quick and dirty
tests and the methods used in the evaluation were
different. For the evaluation, questions that were
deemed irrelevant were removed from the Presence
questionnaire, and we had a larger number of partic-
ipants. By designing the two tests to use the same
presence questionnaire and number of participants,
the preexisting games could be compared with the
designed solution in terms of simulator sickness and
presence.
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The benefits of studying daylight behavior with physical scale models is well
established. Scale models are widely used as design tools from the early
conceptual design phase to the final presentation, in order to inform and
communicate spatial experience and atmosphere created by daylight.
Photographing the interior of daylight illuminated scale models takes special
considerations concerning camera size and the construction of the scale model.
The point of view is often through a window or other openings in the model for
practical reasons, and an experience of being in the space is difficult to
achieve.Capturing 360° panoramas from scale model interiors enables a novel
experience of the model space in 1:1 viewed in Virtual Reality. Establishing a
correct eye-height is mandatory for the precise perception of scale, whereas
model construction materials seems to be of minor significance. In this paper, a
study done through an explorative and observative research describes the
practical findings of capturing 360° panoramas inside daylight illuminated scale
models. The purpose is to create a guide for students to use 360° panoramic
photographing and the various display possibilities to enhance the conceptual
design phase as well as representing the results.

Keywords: VR, Scale model, Daylight, 360° panorama

INTRODUCTION AND BACKGROUND
Architectural scale models for daylight
studies
”Models are an excellent way to experiment withma-
terials, their translucency or transparency, and the re-
flections and refractions they produce. The models
that we built are full of different properties of light.
This is something you can never achieve in computer
renderings” (Steven Holl, 2017). In spite of today’s
digital simulation possibilities, physical scale models
are still an essential design tool to study and com-

municate the experience and atmospheric effects of
daylight in spaces of architecture (Guzowsky 2018).
Models suitable for daylight studies should be made
in materials, which block the light with no light leaks
to disturb the light effects studied, also the size of the
model should be suitable for photographing with a
camera (Egan et al. 2002). Building the model re-
quires attention tomaterial qualities in connection to
light and how these qualities changes the visual per-
ceptionof the space according to the changes of day-
light. Steven Holl states, that physical models offer

Papers - eCAADe RIS 2019 | 81



a good way to increase students’ awareness of light
andmaterials and thus the haptic quality of architec-
ture (Schoof 2017).

The concept, and use of architectural models is
rooted in a strong tradition for resemblance, transla-
tion and determination (Bertram 2012). The daylight
illuminated model can take as many forms and pur-
poses as any architectural model, what distinguishes
these kind ofmodels is their ability to support the de-
sign with daylight. There will be questions of resem-
blance according to the reflecting and transmitting
light qualities of materials, translation of ideas and
concepts as well of determination in the form of in-
tentions, strategy and making of the models.

Photographing daylight illuminated scale
models
Establishing the daylight condition of the scale
model to be studied, the model can either be posi-
tioned outside under the real sky or in a room with
an artificial sky, which simulate overcast and clear sky
conditions (Egan et. al 2002). In natural daylight,
themodel is illuminated by the present dynamic day-
light condition. The artificial sky and sun in combina-
tion, creates a specific and stable daylight condition
to work with. An important feature of the daylight il-
luminated scale model is for a photographic devise
to get access to the interior of the model in order to
document the daylight effects and/or use the cap-
tured interior for architectural representation. A hole
of approx. 5 cm between the exterior and the inte-
rior of themodel allow access by a camera with inter-
changeable lens, see figure1a.

The endoscope, originally a medical instrument,

became increasingly widespread inmodel photogra-
phy from the mid 1960’ies, as it allowed for realistic
spatial simulation (Sachsse 2012). The long thin lens,
attached to a camera with an adapter, allows eye-
height photo shoots inside even small-scale models,
see figure1c.

The smartphone camerahasproved tobeaquick
and handy solution to capture the illuminated inte-
rior of a scale model; it has a small lens like the en-
doscope - but circumference like a compact camera,
which does not always allow for access to the interior
of the model, see figure1b.

The default display possibilities of the captured
views on screens or in print are all in 2D. The pho-
tographic technology of the 360° camera captures
panoramic views and allows for a 3D experience, see
figure 1d. Photo shoots with a 360° camera inside a
scale model thus allow for a panoramic view inside
the daylight illuminated scale model.

Virtual Reality and Scale
360° panorama renderings or spherical photos ei-
ther captured by fisheye-lens cameras or stitched to-
gether from regular perspective photos can provide
great immersion and a 1:1 bodily experience when
viewed in a VR headset. The fact that the camera
Point Of View (POV) acts as eye height in VR, deter-
mines the perceived scale of the scene or environ-
ment to be 1:1 no matter the original or real-world
scale, if the established eye height in VRmatches the
user’s real-world eye height (Leyrer et al., 2015). Am-
ber Garage [5] uses the perception of scale according
to eye-height to alter the viewer size in The City VR
Experience, enabling a giant view or mouse view of

Figure 1
Capturing interior
views with compact
camera (a),
smartphone
camera (b),
compact camera
with endoscope (c)
and with Theta V
(d).
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the 3D city map.
In this research, the viewer size is based on an av-

eragehumanheightwith a correspondingeyeheight
of 160 cm. The perception of scale in the archi-
tectural scale models viewed in VR, on the other
hand is changed by establishing a scaled POV in the
360° panorama corresponding to the chosen eye-
height. When experienced in VR the 360° photo-
graphic panoramas of scale models are perceived as
built in scale 1:1.

Virtual Reality and daylight
Spatial phenomena like distribution of light in space
is more precisely explained and perceived with the
bodily experience in VR than with traditional archi-
tectural 2D representations. Good results have been
achieved with students using smart phone VR as
representational medium for visualising and visually
evaluating architectural lighting concepts using ren-
dered 360° panoramas (Kreutzberg, 2018). Studies of
the influence of light on the atmosphere of a space
(Stokkermans et al., 2017) and perception of day-
light in VR, indicate a high level of perceptual accu-
racy, showing no significant differences between the
real and virtual environments on the studied evalu-
ations (Chamilothori et al., 2018). A comparative ex-
periment of subjective perceived visual qualities and
ambience of daylight in 360° photographic panora-
mas viewed in VR, compared to the perceived visual
qualities and ambience of the real world site, showed
a rather uniform perception of daylight brightness
(Kreutzberg et al., 2019). The ability to capture light
distribution with photographic precision combined
with a 360° panoramic VR display enhances and ex-
pands the use of illuminated scale models for day-
light studies.

METHODOLOGY
In this research, experimental 360° photographing
and video capture inside daylight illuminated archi-
tectural models of different scales and construction
materials were performed. The aim was to test the
usability of a 360° camera (Ricoh Theta V [6]) in rela-

tion to daylight studies and to be able to provide a
best practice guide for architecture students.

The interior of scalemodels in 1:10, 1:20, 1:50 and
1:100 were test-photographed in the daylight labo-
ratory of the KADK:LAB. The daylight laboratory pro-
vides a mirror box style artificial sky and a movable
artificial sun (Christensen, 1976). The daylight condi-
tions of the test-photo shoots were overcast sky and
a number of sun path positions, typically explored by
the students.

Technical equipment and the investigation of es-
tablishing correct eye-height, Point of View, camera
settings and post- production are described under-
neath as well as a test of various display formats. The
display modes of the panorama output were tested
and evaluated with students.

Technical equipment
The size of the model space in combination with
the camera size determine the possibility of captur-
ing a 360° panorama at the correct eye-height. For
these experiments a Ricoh Theta V one-click cam-
era was chosen, because of its small dimensions, its
high quality photographic output, its ability to be re-
motely controlled and its consumer friendly prizing.

The Ricoh Theta V camera dimensions are: 45.2
mm (W) × 130.6mm (H) × 22.9mm (17.9mm exclud-
ing lens section) (D).

The camera has a fixed f-stop 2.0 and an ISO sen-
sitivity range from 64 to 3200 for still images and
shutter speed from 1/25000 to 60 seconds. White
balance mode can be set to Auto, various pre-sets
or by Colour temperature (2500 to 10000 Kelvin).
A Wi-Fi connected smart phone controls all camera
settings. The communication distance between the
smart phone and camera is 10m. However, this varies
depending on the usage environment. Auto focus
from 10 cm to ∞.

Referring to previous exposure testing with a Ri-
coh Theta S camera [1] in a 1:1 daylight studio in vary-
ing weather conditions (Kreutzberg et al. 2019), an
ISO 64 setting with Auto Shutter was chosen to min-
imize image grain. White balance was set to AUTO in
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the experiments, but could be set by Colour temper-
ature to calibrate with on-site measurements.

Several smart phonemakeswere used as camera
control devices as well as displays; Samsung Galaxy
S8 [4], Samsung Galaxy A6 [3], and iPhone 6 [2].

Homido V2 [9]was chosen asHeadMountedDis-
play (HMD) because of its high lens quality and wide
103° Field of View, as well as its adjustable Inter Pupil-
lary Distance (IPD) and adjustable lens-screen dis-
tance.

Establishing correct eye-height.
In initial testingwith a conceptual 1:20 sketchmodel,
the camera was placed on the floor through a hole
made in the elevated model to achieve correct eye-
height, see figure 2.

Figure 2
Camera placed on
floor through hole
in elevated model
to achieve correct
eye height.

Figure 3
Camera stands

Figure 4
Camera-stand
heights in mm for
camera in upright,
rolled and
rolled/pitched
positions.

To test a less model destructive setup, the camera
was rotated to a horizontal pose (roll) to lower the
lens centre and was placed on a simple stand. Some
postproduction was anticipated to rotate the result-
ing 360° spherical panorama back into alignment,

but using the native Theta app for viewing automat-
ically realigned the horizon. The Theta V camera has
a built in gyroscope with zenith correction and this
function automatically adjusts the vertical direction
of the image when viewed in a capable app.

Testing the rolled cameras ability to establish
correct eye-height in a 1:100 volume model resulted
in a perceived eye height in scale 1:1 of approxi-
mately 2200mm, and correcting this into a percieved
eye-height of 1600 mm would require some carving
in the bottomplate of themodel to lower the camera
6 mm. The solution was to also rotate the camera in
its length axis (pitch) and block it up 7 mm.

The initial test shootings of the above-
mentioned scale models led to the design of a set
of support stands for the Theta V 360° camera to
achieve a perceived eye height of 1600 mm in VR,
see figure 3.

For scale 1:10 models a concave 3D printed sup-
port stand for the camera in upright position was de-
signed. For scale 1:20 and 1:50 models minimalis-
tic asymmetric support stands in bend wire for the
cameras in rolled/pitchedpositionswere designed as
well as for scale 1:20 models for the camera in rolled
position (the latter being rather unstable). For scale
1:50 models a row of staples was used as stand for
the camera in rolled position. For scale 1:100 mod-
els the asymmetric support stand for the camera in
rolled/pitched position was cut in cardboard, see fig-
ure 4.

Point of View
When establishing the POV with a 360° camera, it is
not only a matter of framing the picture as in tra-
ditional photography, but also the possibility to es-
tablish several desired sight lines within the same
panorama. The ability to look around freely in a 360
panoramic spacemay invite for a POV in the centre of
the space. A more informative POV might be along
axis’s of connecting spaces. For presentation or shar-
ing purposes, placing the POV in a corner of the inte-
rior can create a comfortable overview without hav-
ing to rotate the head andbody toomuch. The size of
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themodel space of course influences the possibilities
of an “ideal” POV, since the camera and its elevation
stand need to fit into the interior space to accommo-
date 360° photography.

Figure 5
Rolled camera
placed in direct
sunlight casting
shadows (left),
rolled and pitched
camera placed in
shade (right).

When capturing 360° panoramas with direct sun illu-
mination, the camera should preferably be placed in
the shade to avoid shadow casting unless the inves-
tigation is concerning glare, see figure 5.

Stitching
The Ricoh Theta V camera automatically stitches the
180° images from the two fisheye lenses. The visi-
bility of the camera house itself is erased by blend-
ing surrounding pixels. The quality of the auto-
matic stitching is influenced by distance to the lenses
and contrast and pattern along the stitching rim.
The joints between the images captured by the two
lenses will be skewed in images of subjects within 40
cm of the lens, which usually is the case with scale
models.

Figure 6
No stitching errors
in 1:50 model with
camera rolled (left).
Visible stitching
errors at window
sills with camera
pitched and rolled
(right).

It is advisable to avoid parallel pattern or geometry
contrast along the stitching rim. The stitching rim of

approximately 18 mm equals 90 cm in 1:50 models,
blurring everything within the height of 115 cm to
205 cm (+- 45 cm from the POV) that is not clearly ex-
tended perpendicular to the rim on either side, see
figure 6.

Diagonal lines in geometry or from shadows
along the rim are skewed as well.

DisplayModes
The power of 360° panoramas is their ability to dis-
play on screens with embedded navigational inter-
action when viewed in a dedicated app. The native
Theta app (IOS & Android) provides instant feedback
with a live view from aWi-Fi-connected smart phone
or tablet with gyroscope. It proved very useful when
testing POVs to minimise stitching errors. As soon as
the panorama is captured multiple views are avail-
able. VR view (Single lens), VR view (twin lens) and
Standard screen.

VR view (Single lens) displays a portion of the
panorama perceived to be in scale 1:1 in the direc-
tion the device is pointing. Rotating and reorienting
the device, displays other parts of the panorama. VR
view (Single lens) display turned out to be very useful
for collaboration, enabling more people to observe
daylight in scale models at the same time, especially
when displayed on a large tablet.

VR view (twin lens) also displays a portion of the
panorama in the direction the device is pointing, but
on a split screen. Mounting the smart phone on
a head mounted display (HMD) enables viewers to
experience a 1:1 bodily perception of the captured
space and its daylight illumination.

Standard screen display rotates the view with
touch gestures. On a computer screen mouse or ar-
rows rotate the panorama view. With the dedicated
Ricoh Theta desktop app Auto rotate is also a feature.

Post production
Theta 360° panoramas can be viewed in many apps,
but not all of them can read the embedded Exif data
with information on Pinch (Tilt), Roll and Rotation of
the camera to display a straight horizon.The RICOH
THETAbasic app [7] can straighten the horizon and at
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the same time inject inter changeablemetadataXMP
(Extensible Metadata Platform) [8] into the panora-
mas, enabling other apps to display the panoramas
correct, see figures 7 (top) and (middle).

Figure 7
Original 360°
panorama output
from camera
pitched and rolled
(top). Write with
top/bottom
correction, JPEG
data with XMP
(middle). Elevation
stand removed in
edit (bottom).

For retouching the camera stand Photoshop’s 3D
spherical panorama editing featureswere used. After
editing in Photoshop, the panorama was once more
run through the RICOH THETA basic app for meta
data injection, see figure 7 (bottom).

Themodels - scales andmaterials
The models investigated were of different scales and
constructed in various materials and with different
emphasis on finish. It was observed how the model
constructions and different surfacematerials and fin-
ishes were experienced when scaled in VR.

The 1:10 demonstrationmodel (of a daylight stu-
dio) was very detailed and with smooth surfaces of
similar colours and reflective qualities as in the real
1:1 space it represented. Not surprisingly, it was hard
to distinguish between the captured VR images of
the 1:10 interior and the reference interior in 1:1.

Chairs of folded paper and a table and kitchen
unit in cardboard made up the essential interior in
the 1:20 housing model. Window and door fram-
ings were made of coloured balsa wood. The pa-
per and cardboard materials were easily recogniz-
able in the 1:1 VR view as well as the balsa wood,
although the material structure was scaled. The
space itself was rather roughly assembled from un-
painted cardboard, revealing gaps at junctions (no
light leaks though) exaggerated in VR view. The
sense of proper 1:1 scale in VR and believable light
distribution was established with well-known ob-
jects; windows, doors, chairs, table and kitchen desk
in correct proportions and sizes regardless of scaled
materials.

Several 1:50 models were investigated, some of
themwith rooms too small to place the camera prop-
erly, others with larger rooms but having issues with
a blurred stitching area, see figure 6. The 1:50 mod-
els were themost difficult ones to correctly place the
360 camera in.

The 1:100 volume model explored was cut in
white polystyrene, and surfaces did not correspond
to the Copenhagen inner courtyard it represented. In
the 1:1 VR view, the rough surface of the polystyrene
appeared large and abstract with prominent shad-
ows in the surface structure; still the impression of
the sunlight distribution inside the inner space of the
courtyard was perceivable and appeared reliable.

FINDINGS
The photographic testing showed, that it is possi-
ble to capture panoramic views inside physical scale
models, and that this technique makes a valuable
tool to observe and evaluate on experience and at-
mosphere created by daylight in the interior of the
models in addition to the photographic techniques
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already known and used. Since the camera tested
has a near focus limit of 10 cm and a twin lens cap-
ture system, preconditions in the form of establish-
ing the right eye height, POV and stitching must be
considered. The camera tested needs certain condi-
tions to perform well; the interior space should be
large enough to contain the camera, a device, which
position the camera in correct position to achieve
the right eye height is needed, and cautiousness to
stitching issues must be done. The materials of the
scale models do not distort the spatial and bodily ex-
perience, when observed in 1:1, still considerations
should be taken to the light reflective and transmit-
ting qualities of the materials, like in any daylight il-
luminated model.

Using the Ricoh Theta V camera to create 360°
panoramic views, the daylight distribution and the
atmosphere of a space illuminatedbydaylight canbe
experienced in 1:1 in very early conceptualmodels as
well as in finalizedpresentationmodels. Morepeople
thanks to the various displaymodes can observe iter-
ative changes of the scale model or changes of day-
light immediately.

Further studies
The experiments and testing done make it possi-
ble to make a best practice guide of how to make
the right pre-conditions to capture interiors with a
360° camera inside daylight illuminated scale mod-
els. There are plenty possibilities for further stud-
ies: Sharing VR views across distances. Co-existence
between the physical VR experience and digital sim-
ulation of daylight. Transferring the representation
of material qualities in physical scale models to visu-
alizations. Glare studies inside daylight illuminated
models. 360° video capture of diurnal and yearly sun-
light. Refining the design of elevation stands: 1:10 -
3Dprinted stand should not be concave but slimmed
to vertical with embedded weight ballast for stabi-
lization. Stitching error at bottom would be mini-
mized. 1:50 Test I-beam. Painting metal wire stands
matte white might work as camouflage.
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The topic of visual illusion has been studied extensively in the field of psychology,
documented by a vast amount of literature, though an equivalent amount of
interest is absent in the study of the topic from an architectural perspective in
modern days. (Suppes 1991) The application of visual illusions in building design
remains to be a viva voce traditional wisdom rather than a scientifically backed
theory. The contribution of this paper is the formulation of a scientific method to
express the hypothetical relationship of subjective spatial perception and its
lighting condition, despite the presence of imperfect induction. A simple
superimposition method of mapping the resulting color map to existing
architectural drawings is also proposed to enable easy understanding the lighting
``performance'' of a space, and can be utilized as a design tool for further
computational analytics.

Keywords: Visual Illusion, Psychology of Perception, Virtual Reality

1. INTRODUCTION
Visual illusions have long been an integrated part of
the architecture and its theoretical formulation can
be traced back to as early as the writing of Vitru-
vius, and application observed in the design of the
Parthenon where the inward-leaning Doric columns
and drooping pedestal deceive the eyes into believ-
ing the structure as a perfect and pure geometry. De-
tailed drawings in the bookdescribing optical correc-
tions for visual perception had established a mathe-
matical theory of proportion, the guidelines of which
have since been applied empirically, by architects
and designers to the geometric design of building

elements. In the entrance gallery of Palazzo Spada
designed by Baroque architect Francesco Borromini,
the diminishing columns and rising floor strategically
create an optical illusion of a much deeper space;
in St. Peter’s Square, the flanking colonnades divert
subtly to adjust for the perspective distortion. The
topic of visual illusion has been studied extensively
in the field of psychology, documented by a vast
amount of literature, though an equivalent amount
of interest is absent in the study of the topic from an
architectural perspective in modern days. (Suppes
1991) The application of visual illusions in building
design remains to be a viva voce traditional wisdom
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rather than a scientifically backed theory.

2. BACKGROUND
In contemporary urban interior spaces, especially in
Asian cities where the population density is high, the
scarcity of floor area has led to an interest in property
developers and designers to remediate the undesir-
able effect of visual confinement posed by cramped
physical spaces. Small interior space is often associ-
ated with claustrophobia that causes anxiety to the
inhabitants. Limited physical intervention can be de-
vised due to restrictions in the building’s structural
composition. In practice, there are trivial methods in
the choice of finishing materials (e.g., mirrors) of the
enclosing walls to create an illusion of a more expan-
sive space that has moderate effectiveness. Light-
ing condition is one of the few elements that the de-
signer has a relatively high degree of control through
artificial lighting fixtures. This paper studies the pos-
sibility and feasibility of manipulating lighting con-
figurations to visually relieve the strain of small inte-
rior spaces for maximized comfortability.

3. OBJECTIVES
There are two folds to the objectives of this paper.
The first is to propose a practical method to expand
the visually perceived size of a space throughmanip-
ulation in the ambient lighting level and distribution
configuration for use in interior design projects. The
method is to be complemented by an attempt to in-
vestigate whether there is a correlation between the
lighting condition, visual expansiveness, and the po-
sition of the participant’s view point in a space.

The second objective is to establish a scientific
method in the estimation and visualization of the
posited visual illusion induced by the lighting config-
uration through experiments, conductedwith partic-
ipants answering prescribed questions while being
immersed in a virtual reality (VR) environment cre-
ated by a head-mounted display (HMD) device. The
visualized result can be seamlessly incorporated into
architectural drawings, or superimposed into aug-
mented / mixed reality (AR/MR) environments.

Based on the scientific approaches to describe
spatial expansiveness with the techniques of Isovist
(Heiler, 1967), and sight-depth (Kitagawa, 1999), this
experiment attempts to supplement these tools with
a more cognition-oriented approach. In the con-
ventional process of architectural design, the de-
signer assumes the hypothetical formality of the ex-
tent of a space, which, however, is rarely validated
with a scientific setup. In addition, the illuminance
in a certain space changes constantly with the sur-
rounding environmental condition, thus, computer-
simulated environments in VR systems are more reli-
able and consistent for cognition experiments, yield-
ing a more accurate estimation of the value of co-
efficient. Another issue is the design of a method
to quantify the perceived impression of brightness
level in a certain space. One of the most objective
indicators of brightness is illuminance (lux), recom-
mended by JIS (Japanese Industrial Standard) and
the Illuminating Engineering Society of North Amer-
ica (IESNA) for architectural description of a space
(2010, JISC), (2007, ASHRAE/IESNA). However, this in-
dicator does not always accurately reflect the real-
istic perception of brightness (Panasonic, 2010), as
the illuminance value is usually only derived from the
calculated value of the surface points of a horizontal
plane.

4. PRECEDENTS IN SPATIAL EXPANSIVE-
NESS ANALYSIS AND THEUSEOF VIRTUAL
REALITY
Themethod of topological view analysis in built envi-
ronment spaces originates from the UCL Space Syn-
tax Laboratory (Hillier, et.al 1984), leading to the de-
velopment of a succession of geospatial analysis soft-
wares, including the UCL Depthmap 10 (Pinelo and
Turner 2010). The method was used to assess the
“visual accessibility” of a space, represented by point
isovists, referring to area polygons that is visually ac-
cessible from a location along withmeasurements of
which. The juxtaposition of analytical values taken
from multiple viewpoints on the same visualization
graph, usually in the form of a heat map, offers quan-
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tified hints to understanding the visitor’s experience
of visual expansiveness of the space. (Lee et.al, 2019).
The resulting visibility graph can further be used to
inform agent-based analyses, predicting the move-
ment patterns of pedestrians and vehicles.

In the recent twenty years, VR technology has
seen increasing application in clinical psychology ex-
periments (Wilson, et al 2015) for its advantages in
economical affordability and capacity in reproduc-
ing almost unlimited ecologically valid stimulus in a
tightly controlled virtual environment. Rizzo et al. re-
ferred to VR as “the ultimate Skinner box”, where the
parameters of a visual stimulus can be precisely and
rapidly manipulated. Extensive research has been
conducted to study the level of presence, or how
“real” the participant perceives the virtual environ-
ment to be. High-fidelity, immersive VR systems are
found to be able to elicit intensive emotional re-
sponses from participants (Sutcliffe, et al 2005) that
are closely related to that of real-life situations (Kwon,
et al 2013).

In study of Hanaoka et al., the spatial expan-
siveness of a virtual interior environment perceived
visually by the participants was studied in a series
of cognition experiments using HMD VR/AR systems
(Hanaoka, et al 2018). The visual perception of the
size of the environment is influenced by the pres-
ence of obstacles in the line of sight, and the distance
between the observer, obstacle, and the enclosing
walls. The studyalsopoints out that thedepth cuesof
motion parallax, ambient illumination level and ob-
ject material could also potentially influence the per-
ceived impression of the space.

5. PROBLEM STATEMENT

• There are existing literatures describing the
methodology of quantifying the visual acces-
sibility of a space with topological analyses,
though there is a lack of understanding on the
cognition aspect of spatial perception.

• Therehavebeenexperiments studying theover-
all ambient lighting level of a space, butwhether
the formation of lighting distribution influences

the perception of space remains unclear.

6. HYPOTHESIS
The lighting configuration of a space, that is the floor
being lit unevenly in different formation patterns
which is often the case in interior design projects,
would impact the perceived expansiveness of an en-
closed space.

Figure 1
Image Sketch of
this experiment

7. RESEARCHQUESTIONS
1. Measurement of the perceived expansiveness of a
space is to be represented by the estimated distance
between the observer and the opposing enclosure
wall in a rectangular space. If the estimation of the
value of this distance shows influence from the light-
ing condition of the space, it may be deduced that
theperceivedoverall size of the space is also affected,
producing a visual illusion that the space is perceived
to be bigger or smaller than its actual size.

2. The configuration of the light source locations
above and the lit area pattern that it creates on the
floor, would have implications on the above visual
illusion. Should the assumption be valid, the exact
correlation between the locations of light source or
lit area, the relative position of the observer and the
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Figure 2
The VR Preview

estimated measure should be examined.

8. METHOD AND TOOLS TO EXAMINE
In the setup of the VR-based experiment, the partic-
ipant observes a vacant room measuring 10 meters
in depth and width, with the ceiling rising 3 meters
from the floor. (Fig.2)

The ceiling plane of the room is divided by a 10
x 10 grid, into square cells each measuring 1 meter
on the sides. Visibility of each cell is switched off ran-
domly, with the chance independent from the result-
ing overall pattern. Therefore, there is a variance in
the ceiling coverage area in the sequence of experi-
ment rounds as the configuration resets every time.
From a theoretical statistics point of view, the aver-
age percentage of the coverage area should be ap-
proaching 50% as the number of experiment rounds
increases. The floor plane is lit by the simulated light
source from abovemasked by the ceiling planewhile
the brightness level stays consistent across the lit
cells throughout the experiment rounds.

The participant “stands” at the center of one of
the floor perimeters, the height of the viewpoint is
fixed at 1600 mm above the floor, while the partici-
pant is asked to sit on a chair in reality. The partici-
pant canmove his or her head around to see space in
360 degrees, but cannot move or walk around. He or
she is asked to look around the space before answer-
ing the prescribed question. A participant typically
spends approximately 10 seconds in observation.

The experiment proceeds with the participant
providing numerical estimation of the “Evaluation

Distance”, referring to the distance between the par-
ticipant’s view point and the rear “Evaluation Wall”.
The participant’s verbal answer is recorded by the ex-
aminer, and the configuration of the ceiling plane
cells is randomly redistributed at the beginning of
eachquestioning round, for a total of 30 times for one
participant. Therewere 5 participants involved in the
experiment.

The sheer amount of environmental and geo-
metrical data posed difficulties in the communica-
tion between the HMD softwares for environmen-
tal analysis, CAD, and visualization purposes, where
the bottleneck is caused by bandwidth limitations
of wireless protocol consisting of input and output
data. The number of software simultaneous com-
mands in sequence impedes the system flow. Lim-
iting the number of digital working platforms would
reduce the performance cost for correspondence be-
tween different softwares, concentrating the compu-
tation power for software-wise internal processing.
In this system setup, only Rhinoceros and its plug-in,
Fologram(refer from fologram.com), are used.

9. DATA
The secondpart of this experiment calculates the cor-
relation coefficient between the brightness level of
each divided floor cell and the evaluation distance.
All evaluated answers obtained from participants are
combined and analyzed as a whole.

The following table summarizes the experiment.
The results of 150 rounds of experiment are respec-
tively recorded in 150 rows. The columns corre-
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Figure 3
Data Sample in
Excel

sponds to the 100 floor cells, each storing a binary
value that represents the visibility of the overhead
ceiling cell (0 for invisible and 1 for visible). An extra
final columndocuments the answer givenby the par-
ticipant for the evaluation distance in meters. Corre-
lation coefficient of the values of each cell against the
perceived distance is calculated, then mapped and
visualized in the following figure.

The correlation factor demonstrates the magni-
tude of visual illusion created. A positive correla-
tion factor means the space is perceived to be big-
ger (or extending further) than the actual dimension
with a higher brightness level in the corresponding
floor cell, and vice versa, a negative correlation fac-
tor means the space appears to be smaller when the
floor cell receives less illumination.

Blue areas denote cells with a positive factor.
They tend to concentrate in central part of the room,
with a few patches scattered towards the left side at
the back (opposingperimeter edge), and on the right
side towards the participant’s edge.

Red areas shows an opposite correlation. They
are primarily distributed towards the closer left and
further right side of the participant (purple dotted
area), with a tendency to elude areas adjacent to the
walls, absent completely from the participant’s edge
and the opposing perimeter edge (blue dotted area).

Figure 4
Positive Coefficient
Area in the
Experiment

Figure 5
Negative
Coefficient Area in
the Experiment

Figure 6
No Coefficient Area
in Experiment

The yellow area shows cells that no correlation has
been observed, meaning the cell’s brightness level
does not affect the perception of spatial size. The
brighter yellow cells are found in the center of the
room (purple dotted area), avoiding also from the
participant’s edge and the opposing perimeter edge
(blue dot areas).
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10. CONCLUSION
Based on the results from the experiment, the follow-
ing points are concluded:

1. There are more areas with a positive correla-
tion coefficient than negative ones, meaning in gen-
eral, a space would appear to be bigger when the
floor is lit brighter.

2. The immediate area in front of participant, or
observer, and the opposing edge of the space does
not affect the result.

3. Asymmetrical result: The left area to the view-
point of the participant has a greater impact on the
effect of visual illusion in both positive and negative
coefficients.

Aspects to be improved in future work:
4. All participants evaluated the depth of space

to be less than 10 meters in almost all scenarios. Un-
derestimating depth in VR environments is a known
common problem and its relation with the physical
reality needs to be explored and calibrated for the re-
sult to be applied in real world.

5. The perception of “Evaluation Distance” de-
pends solely on the participant’s subjective judge-
ment, either a larger population of participants
should be needed to reach a generalizable induction,
or the individual results should first be adjusted with
weights.

6. The analytical result is dealt with in a non-
hierarchical way, individual difference has not been
taken into account statistically.

7. There is a theoretical discrepancy between
rendered stimuli displayed on the HMD screen and
the actual illuminated space which is consisted of
more complicatedmaterialswith the additional light-
ing phenomenons of diffusion, speculation, reflec-
tion and refraction.

The problem stated in point 3 might have been
caused by a randomly generated biased emergence
of patterns. To eliminate such unintentional bias, the
ceiling should be randomized with a controlling cri-
teria.

11. PROSPECTS & CONTRIBUTION
The contribution of this paper is the formulation of
a scientific method to express the hypothetical rela-
tionship of subjective spatial perception and its light-
ing condition, despite the presence of imperfect in-
duction. A simple superimposition method of map-
ping the resulting color map to existing architec-
tural drawings is also proposed to enable easy under-
standing the lighting “performance” of a space, and
can be utilized as a design tool for further computa-
tional analytics.

The findings of this paper contributes to pro-
viding quantitative insights to the design of lighting
condition for interior spaces. By applying these re-
sults to a design layout for lighting instruments, one
can maximize the volume of the space perceived by
its users.

In order to achieve more precise simulation,
properties of the lighting source has to be improved
and calibrated to better represent the real lighting
equipment. For example, the shadow would be less
intense andblurred in real condition in the realworld.
Also, adding people and furniture to the space will
offer a more realistic perception and precise exper-
imental setup for the research. This can lead to a
research of finding a combination of best lighting
configuration and partition layout within the limited
space.

Another improvement can be to have multiple
intensity of the light. In this case, it can search for
the best combination of lighting layout and intensity
within the given amount of energy consumption. It
would clarify whether having several strong lighting
instruments is better than uniformly placed soft and
less intense lighting effects or not.

As a future development, the evaluationmethod
can be improved by using a 3D gaze point estima-
tion. This research relied on the evaluation by ver-
bally asking the examinee how much distance they
think is between them and the wall. This part can be
quantified better if eye tracking system is employed
to estimate the gaze point of the examinee in 3D di-
mensional space.
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Contemporary architecture, engineering and construction practices primarily use
virtual reality (VR) either as a means for communication between the different
disciplines, co-design, or as a presentation medium, that gives to clients a
human-scale experience of a project. This situation also applies to the field of
lighting design, creating a situation where the only area of the lighting design
process not influenced by VR, is the area of the design itself. Ideally, lighting is
designed within the context of a physical space, allowing a more accurate
rendition and perception of how light influences its surroundings and the ability
to convey the effects of spatial lighting similar to how humans would perceive
them. However, such an approach to visually representing light in the earlier
stages of the design is not currently possible. This paper presents a description of
the development and testing of an immersive VR tool for the development of
lighting design at a 1:1 scale in a real-time virtual environment (VE). While the
project's results are limited due to its proof-of-concept development stage, the
responses from the participants indicate that the tool is advantageous in the
design development as well as the design communication phases. The VR tool
described allowed for more design iterations and experiments, better perception
of spatial lighting effects, better representation of lighting at a 1:1 scale from a
human perceptual perspective, and allows the lighting designer an opportunity to
become an actor in the space rather than an observer behind a screen.

Keywords: Virtual reality, Lighting Design, Design Process, Design Tool

INTRODUCTION
Contemporary architecture, engineering and con-
struction practices primarily use virtual reality (VR)
either as a means for communication between the
different disciplines, co-design, or as a presentation
medium, that gives to clients a human-scale experi-
ence of a project. This situation also applies to the
field of lighting design, creating a situation where

the only area of the lighting design process not in-
fluenced by VR, is the area of the design itself. Ide-
ally, lighting is designedwithin the context of a phys-
ical space, allowing a more accurate rendition and
perception of how light influences its surroundings
and the ability to convey the effects of spatial lighting
similar to how humans would perceive them. How-
ever, such an approach to visually representing light
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in the earlier stages of the design is not currently pos-
sible. The authors have therefore attempted to de-
velop such a tool.

To establish a set of criteria for a virtual reality
system aiming at improving the process of designing
with light for architectural spaces, the paper looks at
how the current lighting design process is composed
and how the process is applied in a practical frame-
work. A theory of lighting design process proposed
by Hansen and Mullins (2014) builds on a multidisci-
plinary foundation that combines the research fields
of architecture, anthropology, lighting engineering
and media technology. Other studies, which have
previously explored the use of VR systems as a tool
for the design phase in architecture, although the
diversity of the systems investigated is scarce, have
largely found that the feedback provided by a VR sys-
tem in regards to the spatial qualities of a design is
unmatched by other design tools. A study by Angulo
and de Velasco (2014) tested the use of VR to sup-
port students in the design of architectural spaces.
They found that VR allowed the students to obtain
aesthetic impressions of special design, and to test
different design combinations of objects, while eval-
uating and validating the spatial geometrical rela-
tionships their designs conveyed. The feedback from
such evaluation was shown to inform and promote
changes in the design phase. Related findings re-
garding continuous feedback have also been previ-
ously shown (Achten & Turksma 1999; Smeltzer et
al., 1994). Continuous feedback facilitates the eval-
uation of designs in 3D much faster than conven-
tional methods (Achten & Turksma 1999) and with
the added ability of real-time interaction to perform
modifications to the design, enables the evaluation
of design variations in a short time frame (Smeltzer
et al., 1994), thereby increasing the productivity of
the design process and allowing for more design it-
erations. Similarly, the ability to keep the height of
the user in the VE at an eye height consistent with
the user in the real world, together with using refer-
ence objects in the scene, enables the avoidance of
the ambiguous or incorrect perception of scale in a

VE (Kreutzberg, 2014; Tamke, 2005). These and other
studies thus stress the importance of keeping the
character in the VE at human height, as well as how
intuitive navigation increases the level of immersion
for the user (Kreutzberg, 2014; Angulo, A & de Ve-
lasco, 2014; Tamke, 2005). Studies also suggest that a
VR design tool needs naturalistic elements in the in-
terface (Dokonal et al., 2016), which can be achieved
by using analogies from the real world combined
with different functionalities and options within VR
(Smeltzer et al., 1994). Studies have also stressed the
importance and need for materials as well as shad-
ows (Angulo, A & de Velasco, 2014; Coroado et al.,
2015) since it helps with understanding complicated
spaces and aids in the definition of volumes in the VE
(Kreutzberg, 2014).

Figure 1
Process model of
the example
project.

The author has set out to develop a VR tool for ap-
plication in lighting design with a departure point in
these previous studies, with a particular emphasis on
its use in design development (see Figure 1). The hy-
pothesis is that the VR tool will improve upon the
conventional process of today’s lighting design prac-
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tice. The author has furthermore defined three de-
sign criteria for its successful development: 1) Func-
tionality, i.e. what the user is able to do with the tool;
2) Usability and interaction, i.e. how the user is able
to interact with the tool; and lastly 3) Visual feedback,
i.e. what the user is presented with visually.

METHOD
The development of the VR tool entailed the study
of various game engines before deciding on Unity.
Unity comes integrated with middleware for com-
puting global illuminations (GI) called Enlighten. En-
lightendirects the computingof indirect illumination
and can achieve speeds that are considered close to
real-time. For Enlighten to do so, it solves an ap-
proximation to the rendering equation for GI that
assumes finite elements and a diffuse transport of
light, thereby eliminating many variables in the GI
equation to achieve real-time computational speed.
This method for computing lighting (also known as
Radiosity), though it does not offer physically accu-
rate indirect illumination, gives an approximation at a
fraction of the cost compared to othermethods, thus
making a VR lighting design tool feasible. At the time
of development of this VR tool (early April 2018) there
existed no method for calculating lighting in Unreal
Engine 4, which was equivalent to Enlighten in Unity,
whilst offering the same level of support and doc-
umentation from the developer, thus making Unity
the more appropriate choice.

The VR lighting design tool in its current state
of development offers the user the functionalities
for selecting and instantiating different light fixtures
from the projects asset folder, through the use of the
“project” workspace. The lighting fixtures in the VE
can then be moved into the required positions using
the transformation gizmo. The translation of lighting
fixtures is done through the use of EditorVR, an ex-
perimental asset package launched by Unity with an
open API, as a tool for designers and creators to build
VE’swhile being inside theVE itself. A custom tool en-
ables access to the selected lights‘ properties, which
makes it possible to change certain properties de-

pending on the manufacturers’ specification for that
particular lightingfixture such as the lights color tem-
perature, angular spread and lumen output. The VR
lighting design tool takes full advantage of the bene-
fits of VR by keeping the user immersed throughout
the design process and ensures that the feedback in
regards to both interaction and the visuals are real
time.

After development, the initial hypothesis was
tested through the collection and statistical analysis
of data. Primarily, the collection of qualitative data
was chosen to investigate if the VR tool improves
upon the process of designingwith light, how it does
so, and what value the VR tool brings to the design
process. The tests also collected quantitative usabil-
ity data, which will be used to inform the future de-
velopment of the VR lighting design tool. Since the
tool is designed to be used in the lighting design pro-
cess, the test participants were all lighting design-
ers and the tool was tested in a design context simi-
lar to the one it has been designed to improve. The
tests were thus structured as a scenario based usabil-
ity test, where the participants were given an identi-
cal set of tasks to complete, using the VR tool’s func-
tionalities. Subsequently, interviewswere conducted
to collect responses on whether the VR tool brought
any added value and benefit to the process of light-
ing design. The responses from the interview were
analyzed using interpretive content analysis to find
general themes in the participants’ responses.

The test was conducted over a period of 5 days,
from the 23rd to 27th of April near the Aalborg Uni-
versity campus in Copenhagen. For the hardware, An
Oculus Rift withmotion controllers and tracking sen-
sors was used for the test, allowing the participants a
tracking area of roughly 2 x 2m for navigating in the
VE. The Oculus Rift guardian systemwas used tomap
out the tracking area and set up boundaries for the
participant in the VE, in order to indicate if the par-
ticipant was moving close to or outside the tracking
area. The test was conducted on 18 participants (10
female, 8male) between the age of 22 to 32with 50%
being between 24 and 25. All test participants were
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students from the Masters’ program of lighting de-
sign from Aalborg University Copenhagen. The pre-
test interview revealed that all participants had prior
experiences with VR and were familiar with using 3D
software in their lighting design process.

An interpretive content analysis was conducted
on the responses from the post-test interview follow-
ing the approach of emerging coding as described
by Lazar, Feng, & Hocheiser (2017). The approach of
emerging coding is based on the notion of grounded
theory and is appropriate when theory and research
literature on a subject is limited, which is true for the
use of VR in the lighting design field.

RESULTS
The results from the interpretive content analysis in-
dicate that the VR tool was believed applicable in
both the design development process and the de-
sign communication process. For the purpose of de-
sign communication, participants wanted to use the
VR tool to present walk-throughs of a space and to
allow clients to take control of the VR tool with the
ability tomanipulate the light and the VE. Using VR to
make walk-throughs of a space is no new feat within
the AEC industry, but allowing for more interactivity
in such process is an interesting topic that could be
investigating further. How much control should be
allowed to the client is unclear, but someparticipants
believed that the client should only have thepossibil-
ity to changeproperties in the VE thatwould be avail-
able after the implementation of the lighting design
in the real world.

P11 (Q9) - “But for the client to use, it should
be more simple, they should only be allowed to walk
around, and not to change fixture properties, except in
the realworld if the fixtures comewith somekindof user
input”.

Participants also mention that the VR tool could
be used to mediate a discussion between the client
and the designer (P18). Some participants believed
that by allowing the client to use the tool, that it
would be easier for them to experience different
things (P9) and help them create a connection to the

space (P18). Whether there would be more evidence
to back up these claims is uncertain but it would
be interesting to investigate further, to explore new
ways for presenting lighting designs to clients and
other parties.

Regarding the VR tools‘ applicability for design
development, the responses showed awide range of
applications with the most frequent response being
for thepurposes of design experimentation. That this
particular area (of design exploration) was the most
frequent answer comes as no surprise, since the VR
toolwaspresented to theparticipants as a tool foruse
following the initial concept development phase (see
Figure 1), where in the authors’ view it is most likely
that some experimentation for the development of a
concept will occur. Nevertheless, the responses are
still considered reliable since a closer look suggests
that a level of reflection took place before the partic-
ipants answered the questions. From an analysis of
the responses, it can be seen that some participants
did not merely respond with a simple application for
the VR tool but rather elaborated on their response,
like participant 12:

P12 (Q6) - “It gave a nice overview of what the fix-
ture would look like and gave a quick idea of how the
lighting would look in the space”.

Some participants also reflected on their use of
the VR tool, comparing it to their previous experi-
ences with lighting design development, like partici-
pants 2, 12 and 14.

P2 (Q8) - “it can sometimes be difficult to get a di-
mensional understanding of the room and what differ-
ent fixtureswould do to it, that is a thing that canbe dif-
ficult to evaluate on a screen the effects of a light in the
space, that was better here”.

P12 (Q5) - “It is hard to sketch light, and here is it a
better tool for sketching lighting”.

P14 (Q8) - “sometimeswhen you go from sketching
to Dialux it can be difficult to know what you get, this
can be a good approximation”.

When asked aboutwhat values, if any, the partic-
ipant could see the tool bringing to their lighting de-
sign process, it seemed as though the benefits they
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had experienced would accommodate the problem-
atic areas discovered in this project’s analysis. The re-
sponsesderived from thepost-test interviewsoutline
the values that VR in general would bring the lighting
design process. These benefits include that VR can
give theuser a representationof light and space in 1:1
scale and from a human perspective, whilst giving a
better understanding and impression of what differ-
ences lighting design can effect in spatial volumes.
The VR tool was also believed to facilitate a better un-
derstanding, aswell as save time, when communicat-
ingdesigns and to speedup theprocess of designde-
velopment. By expediting the design development
processmore time could be used for testing different
design possibilities, and thus more design iterations
could bemade, assertingmore confidence in the de-
sign proposal.

The values highlighted above indicate that a VR
tool could be able to overcome the problems regard-
ing human spatial perception in the design develop-
mentprocess imposedby theuseof conventional de-
sign tools, thus adding value and improving the con-
temporary lighting design process. Though it is un-
clear how reliable the results are, due to the limita-
tions imposed by how they were gathered, on who
theywere gathered and how theywere analyzed, the
results can at this stage can be considered to give a
preliminary indication of the inherent values of a VR
tool for the lighting design process, confirming pre-
vious studies relating to VR in architectural design.

With any new tool, it may be expected that some
uncertainties and reservations about the tool will
arise. In the case of this VR tool the reservations have
especially been concerned with the amount of cre-
ativity the VR tool affords the user and what sort of
context the VR tool can be used for.

The uncertainty of whether the VR tool would
limit the users creativity has to be considered a ma-
jor issue, since the VR tool is meant to be used for the
design development, which is inherently a creative
process. The concern about creativity is not a promi-
nently featured area in the content analysis and the
responses are either rather vague, P6 (Q12) - “There

could be some more playfulness with the creative as-
pects the user would be limited”, or concern the lack
of functionalities, like the responses from participant
11,12 and 13.

P11 (Q10) - “No, the program at its current stage
would limit the user, so all the things abovewould need
tobe changed then itwouldbea tool thatwouldbeuse-
ful”.

P12 (Q8) - “because you have total freedom when
sketching. Do to the limited functionality it limited the
capabilities for creativity”.

P13 (Q8) - “It does, but the features are not com-
plete and it does not have everything so it is limited cre-
atively andnot every fixture on themarked is available”.

The functionalities that give ground to the con-
cern for limiting design creativity are for participant
13 the variety of available fixtures that can be ma-
nipulated in the VE. Participant 11, when saying “all
the things above”, refers to difficulties with the con-
trols. However, the variety and range of fixtures will
expand with the further development of the VR tool
whereas responses from other participant indicate
that difficulties with the controls will diminish with
continued use of the VR tool. As for the response
fromparticipant 12, it seams as though they aremak-
ing a comparison of the creative aspects between
sketching and the VR tool which indicates that the
person might have misunderstood the intent of the
VR tool. The VR tool is not meant to replace any con-
ventional tool, and thus not designed to match any
inherent functionalities from tools like sketching, but
rather serve as a complimentary tool to the design
development process. Since this response is the only
one of its kind regarding this prospect of creativity,
it has not been considered as representing a general
view among the participant subjects.

Some concerns were expressed that questioned
whether the VR tool would applicable in design con-
texts other than the relatively simple spatial environ-
ment tested in this project. While the initial goal for
this VR tool was to improve the contemporary light-
ing design process, the tool ideally should be appli-
cable in any lighting design context. Further testing
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in other virtual environmentswould however have to
be conducted to establish this with any certainty.

The responses fromtheparticipants indicate that
the VR tool in its current stage would not be applica-
ble to develop designs for larger spaces. This is due
to the uncomfortableways of navigating the VE (P11)
and because it is believed the VR tool would lose its
immersive feeling if the space was much larger (P9).

P9 (Q10) - “If the project was a simple room and
there was a bigger selection of fixtures then yes, if the
roomwasmuchbigger the toolwould use its immersive
feeling”.

P11 (Q6) - “When the room is so small you do not
really need to walk around, but if the room was bigger
navigation could become a problem”.

The capabilities of VR is not believed tobe a limit-
ing factor when it comes to generalizing the applica-
bility of this VR tool. Thedimensions and scales of ob-
jects follow a 1:1 relationship with the real world and
give a sense of dimensionality to a space unmatched
by any other conventional design tool. As expressed
by participant 8 - “you can get something that is closer
to reality compared to what other tools can give you at
the moment”. The VR tool builds on the same princi-
ples and one can thus assume that if the issues with
the navigationwere resolved, that the applicability of
the VR tool could be extended to other project con-
texts.

CONCLUSION
While the project’s results are limited due to its proof-
of-concept development stage, the responses from
the participants indicate that the tool is advanta-
geous in the design development as well as the de-
sign communication phases. Results indicate that
the VR tool can speed up the process of design ex-
perimentation allowing for more design iterations
and experiments; that they could perceive spatial
lighting effects better than with conventional design
tools; and that the tool allowed a better represen-
tation of the space and lighting at a 1:1 scale from
a human perceptual perspective giving the lighting
designer an opportunity to become an actor in the

space rather than an observer behind a screen.
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This paper proposes an educational approach for learning architecture based on
prototype digital reality experiences tailored to students` needs. We use a
combination of tools and methods from different disciplines, such
architecturology and game design. The hypothesis is tested on architecture
students from the course 'Architectural Design 9: Urban Design` at the National
Technical University of Athens, fall semester, 2018-2019.We propose using the
application 'Behavior Interactive Interface` (BII) for Unity 3D with preset
behaviors of virtual actors, in order to evaluate the effectiveness of the students'
urban design proposals. This tool can be directly utilized for the
self-improvement of the architectural designing skills of the students. The
integration of such a method facilitates cognitive interactions through real-time
immersive visualization during the process of learning. We expect to provide
students the necessary new assets for their future professional life in a compact
theoretical and practical educational package.

Keywords: behavior interface, interactive, education, scale, integrated method,
design

INTRODUCTION
Immersive and virtual reality environments present
nowadays a growing interest for researchers, de-
signers, psychologists, programmers, neuroscien-
tists, artists and architects as a result of the estab-
lished visual production and communication of dif-
ferent aspects of modern culture. This essay targets
architecture’s students and their perception of the
concept of scale and its transformations in virtual im-

mersive and multiuser environments. To be able to
provide methodologies to students, we apply to the
epistemological field of phenomenology in architec-
ture, perception and game design. The merge of
thesedisciplines canprovidedynamic 3D representa-
tions of architectural models in a real-time multiuser
interface.

The context of this paper constitutes the basis of
an ongoing PhD research carried out in collaboration
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between the School of Architectureof Paris LaVillette
(ENSAPLV) and the Architecture Department of the
National Technical University of Athens (NTUA).

In the context for this doctoral research we
present a pilot-framework of educationalworkflow in
architecture. As a starting point, we launch a ques-
tionnaire and has been answered by 97 students and
young professionals of architecture, with medium
age 26 years old.

79.2% of participants replied affirmatively to the
question: Sometimes during the design, I encountered
difficulties in conceiving the space ondifferent architec-
tural scales (1:2000, 1:500, etc.) andmake the transition
between them. This result indicates that more than
half of the architecture’s students are in need of new
methodological approaches concerning teaching ar-
chitectural work and representation.

There is still a huge demand by students in ar-
chitecture to integrate crossdisciplinary studies con-
cerning virtual and mixed reality methods into their
university studies. We aim to develop educational
methods of approaching architectural interactive de-
sign that include the creation of an ephemeral inter-
active immersive experience in real-time, combined
with notions of dimensions and perception.

The followings, game design, phenomenology
of perception and architecture, present the different
points that underlie the research.

Scientific Anchoring
A thorough research and collaboration with other
disciplines as game design, neuroscience and art is
necessary for the architects in education, in order to
highlight the implication of interactionwith different
scales during the architectural concept phase.

Our didactic proposal expects to elicit the
emerging cultural cognitions, biases and perspective
illusions and lets the student express herself or him-
self. In parallel, our didactic proposal provides stu-
dents themethodology througha tailor-made tool to
assist and evaluate architectural conception.

”ln a sense, perspective transforms psychophys-
iological space into mathematical space” (Panof-

sky,1997). It rebuilds missing parts ”between front
and back, right and left, between bodies and inter-
vening space (”empty” space), so that the sum of all
the parts of space and all its contents are absorbed
into a single quantum continuum” (Panofsky,1997).

Toward Interaction
The urban virtual environment escapes its static na-
ture by dematerialization, as well as its locational co-
ordinates and geographical constraints in terms of
representational reconstitution. In the same time,
the First-Person Perspective view lets the user im-
merse into a virtual ephemeral identity. Several
philosophers consider the space more as a “sponta-
neous event rather than a static and neutral scenery”
(Champion, 2019). The conception of space consists
a dynamic process of cognitive activity for designers
with studies in architecture that can be observed and
evaluated in virtual reality environments.

We are going to evaluate our experiment by a
“mise en scene” of importing simulated behaviors in
the virtual environment.

Phenomenological object of Architecture
The object of architecture as a geometric space
(physical or digital) is different than the field of tools
that architects use traditionally to teach and learn
architecture (drawings and physical models). Philip
Boudon (Boudon, 1991) and his team differentiated
in the past the object of speech and the field of
speech (Lecourtois, 2011). In our case the object of
that speech is defined as the virtual static 3D object
environment able to receive the virtual presence of
the user. This object, seen as result of conception, is
considered different from the physical real-object in
terms of scale, perception and understanding.

Understanding the designing transition from
one scale to another is made with difficulty by stu-
dents and professionals in architecture, especially in
terms of understanding the sizes of territories and
parts of the city.

The theoreticalmodel proposed asAppliedArchi-
tecturology provides a solid ground that allows ob-
servation and evaluation of the object of architecture
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independently of the different styles of architecture
(Lecourtois, 2011).

In Questions of perception, Phenomenology of Ar-
chitecture, architect Steven Holl describes the task of
architecture as the concrete example that enables a
continuum of culture. The purpose of architecture is
to shelter us, to become our home that provides us
an identity and this identity is “embodied in architec-
ture as an existential metaphor, as body and being”
(Holl,2006). Therefore, interactions of users and their
architectural surroundings is a core aspect of our ex-
periment.

In the context of our experiment, the scale of
global coexists in permanence with the scale of lo-
cal, in different levels of perception. Although cog-
nitively this is possible, the representation of a map
in 1:1 scale is considered impossible. Applying the
concept of scale is needed for the cognitive process
of a “reduction of” or “augment to” the perception
of space. The phenomenological approach to mod-
ern digital tools by architects, arises the question of
concepts of place and emplacement in relation to the
phenomenon of globalisation (Champion,2019).

Phenomenological object of Perception
In order to understand the perception of student’s
cognition, we created a targeted questionnaire. In
the questionnaire, we showed to the 97 participants
the multistable image as presented in Figure 1, ask-
ing them to define what they see among several op-
tions. Although the objective interpretation of this
image is that of a 2D sketch, 73,2% of the partic-
ipants claimed they see a cube (see Figure 2, Cir-
cular diagram). Multistable perception theory of
neuroscience is questioning perception according
to body-mind relation, cognitive biases, optical illu-
sions as perceptual phenomena in which there are
many unpredictable subjective changes, confirming
the phrase that “true reality exists independently of
perception” (Pillai, 2013).

In an analogy of the city scale, urban territories as
parts of the city are constantly exposed, represented
and transformed by international digital media, cin-

ema, video games; thus, these urban territories are
often interpreted subjectively bymeansof communi-
cation and interaction concerning distance and pres-
ence.

Modern day social networks accompanied with
daily use of themobile phone and perpetual connec-
tion on the Internet, create the sense of direct ac-
cess to information. For example, the asset of easy
accessibility and instant gratification is an asset that
increases city’s performance, as transforms the per-
ception of the scales of a city. The cognitive inter-
action between the user and the application, simi-
lar to the “interaction betweenobserver and environ-
ment”, leads to cognitive maps (Lynch,1990).

The new perception of digital cartography gives
the notion of distance a virtual materiality. The ge-
ometrical space, augmented by the virtual material,
enables virtual identities, behaviors or flows.

Henceforth, the geometrical space of architec-
ture [...] “as a cognitive activity of thought of future
space” (Lecourtois, 2011) can put in evidence notions
of distance and presence concerning the conception
of architecture. Here, the concept of scale takes a
temporal notion and needs dimensions of presence
to exist. Time’s and distance’s perception changes
into the application of virtual environment.

Figure 1
Multistable image.
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Figure 2
Circular diagram.
Significant
Statistical Result ,
test for one
proportion,
hypothesis value
0,05. Only 10 % of
the participants
answered that they
see a 2d shape.

Phenomenological object of Gamespace
Game design and the industry of video games (Sim
City, GTA, Minecraft, Cities Skylines) augment the
sense of presence in virtual environments. Games
propose realities and world building by giving di-
mensions to them. The concept of space in video
games is marked by ambiguity (Garandel, 2012). In
one hand, it can be considered as space “lived”,
as space that is perceived by the senses (Garandel,
2012). While, on the other hand, gamespace can be
described as a “rational” space, where the ensemble
of elements that exist inside, develop at least one re-
lation among them (Garandel, 2012). It is the ob-
server that perceives partially the spaceby the senses
in a subjective way (lived), while it is not the space
that is perceived as an ensemble (rational space) in
an objective way. Pascal Garandel in his essay, A phe-
nomenological approach in the space of video games,
proposes the geometrical space as one possible space
that combines and articulates these notions, senso-
rial and conceptual.

Similarly, architectural space is ”[...]considered
as space of thought rather than the space itself”
(Lecourtois, 2011); computer games can be consid-
ered places of interaction rather than places them-

selves. We identify that there is a common ground,
this of geometrical space and its interactions, be-
tween architecture and game design.

The large-scale methodological approach of tra-
ditional teaching in architecture has few integrated
methods that include interactionanddesign through
multiple senses. Does a “gamification” of architec-
tural conception reveal content about cognitive op-
erations? How do young architects conceive and
build reality?

Several tools based on game design can assist
the architectural education, providing a know-how
to the students that permits them to observe and
evaluate their models. The field of game design en-
ables interactions into the 3d virtual environment as
geometrical space. Therefore, game design as disci-
pline of design, allows the emergence of newaspects
of educational approaches for architects, since “[...]
in experimental forms of urban planning it is hard to
oversee all the actual situations thatmay occur in ad-
vance” (Tan, 2017).

Furthermore, the profession of the architect
has undergone a fundamental mutation in the last
twenty years which has been based much on the
widely used media in the world of work as a com-
puter game. CAD (ComputerAidedDesign) offers im-
portant advantages to architects in terms of speed
of design production, schematics, synthesis images
and even videos. Despite the increase in architec-
tural designs and drawings, architect Rem Koolhaas,
when interviewed, commented on a difficulty in ar-
chitects communicating their ideas and implied the
weakness of architects to interpret each cultural phe-
nomenon that is based on its own system of val-
ues. That means that the perception of concepts as
scale, dimension, cannot always be explained to stu-
dents simply by exhaustive production of drawings.
As a learning tool, immersive visualisation of concep-
tion, can help the student tomeasure ‘quality’ under-
standing of those concepts by in a relation to dimen-
sions.

Design patterns in architectural conception pro-
vide no verbal indications in the buildings, no sound
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or wind. In the context of this article, game design al-
lows design patterns to become a primary aspect of
achieving an effective architectural urban solution.

The understanding of the notion of the pattern
design helps students to familiarize with the no-
tion of scale, mapping examples of actors’ behavior
and their dynamic interfaces. In pattern design, we
can discover the hierarchy of an architectural urban
project. It reveals the complexity of prototyping and
the key for this form of analysis is to set two criterions
(Rodwin,1981):
1. Identify formqualities significant to the scale of the
territory of implementation. These qualities can be
controlled by scale.
2. The interactions of behavior must concern the
physical form of the environment or the distribution
of activities or functions as two separate things.

Therefore, we visualise the urban characteristics
of the selected area for implementation and set func-
tions to objects as behaviors with control conditions
of distance, collision and time.

By influencing the object behavior by size, hier-
archy, function, speed, the patterns of influence be-
come strategic linkages for the interactions within
and between objects that interact. The aim of the
pattern design is to generate events manifested by
forms of interaction.

In a game environment, the urban environment
must be created in a way that the user (player/stu-
dent of architecture) is working with it and it does
not become anobstacle for further exploration of the
virtual environment. This allows the user to instantly
recognize the navigational pattern (Larsen, 2006) and
explore the environment fluidly.

Similarly to, how the designers of games try to
prototype a spaceor scales of the space and the strive
to prototype it in an interactive form (Tottem, 2014),
to integrate this experiment with students of the De-
partement of Architecture of NTUA.

Hypothesis
By applying means of immersion to the concept of
scale, we use visual interactive representations to

evaluate theefficiencyof urbandesignproposals and
to verify the implementation of complexes’ buildings
into the urban tissue.

Transforming the virtual environment into a
rapidly visitable and habitable place, is a way to aug-
ment learning capacity and self-evaluation for stu-
dents of the activity of conception.

The hypothesis is tested via amethodology of in-
tegration based on principles fromgame design field
and architectural education.

METHODOLOGY
The traditional educational method of architectural
work’s conception involves the creation of small, 2-4,
student groups working in collaboration. In the form
of an atelier, students exercise architectural design,
while teachers, in an open space, discuss the stu-
dent’s urban design proposals, which in our case are
to implement complexes of housing buildings into
the Athens city’s fabric.

This educational method is an open process,
since students of each group can even participate
during the correction of other groups. Dialogue and
collaboration are the key foundation of the teaching
method, as it includes presence and interactivity of
both teachers and students.

Our experiment was conducted for this research
during the teaching work for the course Architec-
tural Design 9: UrbanDesign under the subject “Social
Housing” at NTUA, with the help of the students dur-
ing the fall semester.

The methodology to test this hypothesis can be
represented as a layering logic for learning process
(see Figure 3).

Specifically, the hypothesis is tested, through the
prototyping of an experimental application.

We launch an application to visualize in immer-
sive mode the dimensions of the site of implementa-
tion, to givemeasures to conditions andmake obser-
vations, in adynamic virtual environment. Finally, the
experiment includes the use of a 3D dynamic system
interface for behaviors to help understand the con-
cept of scale.
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Figure 3
Educational
Integration.
Layering logic for
learning process.

Figure 4
Case study. Site of
implementation,
Athens, Greece.

Case study in architecture
The urban design proposals are spawned by the ex-
ercise of the semester that requires the creation of
180-200 residencies, for 600-700habitants bydesign-
ing and integrating new neighborhoods within the
urban environment. In an area of 14,000 square me-
ters, in Philadelphia, Attica (see Figure 4), the student
groups analyze the urban territory and propose an
intervention strategy based on land use (commerce,
houses, industry, etc.), heights of surrounding build-
ings, roads’ wideness and the natural and artificial
landmarks.

The study starts with applying scales of 1:2000
and 1:1000, with either drawings or physical models.
Afterwards, the scales in which the exercise is ana-
lyzed concerns the investigation at the urban envi-
ronment (in 1:2000 and 1:1000), the volumetric inte-
gration of the building in the urban fabric in 1:500
(see Figure 5), the landscape design in 1:200 and the
scale of the residencies in 1:100 scale. Overall the ex-
ercise runs through design reading and understand-
ing, from 4 to 5 scales or more (spectrum of scales
from 1:2000 - 1:100).

The theme given by the professors, simulated in
the virtual environment can be easily explorable, a
1.4-hectare land (or 14.000 m2), surface big enough
to be considered as a surface of “playing the city” and
create interactions.

The decision making of design is collaborative
work where the goal is to reconstruct the tissue of
the city by the implementation of houses, respect-
ing several cultural and functional rules. It is a cog-
nitive activity of high-level complexity.The three fac-
tors of collaboration, participation and immersion
during the conception add to this complexity.

Table 1
Applied
Architecturology
fot the students’s
proposal.
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Framework description
The framework of the experiment presents an edu-
cational digital example demo named ”Visit the un-
build”. It is based on the 3d environment students’
proposal and suggests the implementation to it of
a meaningful interaction. The scientific team devel-
oped the open source plug-in Behavior Interactive
Interface (BII) for virtual actors inside the framework
of the European Project Virtual Artistic Laboratory:
@postasis, with Paris 8 University, 2018-2020. For our
demoweapply the beta version of the BII to generate
interactions.

Characteristics of the Interface
The user of BII can change in real-time the different
views of representation, Top, Axonometric, First Per-
son Controller and Observer, while on play.

Next, the user can set movement (random, for-
ward, on map) to the actors (3d objects). Finally, to
generatebehaviors, we set functions toactors (spawn,
destroy, follow, increase, etc.) by controlling condi-
tions related to proximity, collision and counter time
of the actor (see Figure 6). By setting behaviors to ac-
tors, the user can easily populate any virtual environ-
ment and create interactions among actors.

Define scale for experiment
Favorable scale of urban buildings’ implementation
for the demo is 1:500 scale, concerning the level of
abstraction. For the level of abstraction about the
ground floor (landscape), we choose 1:200 scale as it
appears in Figure 7.

At the 1:500 scale stage, students evaluate their
measures and integrate 180-200 apartments and
public uses in the site. Guided by architectural ele-
ments of conception as themovement of pedestrian-
car, private-public uses and intermediate spaces, the
students implement their buildings according to the
study plot.

Figure 5
Case of study,
Student’s proposal
physical model in
scale 1:500.

Figure 6
Behavior Interactive
Interface (BII).

Figure 7
Merged Scales
detailing
representation.
Buildings and
ground detailing.
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Emphasis is placed on the entrances and exits of
buildings, the difference between the axis and the
grid, the scale of the road, the relationship between
the roads’ width and the buildings, the natural light-
ing of the apartments, the orientation, the possibility
of volatility of the construction and also, the materi-
als that the students choose to propose for use.

We determine the 3d model of the virtual envi-
ronment as a merge of two scales, in terms of detail-
ing. The reveal of buildings’ detailing is in 1:500 and
the detailing of the ground is in 1:200 scale. Finally,
this is the virtual environment that we set to apply
later the Behavior Interactive Interface (BII).

Preparation of implementation interface
For this process of demo’s development, we use the
software Unity 3D as game engine, where we import
the package BII. This process contains:

• The implementation of low polygon environ-
ment in Unity 3D

• Setting Metrics
• The definition of the navigation surface
• Setting behavior

The experiment test aims cognitive operations for
understanding dimensions and their correspon-
dence to real dimensions.

Define NavigationMesh
This part of integratedmethodology refers to thedef-
inition of the terrain of movement and interaction,
the Navigation Mesh, as a rigid surface. In our case,
this mesh represents the 14he real site of implemen-
tation in Attica.

Our surface must be one single mesh, as one 3d
object.

The Navigation Mesh represents the terrain of
play and it is a part of the 3d virtual environment. It
is where the virtual actors can interact and the place
of behaviors’ simulation (see Figure 8).

SetMetrics
In order to create a perception of time and distance
into the virtual environment, we set a point of refer-

ence with homocentric circles of 10m radius differ-
ence each (see Figure 8), so as to obtain perception of
distance in the virtual environment, in a visual way.

Figure 8
Define Navigation
Mesh as one object
and Set Metrics as a
tool of reference.

Set actor’s movement
The student as a user defines a constant movement
to actors (directional, random, on path, target object,
collide, etc.) as common condition. For this experi-
ment we use the random direction for actors.

Set Conditions to virtual actors
The Navigation Mesh is the terrain to create specific
functions for the virtual actors or virtual habitants.
There are several functions for actors that we can
experiment: look actor, look away actor, spawn ac-
tor, increase scale, decrease scale, increase speed, de-
crease speed, destroy actor, copy direction and copy
opposite direction. These functions are controlled
based on proximity, collision, and counter time of the
actor.

For our experiment we use only the spawn actor
function. The spawn actor functionmultiplies the ac-
tor basedon time anddistance. This functionpermits
to generate actors, then, populate and fill theNaviga-
tion Mesh, as shown in Figures 9 and 10.
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Figure 9
Spawn Function
with Conditions
related to time and
distance.

Figure 10
Observe actors’
movement in the
virtual
environment.

Figure 11
First Person
Perspective view

Results
The participants when interviewed mentioned that
BII interface is not as intuitive as expected, but it re-
minds the logic of other 3D software for architects
as Rhino et Grasshopper. Though, the experience

permitted them a detached opinion about their con-
ception in real-time. They realized that dimensions
represented by 3D software in general (including BII)
are slightly distorted, especially in terms of perspec-
tive. The impression from First Person Perspective
was that dimensions were ”smaller” from what they
had conceived (see Figure 11). Afterwards, during
the Spawn Actor example exercise, they reconsid-
ered some of the dimensions applied to their model
such as the paths’ width and entrance’s height.

Discussion
This demo application is approached as an interac-
tive architecturologicmodel, thatmeans that it is not
[...] “a model in design neither a model for design-
ing” (Lecourtois, 2011). It is suggested as a knowl-
edge model on activity of design and a tool of self-
evaluation in virtual environment.

It creates a reality of place to instant visualisation
with the notion of “inhabiting the unbuilt”. Moreover,
by “inhabiting the unbuild” and by simulating vivid
representations of reality, apprehension of the latter
is enhanced on a cognitive level.

Furthermore, the first person view (see Figure)
from the inhabitants perspective, allows students to
extend their own point of view, allowing them to
transcend their own cognitive or preconceived no-
tions of their creation. In addition, design patterns
allow the students to extend their understanding to
different scales of their urban designs.

Interaction with dynamic objects that simulates
actors’ behavior in the virtual environment, permits
researchers and students to observe actual situations
that may occur at the urban planning, for example
in cases of emergency and to evaluate urban envi-
ronment’s proposals. This experiment provides an
additional perspective and method of feedback to
the student’s urban design proposals, supplement-
ing traditional education.

CONCLUSION
In this phase of the experiment the conclusions are
theoretical. The application of digital tools does al-
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low presence into the environment, and helps cogni-
tive operations improving understanding of the con-
cept of scale in the urban environment.

The associationof architecturewithgamedesign
principles facilitates the comprehension of notions
related to scale and is beneficial for architects’ skills
based on initial feedback. To play with models and
different scales, ”[...] by applying sciences of artifi-
cial is a way of questioning architecture” (Lecourtois,
2011).

Playing, as an architectural conception, is an
individual conceived cognitive activity (Lecourtois,
2011); and game design notions can offer this con-
ception, the new extendedmeans to “qualify” reality.
(Lecourtois, 2011).

The application of Fundamentals of Architecturol-
ogy (Lecourtois, 2011) in video games and precisely
the concept of scale, by defining criterions based on
interaction and immersion in virtual environments
do emerge as a new architectural methodology. By
defining a scale or a combination of scales, our pro-
posal integrates thepossibility of designing (conceiv-
ing) the architectural environment as an interactive
one. The environment is able to receive visualized in-
teractions or behaviors that also reveal information
about architectural dimensioning.

Next steps
We aim to further progress our experiment and to
evaluate the effectiveness of digital tools in the stu-
dents’ education, by measuring the adaptations of
their design made as result of interacting with our
tool.
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The study aims to examine the perception of topological relations of spaces
through comparing immersive virtual reality environment (IVR) and 3D modeling
environment. In addition, the effect of color in the perception of topological
relations are also investigated. A couple of experiment setups were created in
order to compare IVR and 3D modeling environments with eleven participants
that are graduate architecture students. After the experiments were completed, a
survey was conducted. The responses of the survey were evaluated together with
the experiment outcomes. In light of the results, it is observed that perception of
space and its topological relations have no major differences in the IVR and the
3D modeling environments. It is said that the IVR environment helps users to
enhance their productivity and to gain new perspectives by creating a sense of
presence during the design process in the digital environment. It can be suggested
that VR technology has great potential in educational environments, especially
architecture design studios to contribute to the design process and design
education.

Keywords: Virtual Reality, Topological Relations, Architectural Design
Education, Google Blocks

INTRODUCTION
Information and communication technologies are
developing and renewing day by day. With these de-
velopments, technology has found itself an impor-
tant place in the field of education. Traditional tools
such as pencil, paper and technological tools like 3D
modeling software are used in order to express de-
sign ideas. The common feature of these tools is that
they represent 3Dmodels on a 2D plane. In addition,
new mediums such as virtual reality (VR) are begun
to be used in the design process and design educa-
tion. Virtual reality can be described as “a computer-

generated environment that offers a viewer a con-
vincing illusion and a sensation of being inside an ar-
tificial world that exists only in the computer” (Cas-
tronovo, 2013, p.23). It is possible to create an immer-
sive experience with virtual reality technology. Ac-
cordingly, immersive virtual reality can be defined as
an interaction with virtual utopias or environments
through the sense of presence unlike analog images
or simulations (Grau, 2003).

The study aims to examine the perception of
topological relations of spaces through comparing
immersive virtual reality environment (IVR) and 3D
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modeling environment. In addition, the effect of
color in the perception of topological relations was
also investigated. A couple of experiment setups
were created in order to compare IVR and 3D mod-
eling environments with eleven participants. After
the experiments were completed, a survey was con-
ducted. The results of the survey were evaluated to-
gether with the experiment outcomes.

HTC Vive and Oculus Rift Headsets were used
to create IVR environment during the design exper-
iments. Two headsets are consist of two controllers,
one headset and two base stations. Also, the de-
sign of these two controllers is different. Hence, two
mediums were evaluated with the survey according
to their ease of use and to investigate their effect
on the behavior of the participants during VR expe-
rience.

RELATEDWORKS
In architecture, it is difficult to test the designs to
be produced in the real scale. Design ideas can be
represented by sketches, scale models or 3D mod-
els. Although these expression methods are an ef-
fective way of evaluating, they do not allow individ-
uals to interact directly with the design. In addition,
VR technology offers an effective, interactive and re-
alistic experience. Although VR technology is initially
used only as a presentation tool, it can be used in the
initial phase of design. In this way, it is possible to
evaluate design ideas in a more interactive way from
the beginning of the design process. In this respect,
technology and architectural design can collaborate
to enhance the architectural design process (Achten
et al., 1999).

There are studies suggesting the use of IVR envi-
ronment in theearly phaseof architectural designed-
ucation, as a trigger for the development of students’
spatial skills and perceptions. In a study by Schnabel
andKvan (2001), howdesigners have shared their de-
sign ideas with the other designers is examined by
comparing virtual media and traditional paper items.
It is said that it is important for students to use virtual
environments that will contribute to 3D thinking in

the initial phase of design.
The study conductedby Pandey et al. (2015) pro-

poses a learning platform, which aims to increase the
spatial ability of the students in architectural design
education. It is said that the use of IVR environment
as a tool in education will improve the students’ abil-
ity to perceive space and accordingly, their learning
motivations and creativity will increase.

Research by Schnabel and Kvan (2003) compares
the perception of topological relations of the stu-
dents through 2D, 3D environments and IVR environ-
ments. In this study, a cube consisting of different,
colored parts is designed. Students are asked to ex-
amine the cube in three different environments. Af-
ter the investigation, the students are asked to recre-
ate the cube they studied. As a result, it is observed
that the students who worked in a 2D environment
created the cube successfully. However, even after
recreating the cube, it is seen that the students did
not fully understand the relations of the parts of the
cube. Even though the students who worked in the
VR and IVR environments incorrectly positioned the
cube parts while recreating the composition, it is ob-
served that they understood the relations between
the parts better and more comprehensively. It is
stated that the IVR environment provides instant in-
formation to the user that it is not possible with a
computer or in 2D environments.

Another researchbySchnabel (2003) says that ar-
chitectural spaces can be understood better in the
IVR environment than the 2D environments or the
layout view. Also, it is said that the perception of spa-
tial relations is relatively higher in the IVR environ-
ment than the 3Dmodeling environment.

A study conducted by Abdelhameed (2013) sug-
gests that structure and architectural space can be
designed together effectively with the use of IVR. Ac-
cordingly, an experiment is conducted with archi-
tecture students who made the transition between
modeling and VR software while designing a build-
ing. It is said that the use of VR technology in ed-
ucation increases the creativity of architecture stu-
dents, helps them to understand and comprehend
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better the topological relations between spaces, and
the 3D forms. Also, Paes et al. (2017) state that the
perception of space in the immersive environment is
stronger than the traditional 3D environment.

According to Angulo (2015), the IVR environ-
ment provides an alternative way to perceive spaces.
The students stated that after the experiments, they
understand better the topological relations of archi-
tectural spaces in the IVR environment compared to
traditional design environment. The study predicts
that the use of IVR in education may alter the teach-
ing method of design studios.

George et al. (2017) suggest that using IVR in the
design studio encourages students to develop differ-
ent thinking methods and to design in a more flexi-
ble way. In addition, it is suggested that IVR environ-
ments will play an important role in the design pro-
cess in the future.

Chang (2017) argues that size, depth and the
scale of architectural spaces are comprehended
better in the IVR environment compared to the
computer-aided design environment. It is men-
tioned that it is easier to perceive topological rela-
tions in the IVR environment.

DESIGN EXPERIMENTS
In this study, two different topics are discussed.
Firstly, the effect of color in the perception of topo-
logical relation is questioned with an experiment.
This experiment conducted with eight participants.
Secondly, with another experiment, IVR and 3Dmod-
eling environments are compared in terms of estab-
lishment of topological relations and the creation of
design alternatives. Moreover, a survey was con-
ducted following Experiment 2 to understand the ef-
fects of the tools andmethods that participants used
on their production process during the experiment.
This experiment was conducted with eleven partici-
pants.

Participants for both experiments were selected
from volunteer graduate architecture students en-
rolled in Architectural Design Computing program to
ensure there are not extremedifferences in their level

of knowledge and skill. All the participants are al-
ready experiencedwith 3Dmodeling software. How-
ever, the majority of the participants were unfamiliar
with virtual reality. Thus, a design exercise was con-
ducted with the participants in order to reduce and
ideally eliminate their unfamiliarity with the virtual
environment before the experiments (Figure 1).

Figure 1
Some of the
participants while
they are using
headsets.

Two different headsets are used in the experiments:
HTC Vive andOculus Rift. Headsets are used to create
an experience in the immersive environment. HTC
Vive and Oculus Rift consist of two controllers, one
headset and two base stations. These two headsets
are similar in terms of their way of use but slightly
different in terms of technology. HTC Vive base sta-
tions are hanged diagonally to track the user’s head
and hand movements using Bluetooth technology.
Oculus Rift sensors located two sides of the PC to
trackuser’s headandhandmovementsusing infrared
technology. HTC Vive presents 360° tracking of users
in the play area. However, Oculus Rift presents 180°
tracking of users in the play area with two sensors.
TrackingangleofOculus Rift canbeenhanced to360°
with an additional third sensor.

Google Blocks is an application that allows 3D
modeling in the VR environment. It can be said that
characteristics and modeling logic of Google Blocks
are similar to common 3Dmodeling software such as
3d Studio Max or Blender. Specific geometric forms
can be selected and 3D shapes can be manipulated
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by various operations like extrude, divide and so on.
Low poly models and drawings can be made by se-
lecting primitive geometric shapes and colors. The
software allows users to design and examine the 3D
model in different scales and move around the 3D
modeling space like sculpting. Blocks enables ex-
porting the models in various formats, allowing fur-
ther work outside of the VR environment. Because of
these features, Google Blocks is chosen to be used in
the design exercises and experiments.

Before the exercise, general training on how to
find their direction, move and use the headset and
controllers in the IVR environment were provided to
theparticipants. After the training, Google Blocks ap-
plication was introduced to the participants. An ex-
ercise about the interface of the Google Blocks soft-
ware was performed to increase students’ familiarity
with the IVR environment and to enable them to use
the application rapidly and with ease.

The participantswere asked to create an abstract
form by using the operations in the software for the
design exercise to gain expertise on the interface
of the Google Blocks (Figure 2). Each participant
has used the headsets for 20 to 25 minutes. During
the exercise, participants frequently asked questions
about how to use the interface or controls. These
questions were answered during the exercise.

Figure 2
Models created by
the participants
during exercise
using Google
Blocks.

It is observed that most of the participants are got
used to the software after 5 to 10 minutes. However,
someparticipants faced someproblemsgettingused

to the interface. In the exercise, two headsets were
used: Oculus Rift and HTC Vive. Although the soft-
ware work in the same way in the IVR environment,
the trigger, and buttons of the controllers are differ-
ent. The difference between the headsets was ex-
plained to the participants.

Experiment 1: The color factor on the per-
ception of topological relations
In the first experiment, the effect of color on the per-
ception of topological relations is investigated. The
experiment was conducted with eight participants.

Method. For the experiment, two similar 3D mod-
els were created, one is colored and the other one is
monochrome. Eachmodel comprises of fivedifferent
geometric forms with different topological relations
consist of cube-shaped pieces. For colored model,
five different colors are assigned to the five different
geometric forms. For the monochromemodel edges
of five different geometric forms are represented by
thick dark colored lines. The participants were asked
to examine each model individually in the IVR envi-
ronment for 5 minutes. Then, they were asked to re-
member the topological relations of the geometric
forms. Then, theywere asked to reproduce themodel
by using cube-shaped pieces in the 3Dmodeling en-
vironment in 10 minutes.

3D models created by participants were evalu-
ated according to two criteria. First criteria concerns
about if the topological relations were constructed
correctly or incorrectly. The other criteria aim to ex-
amine if participants reproduce the geometric forms
correctly or incorrectly. Improper placement and
misplacement of the geometric forms were defined
as the incorrect construction of topological relations.
Incorrect or incomplete modeling of one or more of
the geometric forms by using cube-shaped pieces
was defined as incorrect reproduction.

Results. In the monochrome model, it is found that
all participantsweremisplaced at least one of the five
different geometric forms while recreating topologi-
cal relations. Also, it was seen that some of the geo-
metric forms were incomplete (Figure 3).
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Figure 3
Monochrome
model. Left: Given
cube model. Right:
Recreations of the
cube by the
participants.

In the colored model, it is observed that four par-
ticipants correctly reproduced the colored geometric
forms and the topological relations, and four partic-
ipants made some mistakes. Two of the four partici-
pants constructed the topological relations correctly;
however, they reproduced the geometric forms with
minor mistakes. Minor mistake represents reproduc-
ing geometric form one-cube piece missing. The
other two participants created the topological rela-
tions incorrectly (Figure 4).

Figure 4
Colored model.
Left: Given cube
model. Right:
Recreations of the
cube by the
participants.

In this respect, it is seen that participants distin-
guished the colored model better as a whole and
perceived the topological relations better than the
monochrome model. It can be said that color has
an important role in the perception of topological re-
lations and in the differentiation of part-whole rela-
tions.

Experiment 2: Creating design alternatives
In the second experiment, IVR and 3Dmodeling envi-
ronments are compared through constructing topo-
logical relations and creating design alternatives. It
is investigated inwhich environment theparticipants
were more productive in terms of quantity and vari-
ety of the creations, and in which environment the
participants perceived topological relations better
during the creation process. Additionally, the effect
of experiencing different scales together during their
design tasks has been investigated.

Method. Participants were asked to work in Google
Blocks todesignusingHTCVive andOculus Rift head-

sets for IVR environment. For the 3D modeling en-
vironment, participants were told to work with the
modeling software that they are the most comfort-
able and efficient with, such as Rhinoceros, 3d Studio
Max, and Blender.

For this experiment, the participants were asked
to create functional compositions using basic and
coloredcube-units for anexhibition space in linewith
the given requirement list. As a requirement list, an
exhibition hall of ten cube-units, a semi-open exhi-
bition area with four cube-units, an office with two
cube-units, a foyer with two cube-units, a storage
room with one cube-unit and a WC with one cube-
unit were given.

Functions were representedwith different colors
in order to distinguish them. The exhibition hall was
expected to be the violet, semi-open exhibition was
lilac, the foyer was yellow, the office was green, the
storage room was orange and the WC was blue (Ta-
ble 1). A set of rules about the relations between the
functions were given. The foyer must be connected
to the exhibition hall, office and WC and, the exhibi-
tion area must be connected to the storage room.

Itwas stated that theexhibitionarea couldbede-
signed as multi-story. In order to create a space two
or more story high, the participants were told to use
transparent cubes to represent that height and, the
transparent cubes would not be counted as a cube-
unit. In order to create a second floor or more, par-
ticipants were asked to put the cube-units on top of
each other.

Table 1
Requirement list for
the exhibition area.

The experiment was carried out separately in the IVR
and 3D modeling environments in 15 to 20 minutes.
During the given time span, participants were asked
to produce as many alternatives as possible. At the
end of the experiment, the design alternatives cre-
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ated by the participants in two environments were
examined by comparing them among each other. It
is seen that result vary in quantity and variety of al-
ternatives.

A survey was prepared that contains ten ques-
tions with three sections following the experiment.
Questions are determined by examining the survey
questions from Schnabel and Kvan (2003), Abdel-
hameed (2013), Angulo (2015), Heyderian (2015),
Pandey (2015), Janßen (2016) and Vaziri (2017). The
survey sections are consists of perception, presence
and, differences of HTC Vive and Oculus Rift Virtual
Headsets. Results were also compared by answers
obtained from the survey.

Results. Created design alternatives differ from each
other in the IVR environment. It is observed that
some participants were produced more than one al-
ternative, while some participants were produced
only one alternative. It is seen that compositions
are mostly created as a single or double story. Four
participants have added a third elevation, in con-
trast to the other students. It is observed that the
elements such as courtyard, canopy and terrace are
used as design enrichment features. Totally, seven
participants used courtyards, nine participants used
canopies, and four participants used terraces. In to-
tal, twenty-five design alternatives are produced in
the IVR environment (Figure 5).

In addition, it is observed that during the exper-
iment in the IVR environment, participants created
their design alternatives faster and asked less ques-
tion about controllers compared to themodeling ex-
ercise. Hence, it can be said that design exercise has
a positive effect. However, it is observed that it is not
sufficient enough and some participants could not
have full control over the interface. It canbededuced
that a longer training process is a necessity.

The alternatives created in the 3D modeling en-
vironmentwere examined among each other as well.
It is seen thatmodels aremostly created as two-story,
similar to IVR environment. Two participants have
added a third floor. In addition, similar to the IVR en-
vironment, elements such as courtyard, canopy and

terrace were detected in the design alternatives. Five
participants used courtyards, four participants used
canopies, and six participants used terraces. In total,
forty design alternativeswere created in the 3Dmod-
eling environment (Figure 6).

Figure 5
Some of the design
alternatives created
by participants
using Google Blocks
in IVR environment.
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Figure 6
Some of the design
alternatives created
by participants in
3D modeling
environment.

Experiment outcomes were evaluated together for
each participant. The alternative compositions cre-
ated in IVR and 3D modeling environments differ
from each other in a few ways. The quantity of the
alternatives produced in the 3D modeling environ-
ment is higher than the ones in the IVR environ-
ment. However, it is seen that the alternative compo-
sitions created in the 3Dmodeling environment con-
tain similar topological relations. On the other hand,
it is seen that the number of variety of compositions
created in the IVR environment is higher than the
ones in the3Dmodelingenvironment. Thus, it canbe
deduced that the alternative compositions produced
in the IVR environment had a higher variety in terms
of topological relations.

It is possible to explain the similarities be-
tween alternative compositions with different rea-
sons. Firstly, it is possible to copy and paste the ge-
ometries much faster and in a more practical way in
the 3D modeling environment. In the IVR environ-
ment, copy-paste process cannot be performed as
practically as in the 3D modeling software. In the
3D modeling software, the selection is usually made
by box selection with a mouse. However, box selec-
tion is not an option in Google Blocks. This means

that each model part must be selected individually
for copying. Therefore, it can be said that the IVR en-
vironment is not practical enough for using this op-
eration.

Besides, copying can have both positive and
negative aspects. The quick and practical process of
copying and pasting can be considered positive for
creating rapid and large number of alternative com-
positions. Creating a different alternative by mak-
ing small changes in the copiedmodel had increased
the quantity of design alternatives in the 3D environ-
ment. However, it can be said that the design alterna-
tives and the topological relations between the func-
tions resemble each other as a result of copy-paste
operation in the 3D modeling environment. In this
respect, the variety of created topological relations
were less than the IVR environment. On the other
hand, in the IVR environment, since the wholemodel
cannot be practically copied, it is seen that partici-
pants are created the design alternatives by rethink-
ing the design compositions and the topological re-
lations (Figure 7).

Figure 7
Resemlences of the
design alternatives
created by one of
the participants
(Top: IVR
environment,
Bottom: 3D
modeling
environment).

Secondly, the sense of presence in the IVR environ-
ment may be the reason for the different results ob-
tained from the experiments. Users are surrounded
by a digital modeling space while they are in the IVR
environment. This allows users to create anything in
anywherewithin the environment. It can be said that
users are in the design itself. The sense of presence
is also supported by the ability to examine and ex-
perience designs from different scales and perspec-
tives. Users can observe the design in real size or
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alter the design while walking in it. It is observed
that the number of features to enrich the design al-
ternatives were higher in the IVR environment than
the 3D modeling environment. It can be deduced
that sense of presence in the IVR, provided partici-
pants different point of views, which led participants
to be more productive during the creation process.
In addition, another reason why the variety of topo-
logical relations are higher in the IVR environment
can be explained with the sense of presence. Partic-
ipants tend to use different scales and perspectives
more frequently while designing in the IVR environ-
ment than the 3D modeling environment. It is ob-
served that participants mostly produced their com-
positions in a fixed and a wider perspective rather
than experiencing the compositions in human scale
or eye-level perspectives in the 3D environment.

When the responses of the survey were exam-
ined, all of the participants stated that they felt pres-
ence in the IVR environment, while only two of them
stated that they felt presence in the 3Dmodeling en-
vironment. These results support the findings of the
experiment about the productions of topological re-
lations. Furthermore, it is asked that if they used dif-
ferent scales during the design process. These re-
sponses support the result of the experiment about
the tendency of the participants to use different
scales and perspectives in the IVR environment. In
the survey, it is asked how participants rate their
level of perception of the given model as a whole.
Twoparticipants answeredverywell, sevenanswered
well and two answered medium to the question
for the IVR environment. Six participants answered
very well, three answered well and three answered
medium for the 3D environment (Figure 8).

In the survey, it is asked how participants rate
their level of perception of the given model as a
whole. Two participants responded very well, seven
responded well and two responded medium to the
question for the IVR environment. Six participants re-
sponded very well, three responded well and three
responded medium for the 3D environment (Figure
8). It can be assumed that there are no major differ-

ences between these two environments. It can be
said that 3Dmodeling environment is more advanta-
geous than the IVR environmentwhen it is important
to perceive the model as a whole or to understand
the design from a wider perspective.

In addition to experiments, differences between
the headsets were investigated. It can be said that
HTC Vive is more useful compared to Oculus Rift be-
cause of the 360° tracking system. On theother hand,
most of the participants stated that Oculus Rift con-
trollers are more comfortable and easy to use com-
pared to HTC Vive (Figure 9).

CONCLUSION ANDDISCUSSION
It is observed that the IVR environment has poten-
tial in architectural design education. Experiments
showed that designing in IVR enhances students’
productivity and provides students different point of
views to experience and improve their designs. Re-
sults can indicate that IVR has potential to be used as
a design tool in architectural education rather than
just viewing completed projects.

Experiment results and survey responses are in
contradiction with each other. Experiment results
showed that participants producedmore topological
relations than the 3D modeling environment. How-
ever, participants said that they perceived topologi-
cal relations better in the 3Dmodeling environment.
These contradictions show that further researches
are neededwith the increment of the number of par-
ticipants in order to obtain certain results.

All an all, it can be concluded that the contribu-
tion of VR technology to educational environments,
especially in architectural design studios, will con-
tribute design process anddesign education in terms
of adding different perspectives to students, devel-
oping 3D thinking, adding the sense of presence
in designing process. Since the design is an ever-
changing and self-renewing area, using current me-
dia and new technologies in education is very impor-
tant in carrying the design into the future.
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APPENDIX

Figure 8
Survey questions
about perception
and using different
scales together.

Figure 9
Survey questions
about presence and
the differences of
the controllers.
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VRiC: Virtual Reality in Construction

Proposal of a Virtual Reality Based Learning Environment for Building
Construction Systems
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In the scope of the study, a virtual learning environment (VLE) is proposed in
order to benefit from the potentials of the virtual reality (VR) technology in the
context of construction education for architecture students. A vast number of
studies show that learning environments, where a strong relation is established
between students and the information have positive effect on learners.
Accordingly, learning enivronments should encouraged students to learn by
exploration in a participatory way. In contrast, learning environments related to
construction education are mostly lack of such features. Learning environments
where students are not able to have an active interaction with the information is
insufficient and ineffective for the construction education. In this context, it is
deduced that establishment of a learning environment where users examine
building components by various interactions may enhance students learning
process. Accordingly, a learning environment is proposed, titled Virtual Reality in
Construction (VRiC), where learner can explore architectural buildings, its
components and its materials with an immersive experience. Various user
interfaces and user interactions are created in order to compose interactions
between the users and the architectural elements.

Keywords: Virtual Reality, Architectural Education, Construction Education,
Virtual Learning Environments, Unreal Engine, Oculus Rift

INTRODUCTION
Emerging technologies are rapidly altering the rela-
tionship between individuals and information. To-
day’s learners are more inclined to learn with visual
media tools that are used in a participatory and in-
teractive manner. This situation leads to a shift from
face-to-face, didactic learning to self-learning and
learning with gamification. Therefore, the estab-

lishment of an integrated structure of educational
environments with different interactive visualization
techniques is playing an important role in the learn-
ing context. An in-depth examination of the poten-
tial implications of new technologies in architectural
education is a requirement. It is argued that vir-
tual learning environmentmodel is an important tool
in terms of adapting architectural education to new
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paradigm shift.
The aim of the study is to question and recon-

sider architectural education and the learning en-
vironments by using potentials of the virtual learn-
ing environments (VLE) and virtual reality (VR) tech-
nology. For this purpose, a VLE is proposed in the
context of construction education for architecture
students. Building construction courses have a cru-
cial place in architectural curricula. Examination of
the building components, materials, structural sys-
tems, investigation on the construction techniques
and technologies are the main interests of the con-
struction courses. There are inadequacies on the cre-
ation of interactive learning environment where stu-
dents can examine closely building components and
materials by touching, experiencing andexperiment-
ing. Traditional learning spaces like classes, lecture
halls and so on do not allow the detailed analysis of
systems such as structure, facade, insulation, which
are the most basic parts of architectural buildings. In
addition, it is often impossible to examine their struc-
tural sections and their systemdetails in 1:1 scale and
on their own context. Furthermore, one of the most
important advantages of VR environments is that it is
possible to experience and learn in a way that is diffi-
cult to experience and dangerous in controllable and
safe environment through interactions.

In the context of construction education, sev-
eral number of studies show that most of the archi-
tecture and engineering schools have lecturer cen-
tric learning environments. According to the same
studies, such learning style which is not learner cen-
tered is ineffective and inefficient in terms of struc-
tural knowledge learning (Goedert et al., 2011; Ku-
bicki and Boton, 2011; Clevenger et al., 2012). It is
not possible to create a participatory educational en-
vironment with the traditional lecture methods (Ku-
bicki andBoton, 2011). In addition, narrator-centered
learning environments are not suitable for describing
complex systems such as building components and
their relations (Clevenger et al., 2012). The reason is
the lack of adequate interactions between students
and information. It is possible to effect students’ level

of learning positively by establishing an active inter-
action between student and the information (Chau,
2007; Felder and Silverman, 1988; Li and Liu, 2004;
Nirmalakhandan et al., 2007).

On the other hand, there are multiple reasons
of building construction courses have inadequate to
create interactive learning environment. According
to Park et al. (2015) field trips are the only way for
students topractice thebuildingconstruction related
subjects. Sampaio and Martins (2014) emphasized
that organizing andhavingnecessarypermissions for
safe construction site field trips are frequently en-
countered challenges difficult to achieve. According
to Farrow and McCabe (2012), the difficulties of pro-
gramming the organization required for a field trip,
visiting a construction site and ensuring the safety
of the student are the major challenges schools and
teachers encounter. Vergara et al. (2016) argue that
in laboratory studies it is very difficult to create en-
vironments where all students equally participate. It
is difficult to create a flexible experience environ-
ment in construction laboratories for students. It
is hard to use laboratory environment where struc-
tural information subjects are examined in an effi-
cient andeffectivewaydue to crowded classes or stu-
dent groups. Irizarry et al. (2012) also argues that it
is not possible to create an interactive learning envi-
ronment due to the inadequacies of laboratories.

In this context, this study focuses on the creation
of an active learning environment, where students
reach information with various interactions, might
contribute to the learning of building construction
related subjects. With the help of VR technologies, it
is possible to create easily accessible and safe virtual
environments where encourage active learning.

VIRTUAL LEARNING ENVIRONMENTS IN
CONSTRUCTION EDUCATION
It is possible to find various studies on virtual educa-
tion environments related to the building construc-
tion courses. In a study conducted by Alvarado et
al. (2001) a virtual reality environment is proposed
where students can examine a timber structure in
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1:1 scale. Did et al. (2014) proposed a digital learn-
ing tool that aims to recreate “steel sculpture”. Steel
sculpture erected by American Institute of Steel Con-
struction on various campuses is a compact physi-
cal representation of various steel elements and con-
nections that are frequently used in building con-
structions. According to Sampaio et al. (2010), use
of interactive 3D models during education may help
students to avoid from passive learning behavior.
Furthermore, a learning tool is proposed which al-
lows learning fundamentals of steel bridgesbyexplo-
ration and examination in 3D environment.

Behzadan and Kamat (2013) argued that there
are deficiencies of participation and interaction in
civil engineering students learning environments.
According to their declaration, construction courses
are mostly lecture based and lack of using visual
media. In this context, Behzadan and Kamat pro-
posed an innovative learning tools includes remote
videotaping andultra-wideban locationing. Another
study conducted by Irizarry et al. (2012) a learning
environment was proposed which aims to introduce
concrete building elements with the use of 3D BIM
models. Theirmotivation is derived from the enhanc-
ing students’ information repository on building ele-
ments.

Furthermore, in a research, which uses BIMmod-
els to establish a virtual learning environment by Bil-
lie et al. (2014), game engines are used to create in-
teractivity. In this research, it is aimed to create a re-
alistic virtual environment where it is possible to ex-
amine building and its information layers in an in-
teractive way. According to Park et al. (2015) for
students it is not possible gain enough information
and experience with the traditional education meth-
ods about subjects that are complex and instable
such as building and construction sites. They argued
that even there are few studies in literature that aims
to enhance construction education with the use of
novel technologies, proposed environments do not
have enough detail and the interaction established
are limited.

VRIC: VIRTUAL REALITY IN CONSTRUC-
TION
Virtual Reality in Construction (VRiC) is a virtual re-
ality based application developed for learning and
teaching fundamentals of construction in architec-
tural education. Proposed framework covers genera-
tion of 3D architectural structural elements, building
materials, and their details in 3D environment, cre-
ation of an explorative virtual space, which includes
generated 3D models, and manipulation and exam-
ination of models in VR environment with an im-
mersive experience. VRiC aims to provide students
an interactive and explorative learning environment.
The explorative learning processes involve examina-
tion and deconstruction of a predefined 3D building
model, its structural and material components. In
that sense, a 3D digital building model and its inner
relations can be considered as an interactive explo-
ration space. Accordingly, it is aimed to encourage
students to explore the building by interact with its
components with the sense of presence. The inter-
action with the components of 3D digital building
model in VRiC allows users to filter information (layer-
based interaction), examine an architectural element
(material/layer/connection detail) in its context, and
deal with being-in-the-space experience. Hence, it is
possible to establish an interactive immersive learn-
ingenvironmentwhere students can freely and safely
explore a construction virtually which is hard to es-
tablish in real world. It is possible to observe archi-
tectural components, materials and their relations on
their own context in 1:1 scale.

In this study, a framework for an interactive learn-
ing environment based on virtual reality is proposed
and this framework is examined in the context of a
user scenario. The user interface, interaction mod-
ule and technological infrastructure as components
of the proposed framework are described in relation
with the user scenario.

Scenario for User Experience Setup
The user scenario includes the 3D detailed model of
a living unit designed with 250 cubic meters of re-
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inforced concrete construction system. Accordingly
an experience setup was established which includes
a detailed 3Dmodel of a concrete building (Figure 1).

Figure 1
Interactable
elements and
materials of the
building model.

Components, materials and structure systems were
planned andmodel in relation the concrete construc-
tion systems. One of the reason of why examination
of a concrete building was determined as the sce-
nario for user experience setup is that they aremajor-
ity of today’s construction stock. Therefore, it is possi-
ble to argue that it is important to enhance students’
visual repository on concrete building systems. An-
other reason is concrete building components are
enclosed systems. It is not possible to understand
their inner relations after a construction is completed.
Their structural properties are the result of reinforce-
ments installed inside of beams and columns. It is
possible to examine reinforcements only during the
construction phase of a building or in structure labo-
ratories. It is notpossible toobserve them inanactive
building while they are in their own context. For this
reason, it is argued that it is highly possible to ben-
efit from the potentials of the VR technology in pro-
posed scenario. Thus, the concrete building is a suit-
able scenario for the study. Addition to concrete ele-
ments, there are also steel andwood components are
used in proposed environment. The reason is giving
generic information on integration of differentmate-
rials in concrete buildings.

Architectural elements andmaterials that can be
observed and can be interacted in VRiC are shown
below:

• Concrete columns and beams,
• Curtain walls,
• Concrete floor,
• Timber beams,
• Steel joints,
• Windows and doors.

In consideration to created building model will have
educational purposes, it is a necessity to prepare the
model in accordance with the accurate construction
properties. It is important to create elements, mate-
rials, their relations and dimensions accurately. Con-
cordantly, Ching, 2014 and Neufert, 2012 are used
as reference during the establishment of 3D build-
ing model. In addition, Masonry Detailing Series es-
tablished by International Masonry Institute was also
used during this period [1].

Building model, which will be explored in VRiC
was prepared in 3D Studio Max 2018. It is planned to
give realistic appearance to the environment in order
to be able to have immersive experience. Lighting,
textures and various objects are added for enhancing
the sense of presence (Figure 2).

Figure 2
Building model in
virtual reality
environment.

There was a need to transform the 3D model into an
interactive environment where will be experience in
VR. Also, there was a need for establishment of the
various interface and interactions in order to inter-
actwith thebuilding elements andbe able to explore
them (Figure 3). Thus, within the process of creating
user interfaceand theuser interactionsUnreal Engine
4.20 was used. Moreover, Oculus Rift Headset was
used with the aim of to experience created immer-
sive VR environment.
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Figure 3
Elements of the
VRiC.

User Interfaces
Two different kind of user interfaces are used in VRiC
environment. These are physical interfaces and digi-
tal interfaces. Physical interfaces represent the physi-
cal tools or hardware, which are used to interact with
the virtual environment. Graphical interfaces stand
for visual elements used in VR environment whose
able users to interact.

Physical Interfaces. Oculus Rift motion controllers
and various gestures are used as physical interfaces.
During the creation of the VR environment in Unreal
engine, buttons on the motion controller were as-
signed for different functions (Figure 4). These func-
tions are teleport, choose, grab, wireframe mod and
x-ray mod that will be explained briefly in the user
interactions section. Gestures are the body move-
ment, whichwill be performedby the users. Gestures
are limited by technological efficiency of the Oculus
Rift. There are limited numbers of gestures possi-
ble to assign for the interactions. Pointing, touching
and walking are the gestures, which are established
in VRiC.

Graphic Interfaces. An option menu was designed
to activate various interactions with the building
components. It is possible to define option menu as
a catalogue, which shows the each material layer on
the chosenelement. Each layer of the activated archi-
tectural element is representedwith an image on the
menu. It is possible to choose and explore the ma-
terials by using options menu. For example, in the
proposed environment when the curtain wall is cho-
sen, an optionmenuwill appearswhich shows the in-
terior finish, plaster, rough plaster, aerated concrete

blocks, insulation, plaster andexterior finish layers re-
spectively (Figure 5).

Figure 4
Oculus controllers.

Figure 5
Option menu.

User Interaction
There are three different types of interaction estab-
lished in the proposed VLE. These are movement,
interaction with the architectural elements and the
outline view mode. Movement interaction describes
how user will move in virtual environment. Interac-
tion with the architectural elements describes the in-
teraction,whichdefineshowusers explore and inves-
tigate the components, materials and their relations
in VR environment. Outline viewmode stands for the
interaction established in order to create novel expe-
rience in same environment by chancing the appear-
ance of the environments.

Motion.There are two types ofmovement is found in
VRiC. These arephysicalmovement anddigitalmove-
ment. Physical movement represents the transfer-
ring user’s physical location into the digital environ-
ment. With the help of this transfer, it is possible to
walk in the VRiC virtually while walking in the phys-
ical world. The other option is digital movement.
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Figure 6
Principles of the
option menu.

Users may push the teleport button on the motion
controller while pointing the place where they want
to go (Figure 7). After this action, users find their
selves at the virtual location pointed. This enables
themovementof theusers in the virtual environment
without need for any physical action.

Figure 7
Teleport action
which enables users
to move in the
building model.

Figure 8
Interaction with the
material layers.

Interaction with the architectural elements. It is
possible to interact with architectural elements by
using option menu. Process of the interactions can
be summarized with three steps. First, users may ac-
tivate the building component by pointing gesture
and pushing grip button on the right controller in
VR environment. After the activation of the element,
option menu will be appeared in front of the users.
Users may grab the menu, change its location and
close it by pressing the same button. Secondly, users
may choose the layer they want to explore by using
touch gesture. They may virtually touch one of the
catalogue cards on the menu. Finally, the chosen
layer will be appeared on the architectural element.
This interaction may help users to investigate the ar-
chitectural elements and itsmaterials indetail (Figure
6, 8).

Another interaction established between users
and the building model is the x-ray tool. X-ray tool
is responsible for the examination of the sections of
the elements. It is aimed to let users tomake local ex-
plorations on the components while observing their
material layers as a whole. X-ray tool may appear in
front of the user by pressing left grip button. X-ray
tool is a ring shapedobject, whichopens holes on the
surfaces. After users activate the tool, they may grab
it and bring it closer to the element, which they want
to investigate. Then, a hole occurs on the element.
By looking through this hole usermay observe all the
overlapping materials on the element (Figure 9).

Another advantage of the x-ray tool is that it al-
lows users to make exploration on the local places
where components are intersected. It is possible to
examine how different materials behave or observe
their application configurations on the locations they
are intersected.
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Figure 9
X-ray tool.

Outline View Mode. In the proposed VLE users are
able towalk and observe a buildingwith realisticma-
terials, shade and lightings. Addition to realistic view
of the model, it is aimed to enhance learning experi-
ence by implementing different view modes such as
outline mode (Figure 10).

Figure 10
Outline view mode.

Main objective of the establishment of the outline
view mode is to simulate appearance of the techni-
cal drawings in 3D immersive VR environment. User
may activate or deactivate the outline view mode by
pressing the “Y” button on the left controller. When
the outline viewmode activated realistic appearance

of the model disappears. Instead, the entire environ-
ment becomes black except the outline of the ob-
jects that appear in red lines. Thus, usermay feel their
selves like walking in a technical drawing. It is pos-
sible to have novel experiences during exploration
with the help of outline view mode. It is possible to
operate all the interactions previously described as
well in outline view mode.

CONCLUSION ANDDISCUSSION
In the scope of the study, a VLE named VRiC: Virtual
Reality in Construction is proposed. The aim of the
proposed VLE is to investigate the potentials of VR
technology in learning construction in architectural
education. It is assumed that the establishment of a
learning environment that allows active interaction
would have a positive effect on the students learn-
ing. In the proposed VLE, students can learn by dis-
coveries, experiments and experiences. While stu-
dents walk inside a building, they will have the op-
portunity to examine the building elements and its
materials. In the explained scenario, learners can ex-
plore a concrete building, its components and mate-
rials while they sense presence in the modeled envi-
ronment. Therefore, students are able to explore ar-
chitectural buildings in a new way, which is not pos-
sible in the physical world. The relation between the
object of learning and learning is dependent on the
users’ actions in the presented framework. This pro-
vides learning in a non-linear way rather than a lec-
ture based linear/sequential learning. Accordingly,
it is concluded that within the proposed framework,
it is possible to establish a construction education
learning environment where is interactive, participa-
tory and encouraging for learning by discoveries.

In future studies, it is planned to develop more
flexible interface by adding real-time user interac-
tionmodule including different components, materi-
als and details. With the help of a graphical interface,
which will be implemented, users may upload their
own models to the application in order to have real
time interaction with their own creations.

In addition, experiments based on user experi-
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ence should be conducted to evaluate effects of pro-
posed VLE on architecture students. It is also pos-
sible to evaluate VRiC in a construction course dur-
ing a semester. During this period, it is possible to
conduct various user tests, surveys and observations.
Thus, success of VRiC can be evaluated in the context
of creating an interactive learning environment and
its effect on the students learning level.
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This research is an inquiry into the correlations between specific formal
parameters of virtual spatial enclosures in HMD driven VR systems, and
corresponding emotional responses in subjects . The experiments comprised of
three sets of formal parameters - size of openings, enclosure volume, and
length:width ratio. The emotional attributes tested were Valence and Arousal.
Immersive virtual environments depicting enclosures with changing values of
these parameters were presented to 50 subjects through a head mounted VR gear.
Responses were recorded in the form of affective appraisals using a scaling
system based on the Self Assessment Manikin, and were plotted on the
Circumplex Model of Affect. The results revealed that the parameter of Arousal
strongly correlated with the illumination levels (wall:window ratio) within an
enclosure, and did not correlate independently with any other parameter. Peak
Valence values corresponded to a wall/window ratio of .03 an enclosure volume
of 70 cu.m and a length:width range between 1:1 and 1:1.5. The golden ratio was
not rated favorably. Differences in volume between very large enclosures were
not perceptible. The appraisal of spaces was also found to be consistently
affected by preceding spaces.

Keywords: spatial enclosures, formal attributes, affective qualities, emotional
response, virtual reality, head mounted display

Spatial enclosures are well known to have a great de-
gree of emotional impact on the individuals inhabit-
ing them. Different spaces affect us in different ways,
and elicit a wide variety of emotional and perceptual

responses. Some make us feel happy and positive,
while others arouse feelings of discomfort or come
across as depressing. Small rooms have a different ef-
fect on us as compared to very large halls, while dark
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spaces spark different emotional responses as com-
pared to very bright enclosures.

The affective qualities of specific attributes of en-
closures lie within the realm of spatial ‘experience’,
and have long been regarded in the field of architec-
ture as ‘intangible’ aspects that cannot easily be ob-
jectively measured. While the field of environmen-
tal psychology has developed multiple models for
the objective measurement of affective states, these
models have only recently begun to be applied to
the realm of spatial enclosures. The basic hypothe-
sis driving such lines of research is that specific at-
tributes of the formof enclosures, such as shape, size,
configuration etc. have empirically testable correla-
tions with one’s spatial experience and affective re-
sponse within that space. There has still not been a
great deal of focused empirical research on the exact
nature of such correlations. For example, while we
know that very small enclosuresmake us feel uncom-
fortable, wedonot knowclearly ‘how’ small an enclo-
sure elicits ‘how’ uncomfortable a response. Archi-
tects usually still rely heavily on their own intuitions
while drawing up a design that keeps these experi-
ential aspects in mind, and it is often considered an
acquired skill for a designer to deal with these qual-
ities. A study directed specifically towards the effect
of specific spatial parameters on emotional response
has the potential to open up very valuable lines of
enquiry into the correlations between the physical
and the emotional realms in spatial enclosures. It will
also help to generate a body of empirical data that
will providearchitectswith strong rational grounding
for design decisions pertaining to spatial experience,
andhas thepotential to yieldmathematical and com-
putational models in the future.

Over the past few decades, the development of
immersive, responsive and interactive virtual repre-
sentations of space, which are capable of generat-
ing simulations that can approximate the sensory in-
puts provided by a real space, has immense potential
to develop into a valuable tool for such lines of em-
pirical research. While VR systems in various stages
of development have been applied in a few similar

studies in the past (Franz et al. 2003) (Shemesh et al.
2015), it is the rapid development in the field of VR
in recent years, and the widespread commercial pro-
duction of headmounted display (HMD) devices that
have made the use of such systems for architectural
research readily accessible.

EMOTIONAL IMPACT OF SPATIAL ENCLO-
SURES
There are an incalculable number of factors that de-
termine the way one perceives a space. The way
a person ‘feels’ in a space is also often considered
to be a very subjective affair that is dependent on
one’s own constitution, character, upbringing, and
prior experiences. However, the fact that specific at-
tributes of a space do have an impact on one’s emo-
tional experience cannot be denied.

Bitner and Schachter identified three primary
categories of attributes that influence the experience
of individuals inhabiting it, namely:

(i) Formal attributes, (ii) Signs, symbols and arti-
facts, and (iii) Ambient conditions (Bitner 1992)

This body of research has restricted itself to the
first category. In the context of architecture and
space, we may describe ‘form’ as both the ‘internal
structure and external outline and the principle that
gives unity to the whole’ (Ching 1996). To put it sim-
ply, form refers to both the internal and external at-
tributes of an object or body. The formal attributes
are intrinsic, and the primary characteristics that give
it a definition. There are a number of primary at-
tributes of form, namely shape, size, color, texture,
position, orientation and visual inertia (Ching 1996).
These pertain solely to the structure that defines the
enclosure, and thus encompass all architectural ele-
ments and configurations.

Theories and structures of emotion
A number of theories have been proposed to ex-
plain the structure of human emotion. One school
of thought opines that there are a number of specific
and discrete human emotions (Basic Emotion Theo-
ries/Discrete Theories). Thesemaintain that there are
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sets of very basic and discrete human emotions, such
as Joy, Disgust, Surprise, Fear, Anger and Distress (Ek-
man 1984), which cannot be broken down into sim-
pler parts. These emotions lie within separate do-
mains and are discrete in nature.

More recent schools of thought opine that there
is no set of distinct and discrete emotions. All emo-
tions can rather be mapped on dimensional scales
such as the circumplexmodel. The circumplexmodel
consists of a three dimensional emotion-space with
Valence (Pleasure-Displeasure) on the x axis and
Arousal (Activation-Deactivation) on the y-axis (Rus-
sell 2003). (Figure 1) The z-axis of Dominance is also
often used. According to this Dimensional Theory, a
wide range of possible human emotions can be de-
finedwith respect to these dimensions. For example,
the quadrant formed between Activation and Plea-
sure gives us the emotions of Excitement and Ela-
tion, while the quadrant formed between Deactiva-
tion and Displeasure gives us the emotions of Tired-
ness and Sadness.

Recording emotional response
In order to systematically study the effects of specific
spatial parameters on emotional state, it becomes
necessary to adopt an effective framework for objec-
tively recording emotional response.

One approach towards this focuses on record-
ing the physiological and biological responses that
accompany emotional response, thus relying on ex-
ternal indicators. These techniques include analy-
sis of visible indicators such as facial expression, or
biological indicators such as Electro Dermal Activity
(EDA), Skin temperature (SKT), and Electrocardiogra-
phy (ECG) (Kim et al 2004). Data from biological indi-
cators alonehowever arenot enough to situate a sub-
ject’s emotional response on the spectrum of human
emotions as described by the circumplex model. A
variety of emotions may result in very similar sympa-
thetic and parasympathetic responses, and will thus
be largely indistinguishable through the analysis of
biological parameters alone. Secondly spatial en-
closures are environmental stimuli, and are thus ex-

pected to induce emotions that are less intense as
compared to those induced by more active stimuli
such as a threat (fear) or aggression (anger). Varia-
tions in the values of the biological indicators thus
may not be significant enough to undertake fruitful
analyses.

This study thus adopts a secondapproach,which
relies on one’s own verbal assessment of his or her
emotional response to any given stimulus (known
as an ‘affective appraisal/report’). The Semantic Dif-
ferential (Osgood 1952) offers a set of bipolar ad-
jectives (such as good-bad, hot-cold, tense-relaxed
etc.) that each serves as rating scales. Bradley and
Lang in 1994 developed a language independent
scalingmethod for recordingappraisals knownas the
Self Assessment Manikin, which is now regularly em-
ployed in experiments formeasuring a range of emo-
tional stimuli. In this method, the two dimensions
of human emotion (Valence and Arousal) are repre-
sented as pictorial scales (Bradley and Lang 1994).
The third dimension of dominance is often omitted
because of lack of unanimity regarding its legitimacy
as a dimension, and the difficulty of subjects to relate
to the scale.

Virtual display systems
Rapid development in virtual interactive display sys-
temshas yielded valuable tools for empirical research
in the field of space perception. Recent develop-
ments in virtual environment simulations include
HeadMounted Displays fitted with audio output and
a gyroscope. The stereoscopic visual output is done
through and inbuilt OLED display and a pair of con-
vex lenses. The gyroscope and accelerometer senses
head position and orientation and changes the dis-
play scene accordingly. Scene refresh rate is typically
90 Hz. A number of manufacturers such as Oculus
and Sony have in recent years introduced a range of
wearable HMDs. Scene inputs can be static in the
form of 180x360 spherical images, or dynamic such
as 3D models adapted for VR display using a display
engine. The field of view ranges typically between
100 and 120 degrees with a display resolution of up
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to 1200p (Mazuryk et al. 2010).

EXPERIMENTMETHODOLOGY
Framework for affective appraisal
Since the experiments dealt with absolute emotions
arousedwithinoccupants of spatial enclosures, itwas
necessary to rely upon an existing model of human
emotional response and operate within its frame-
work. The circumplex model of affect was chosen for
this purpose (Russell and Pratt 1980) (Figure 1).

Figure 1
The Circumplex
model used for
experimentation

The scaling systemused for objective recording one’s
emotional response was derived from Russell’s use
of the Semantic Differential for unidimensional scal-
ing. It relied on affective appraisals, that is, a sub-
ject’s own interpretation of his or her affective state.
For each spatial variant that was to be tested, sub-
jects’ perceived emotional response on the two di-
mensionsofValence (Pleasant -Unpleasant) andActi-
vation - Deactivation were noted. To do this, the Self
Assessment Manikin (SAM) (Bradley and Lang 1994)
was employed. The visual scales for Valence and
Arousal corresponded to a bipolar scale ranging from
-4 to +4. Subjects were asked to respond to each of
the spatial configurations being tested by rating the
space on each of the two SAM scales. Their responses
were then converted into numeric values andplotted
on the circumplex model.

Selected spatial parameters for experimen-
tation
There were three sets of parametrically varied spaces
that were selected for this stage of experimentation.
The spatial parameters chosen were:

(i)Area of Opening (wall area / window area ra-
tio), (ii) Enclosure Volume, and (iii) Enclosure Propor-
tion.

Each of the sets comprised of 6 instances var-
ied according to the parameter being studied. The
set varied by size of opening included enclosures
with uniformly increasing dimensions of window. In-
stance 1 thus corresponded to the smallest window,
allowing least light to enter, while Instance 6 corre-
sponded to the largest window and thus the bright-
est enclosure. It may be noted that the area of open-
ing directly defined another parameter, which is the
daylight factor (DF), which is described through the
following relation:

A(glaz) =
DF · 2At · (1−Rmean)

Tvis · θ
(1)

where DF: Targeted daylight factor in %; A(t): Total
area of all interior surfaces; A(glaz): Total glazing area;
R(mean): Mean surface reflectance; T(vis): Glazing
Transmittance; Θ: Sky angle in degrees; (Brotas and
Wilson 2007)

Now since A(total) remains constant for the ex-
periment, all values exceptDFandA(glazing) are con-
stant. Thus we find that DF is actually directly pro-
portional to A(glazing). In other words, as area of
opening increases, the daylight factor also increases
proportionately. (Table 1) Thus the correlations that
were tobe testedbetween area of opening and affec-
tive response could also be described as a function of
the correlations between DF and affective response.

Table 1
Instances varied by
Area of Opening
(Aglazing)

The second set comprised of enclosures where the
cardinal dimensions (length, width and height) all in-
crease uniformly, thus increasing the enclosed vol-
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ume. All other parameters including window size re-
mained the same. Again, from the definition of DF,
we see that since A(glazing) is constant, DF becomes
inversely proportional to A(total). Thus, as volume
increased, so did A(total). , thus proportionately de-
creasing DF. (Table 2) The effect of volume on affec-
tive response could thus be purely due to increase in
volume, or due to the decrease in DF. To overcome
this apparent confusion, a control experiment was
conducted, where A(glazing) increased proportion-
ate to the increase in volume, thus keeping DF con-
stant.

Table 2
Instances varied by
Enclosure Volume

The set varied by proportion included enclosures of
fixed floor area (20sq.m) where the length/width ra-
tio varies uniformly from 1:1 to 1:2.25, thus changing
the geometry of the space from a square to varying
configurations of rectangles. (Table 3)

Table 3
Instances varied by
Enclosure
Proportion

There were thus a total of 18 spaces (6 instances in
3 sets), apart from the control experiment, that were
used for the experiments. There was one space - the
datum (4mx5mx3.5menclosurewith a 1mx1.2mwin-
dow opening) - that was common in all three sets.
This space played an important role in the order in
which the instances were displayed to subjects. Fig-
ure 2 shows the 18 parametrically varied enclosure
sets.

Figure 2
Parameter sets used
in preliminary
experimentation
phase. Area of
Opening, Enclosure
Volume and
Enclosure
Proportion

Generating immersive virtual environ-
ments
Each of these enclosures was generated using
Rhinoceros and Grasshopper3D and rendered using
VRay for SketchUp. The images spherical renders of
field of view (FOV) 360˚ and resolution 4000x2000
pixels. (Figure 3) Render time for each scene was
roughly 30 minutes. All the scenes were rendered
with the camera stationed at eye level (1500mm)
above the geometric center of the spaces. This al-
lowed the subject to look around and experience
the whole space uniformly. AFulldrive VR engine
adapted these spherical renders for 360˚ display
through the VR gear.

Figure 3
Spherical renders of
virtual spaces – FOV
360˚ used in the
experiments (left)
and FOV 45˚ (right)

Gear
The VR gear comprised of a Head Mounted Device
(HMD) comprising of two units - the VR Viewer and
the Display Unit. Being a Google Cardboard based
setup, the display unit was an android driven mo-
bile device (LenovoVibe K5Note)with a diagonal dis-
play dimension of 5.5 inches and a display resolution
of 1080 pixels. The head movements of the subject
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were trackedusing the inbuilt gyroscope and the cor-
responding display was projected. This unit was fit-
ted inside the VRViewer, whichwas a ProcusOneunit
withbiconvex lensesof focal length14mm. The inter-
pupillary distance and distance between the display
surfaceand lenses couldbothbeadjustedby the sub-
jects through knob provided on the VR unit.

The setup
The experiment comprised of the subject wearing
the HMD. The display that was being shown to the
subject at any point of time was streamed live to a
laptop (MacBook Pro 8.1) via a steaming engine (Mir-
ror Beta). The immersive spatial environments were
displayed through a VR engine (Fulldrive). The ob-
serverwas seatedbeside the subject andnoteddown
the SAM Valence and Activation ratings manually.

Sampling
The experiments comprised of a sample of (N = 50)
subjects. The control experiment focused towards
daylight factor and volume had a sample of (N = 10)
subjects. All subjects for all experiments were post-
graduate students of CEPT University, Ahmedabad,
within the agegroup23 - 33, with a bachelor’s degree
in Architecture.

Experiment Process
The subject was briefed about the experiment pro-
cess. They were introduced to the two scales of Va-
lence and Arousal, and the rating mechanism (SAM)
that they were to employ while giving their re-
sponses, and were also given a broad idea of the pa-
rameter sets (Opening, Volume and Proportion) that
were being studied.

They were thenwere asked towear the HMD in a
standing position, to ensure coherent interpretation
of eye level and freedomof basicmovement. and ad-
just the knobs to ensure that a clear and focused en-
vironment was achieved.

The subjects were shown each of the instances
for each parameter set. They were given between
15 - 30 seconds to explore each space, and were
then asked to rate the space on the SAM scale. The

observer translated the SAM rating to a numeric
value (between -4 to +4) and recorded it on a data
sheet. Qualitative keywords/observations etc were
also noted by the observer.

The sample size of 50 was broken into two
smaller samples of 25 each. Subjects from the first
sample were shown the instances of each parameter
set in sequential order i.e. starting from Instance 1
and ending at Instance 6. The order of the three sets
themselves was randomized. Subjects from the sec-
ond sample were shown the instances of each set in
random order, but in each case, starting from the da-
tum space(4mx5mx3.5m enclosure with a 1mx1.2m
window opening). Thus, the first scene they saw in
each set was the same. This was done to ensure per-
ceptual coherence across sets.

RESULTS
Figures 4, 5 and 6 summarize the data obtained from
the three sets of experiments.

Figure 4
Valence(solid) and
Activation(dashed)
vs Area of Opening
(left) and shift in
affective state as
plotted on
circumplex (right)

Figure 5
Valence(solid) and
Activation(dashed)
vs Enclosure
Volume (left) and
shift in affective
state as plotted on
circumplex (right)
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Figure 6
Valence(solid) and
Activation(dashed)
vs Enclosure
Proportion(L/W)
(left) and shift in
affective state as
plotted on
circumplex (right)

ANALYSIS ANDDISCUSSION
Effect of Sequence
For both sets of subjects (scenes shown in sequence
and in random), the nature of the curves for valence
and activation were very similar for all three param-
eter sets, and lay within a very small range of values.
(Figure 7), (Figure 8).

Figure 7
Area of Opening:
Ordered(solid) and
Random(dashed)
sets for Valence
(left) and Activation
(right)

Figure 8
Enclosure Volume:
Ordered(solid) and
Random(dashed)
sets for Valence
(left) and Activation
(right)

There was, however, a very important point of differ-
ence. For both valence and activation, the amplitude
(maximum and minimum values) of curves was con-
sistently larger for subjects who were shown scenes

in random. This pattern was consistent for all curves
for the Opening Size and Enclosure Volume set. (Fig-
ure 7), (Figure 8)

This consistent variation in amplitude revealed
that the SAM ratings that one would associate to a
certain space would be exaggerated if that space fol-
lowed a contrasting space. For example, a room ap-
peared much brighter to the subject if it was shown
immediately after a contrasting dark room and vice
versa. This exaggeration of sensory perception was
diminished if the spaces were shown in order, i.e. if
the bright room followed a room that wasmarginally
less bright. This phenomenon was reflected in both
the emotional parameters of valence and activation.
In the set where the spaces were shown on random,
each space was far more likely to be followed by a
contrasting space - something that was never a case
in the ordered set.

This inference may be extended to physical
spaces too. The entry sequence into a spacemaywell
be an important factor in the way we respond emo-
tionally to that space. For example, a large hall may
appear larger if entered through a small volume and
vice versa.

Peak values of Valence
Peak valence values correspond to architectural con-
figurations where subjects gave the highest ratings
on the ‘Pleasant - Unpleasant’ scale. These configu-
rations thus had the highest degree of ‘positive-ness’
associated with them.

Size of Opening
Figure 7 shows that for both the random as well as
the ordered sets, subjects rated Instance 4 (3.04 SQM
of opening) highest on the valence scale. As per the
relation between Area of Opening and Daylight Fac-
tor as discussed earlier, this space corresponded to
(Aglazing/Atotal) ratio of 0.03. It was still not clear
how area of opening affects emotional state inde-
pendent of levels of illumination. It was established
beyond doubt through a control experiment con-
ducted for the volume set (discussed later) that the
primary factor behind change in emotional state was
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not area of opening as an independent entity, but
rather the Daylight Factor levels as a function of area
of opening.

Enclosure Volume
As we see from Figure 8 the valence curve peaks at
a volume of 70 cu.m, which corresponds to a spa-
tial configuration of dimension 4mx5mx3.5m. This
was consistent for both ordered and random sets.
It is worth noting that this space is in fact the da-
tum space that was common to all the parameter
sets. It is also of importance that such a space was of
very human scale i.e. of dimensions and proportions
commonly found in low occupancy domestic spaces
such as bedrooms, studies, etc. This finding may em-
pirically set a volume range that constitutes ‘human
scale’, that is an ideal size of enclosure where occu-
pants feel most pleasant.

Figure 8 also shows that for both the ordered
as well as the randomized sets, after reaching peak
value, the valence curve descends very gradually.
However, the corresponding increase in volume is
considerable. It may be noted that while there is a
very rapid increase in valence between the 24 - 70
cu.m range, the post peak fall in valence is much
more gradual, such as in the (300 - 700 cu.m range).
Thus subjects recorded a gradual decrease in valence
even when there was a rapid increase in volume.

It is evident from this observation that subjects
were more sensitive to changes in volume in enclo-
sures that were of a volume comparable to human
scale, whereas the perception of volume decreased
drastically as enclosures became very large and were
no longer comparable to human scale. This explains
the gradually decreasing slope of the descending va-
lence graph. This inference may be directly utilized
in design of spaces. Creating very large spaces to
instil feelings of wonder and awe may not be effec-
tive beyond a certain volume range, and only result
in wastage of resources.

It is also evident from the rendered images. (Fig-
ure 9) The changes in volume for the two spaces cor-
responding to Instance 1&2 are instantly perceptible.

However, the difference in volume between Instance
5&6 is not easily perceptible, making the spaces look
almost identical. It will be interesting to note that the
absolute change in volume between Instances 5&6 is
much greater then the difference between Instance
1&2.

Figure 9
Difference in
perceived change
in volume in
renders for Instance
1&2 (Top) and 5&6
(Bottom). Note how
the bottom set
appears identical
despite having a
much larger change
in absolute volume

ENCLOSURE PROPORTION
As opposed to the other parameter sets, enclosure
proportion did not display a valence peak around a
small value range. Figure 6 shows, that even though
Instance 2 (length/width = 1.25) corresponded to the
maximum value of rated valence, Instance 1 and In-
stance 3 displayed very similar and high valence val-
ues. Thus within the proportion range 1:1 - 1:1.5,
rated valence was consistently high. However, there
was a sharp drop in the valence curve after 1:1.5. This
was clearly evident in the ordered set.

While this tells us that subjects feltmost ‘positive’
within the 1:1 - 1:1.5 proportion range, it also gives us
an interesting counter argument to the classical con-
cept of the ‘golden ratio’ (1:1.61). The data reveals
that this ratio was not rated favourably for spaces in
plan, where the ratio is not directly visually percepti-
ble. In other words, while the golden ratio may be a
very strong ‘visual attribute’, it may not possess any
absolute properties of being perceived independent
of the visual realm (such as in elevation).
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Figure 10
Activation vs Area
of Opening: Note
the stagnation in
slope after Instance
5 for both
Ordered(solid) and
Random(dashed)
sets (right)

Figure 11
Activation vs
Enclosure Volume
for combined (left)
and Ordered(solid)
and Random
(dashed) sets (left).

The emotional parameter of Arousal and
Daylight Factor
A study of theArousal curves of all the parameter sets
yields a wide range of very important inferences. A
look at Figure 10 tells us that arousal strongly corre-
lates with the area of opening and thus daylight fac-
tor. The coefficient of correlation was (r = 0.90). This
was consistent for both the ordered and the random
sets (r =0.89 and r = 0.91 respectively). For both the
sets, rise activation appears to stagnate towards the
end (the variant corresponding to the greatest area
of opening has an activation value roughly the same
as its preceding variant). This reveals that our sensi-
tivity to changes in illumination levels appears to fall
significantly for very high range of illumination val-
ues.

In the case of enclosure volume, however, rated
activation fell consistently with increase in volume,
for both data sets (Figure 11) (r = -0.98). This may
mean two things. The first possibility is that activa-
tion may actually be inversely related to enclosure
volume. This would mean that subjects consistently

felt less aroused as the enclosure became larger and
larger. The second possibility is that the fall in ac-
tivation was not due to increase in volume, but ac-
tually due to the drop in daylight factor. Since the
area of opening was kept constant for all the variants
of room volumes, the A(glazing) / A(total) ratio de-
creased with increasing volume. This may have been
the reason for the steady drop in rated arousal. The
coefficient of correlation of arousal with A(glazing) /
A(total) was high (r = 0.81)

A control experiment was conducted to under-
stand these findings. The experimentwas conducted
in a smaller sample set of (N=10) subjects. The six
spaces used in the volume set remained the same,
except that the window opening area was made to
increase proportionate to the increase in volume,
thus keeping maintaining a constant A(glazing) /
A(total) ratio. The valence and activation values were
recorded for each of the instances using the same
methodology and process as the other experiments.
The graphs below (Figure 12) show the Valence and
Activation curves derived from the control experi-
ment as compared to the primary experiments.

Figure 12
Valence (left) and
Activation (right) vs
Enclosure volume
for Primary(solid)
and
Control(dashed)
Experiments

What was evident from the results of the control ex-
periment was the fact that the nature of the activa-
tion curve in the volume set was driven by the level
of illumination in the spaces, and not independently
by the increase in volume. While the main volume
set shows a uniform drop in activation with the in-
crease in volume, the arousal levels in the control ex-
periment (where illumination remainedconstant) did
not correlate with volume (r = 0.06) The Valence pa-
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rameterbehaved in a roughly similarmanner for both
the primary and the control experiments. (Figure 12)

The strong correlation of the emotional parame-
ter of activation with Aglazing/Atotal in an enclosure
gives us valuable insights into the way we respond
emotionally to spaces. Activation (or arousal) is ama-
jor component of the circumplex model of emotion.
From the activation graphs of the three parameter
sets, we see that there is little affect of enclosure vol-
ume an enclosure proportion on activation, indepen-
dent of the parameter of illumination. We also know
that valence peaks and then drops with increase in
illumination.

CONCLUSION
The broad aim of this research was to provide ar-
chitects with a body of empirically tested scientific
knowledge pertaining to specific correlations be-
tween specific formal attributes of virtual enclosures
and spatial experience in occupants. The inferences
derived from this study has the potential to be drawn
upon by architects to inform their own design deci-
sions, rather than relying upon intuition alone. More
importantly, it is hoped that this work provides di-
rection to future research in this field. There are an
infinite number of formal and experiential parame-
ters, and the natural relationships between them are
still largely unknown. The HMD driven methodology
adopted in this study has the potential to be drawn
upon, refined, and applied in similar focused exper-
iments, possibly giving rise to computational mod-
els for emotional response in space. This line of in-
quiry is an attempt to quantify the so-called ‘intan-
gible’, and to uncover the logic at work behind the
magic of space.
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The paper will present the preliminary findings from a pilot study that uses a
virtual reality feedback collection methodology with building information
modelling in combination with a neurological headset. All test subjects were
fitted with both the Emotiv Insight and Oculus Rift Head Mounted Display and
took a virtual tour through a 3D model. The matching of the test subjects'
location in the model, field of view, the task, and the neurological activity, shows
a possibility to link an architectural experience to specific emotional responses.
This pilot study allows us to evaluate the methodology, frame and content in
order to undertake a larger study using a more precise selection and delimitation.
The results from this pilot study are hence focusing on addressing the framework
for such a study to find out what sort of neurological data can be retrieved, and if
the combination with virtual reality could be made useful. We find that there is a
consistency in the data retrieved on the individual level. Even though the sample
size in this pilot study does not allow concluding definite coherence, we find that
the method, with modifications, could be useful to investigate the link between
perception and architecture.

Keywords: virtual reality, representation, perception, tradition, neurology

INTRODUCTION
Through experiments with virtual reality, our re-
search discusses the possibilities of representation
models in architecture. We have performed a series
of experiments using virtual reality in combination
with other digital technologies such as 3d BIM mod-
elling and eye tracking. We have been comparing
howpeople experience architectural space using eye
tracking technology in combination with qualitative

questionnaires (Hermund et al. 2016, 2017, 2018). In
our research, the next steps will be to combine our
body of research with neurological feedback from
the easy to use Emotiv Insight 5 channel EEG technol-
ogy. Our research project is called VSR - virtual sce-
nario responder [1], and we are currently working on
a VR response system for the construction field that
can be used in the design process, for modification
and for validation of an architectural project, includ-
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ing user involvement. We want to connect the sys-
tem to a wide range of different applications in new
construction and restoration. There are many pos-
sibilities, and the required focus requires input from
many different fields. An important part of the con-
cept is a systematization of a questionmatrix and the
subsequent studies of data. This matrix is created in
collaboration between involved parties in construc-
tion and with psychologists focusing on cognitive
processes, behavior and neurology.

We are currently working with an architectural
case close to the city of Vejle in Denmark under the
motto ”Fitness for Everyone” which is a new section
of the sports facility Gaarslevhallen, where accessibil-
ity is one of the important issues [2]. We use this case
study to test howwe canmanage a VR workflow that
will allow user feedback to be collected through our
VSR system, without interfering unnecessary in the
users’ experience of the architectural atmosphere.

Previous research suggests that virtual reality
can simulate a physical scenario to a degree where
human behaviour shows correspondences, and is
closer related to reality than for instance the experi-
ence of the space communicated through plan and
section drawings, as traditionally used in architec-
ture. If the technology is used correctly, a represen-
tation of architectural projects through virtual reality
can significantly improve theusability of digital archi-
tectural building information models. (Hermund et
al. 2018). Other pilot studies have beenworkingwith
VR in combination with pupil dilation, as a means of
capturing the behavioural aspect of perception (Mo-
leta et al. 2018)

We believe that a virtual environment, through
interacting with the environment in the model, can
generate immersiveness (Steuer 1992), understood
as the sensation of actually being present in an archi-
tectural space, evenwhile one knows that this feeling
is an illusion created by a digital model (Slater et al.
2009).

Our brains are combining input fromdifferent ar-
eas to create an experience (Mallgrave 2010). This
does not inevitably means that we need photoreal-

istic models to imagine an architectural space. The
difficulty is to find a level of detail in the 3D model
sufficient to convey the feeling of immersion - the
sense of being present in the architecture. In as-
sessing where a digital virtual reality representation
can deliver a realistic, but still imaginative model for
an architectural vision, we believe that the feedback
generated from studies with the neurology head-
sets, can assist in deciding what elements to include
in the modelling methodology. A recent neurology
study comparing learning in VR to conventional me-
dia (flat 2D screen computers systems) shows that VR
increases both sense of immersion and the risk of cre-
ating an increase in processing demands on working
memory, which can lead to a decrease in knowledge
acquisition. (Makransky et al. 2019). While the im-
mersion is fundamental in the field of architecture,
the cognitive overload should of course be avoided.
This is also part of the reason to why we insist on re-
moving unnecessary details from our test model, in
order to reduce background noise.

EXPERIMENT SETUP
The pilot study consists of hardware, software, and
methodology enabling a preliminary study of how to
apply equipment and what methods to use.

Equipment andmodel
In this preliminary study, the test subjects were
equipped with an Emotiv Insight 5 channel EEG
technology brainwave recorder and an Oculus Rift
HMD. The case study used is a digital 3D model
of the architectural extension to the sports facility
Gaarslevhallen, near the city of Vejle inDenmark, pre-
sented in 1:1 scale in VR. The test model has been
modelled in Autodesk Revit as a sketch 3D digital
modelwithminimumuseof textures in order to elim-
inate as much background noise as possible.

Method
Test subjects whom did not respond with sufficient
electric signal to the brain scannerwere screened out
before the test. We had twelve test subjects, but fur-
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Figure 1
The tutorial room
with start point is
location A where
the test subject can
move around and
watch some chairs.
There are doors
between the
sections. Section is
C where a scale
model of the test
case building is on
display and from
where the test
subjects are
teleported to begin
the test.

Figure 2
The sports facility
Gaarslevhallen with
the entry point (1),
the foyer (2), the
changing room (3),
and the fitness
room (4).
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ther screening out three test subjects (one case of
severe motion sickness, and two cases of previous
knowledge of the system and the 3D model) left us
with eight usable test subjects. Six test subjects were
students of architecture and twowere architects and
educators. One test subject was female and the rest
was male. The test subjects were presented with a
short brief explaining the outline of the pilot study.
Before the real test, we had designed a tutorial VR
room where the test subjects could practice moving
around and interact eg. with opening doors and us-
ing a laser pointer tool. At the beginning of the tuto-
rial room we included the recording of the compul-
sory individual neurological baseline where the test
subject relaxed for fifteen seconds with open eyes
and fifteen seconds with closed eyes. (Figure 1).

Figure 3
The level of detail in
the “dummy”
people is kept at
low poly to
emphasize the
sketchy model in an
attempt to avoid
distracting the test
subjects.

When the test subjects felt reasonably comfort-
able with the VR controls, going through the tutorial,
they couldpoint at a scalemodel of the casebuilding,
and were subsequently teleported to the start point
of the 1:1 case building (location 1). Here they re-
ceived a second brief, explaining where they should
go in the model. In order to get a comparable data
set, it was necessary to set up a location based task
for the test subjects. There were four sequential loca-
tions that they should traverse: Outside the building
(location 1), through the open foyer (location 2), to
the changing room (location 3), to the fitness room
(location 4), and finally back outside again (location
1). (Figure 2). The test subjects were told that they
could interactwith the “dummypeople” in themodel
asking for directions, and real life staff from the re-

search group would answer for the dummy people
(Figure 3). The relatively free task was designed like
this in order to simulate a possible close to normal
use of the fitness facility without steering the test
subjects more than necessary. Some guidance, how-
ever, seemed necessary in order to being able to
analyse the data subsequently. Not every test sub-
ject follow the same route, but there are a significant
overlap, that can be used to spot potential trends in
the behaviour. We also wanted to have as much dif-
ferent data in the pilot study, simply to be able to se-
lect from a broader collection of potentially interest-
ing trends.

Performancemetrics diagrams
In order to collect data from the study, we screencap-
tured the live feed from the test subjects experience
in VR while simultaneously capturing the feed from
the Insight brain scanner (Figure 4). The full metrics
diagrams were subsequently marked with the same
entry points from A to I, to be used in the analysis.
The markings are: A - starting point (location 1), B -
entering the open foyer (location 2), C - entering the
narrowhallway, D - entering changing room (location
3), E - leaving changing room, F - reentering foyer, G
- Enter fitness room (location 4), H - leaving fitness,
I - leaving foyer to go outside again (location 1) (see
also Figure XX in the analysis chapter).

THE EMOTIV INSIGHT READINGS
The output from the Emotiv Insight is from the EEG
signal transformed into graphs providing metrics
showing six different areas. Since we are architects
andnot EEG analysts, itmakesmore sense in this con-
text to use this output. Analysis of the raw EEG data
is outside the scope for this study, but could be ap-
plied for future research, if undertaken be neurosci-
entists. We have chosen to focus more on Excite-
ment, Interest and Engagement. These are relatively
precise when measured with the Insight. A precision
of about 70% for Interest to over 85% for Excitement,
and Engagement a little less, whenmeasured against
standardised tests and other biosignals in Emotive’s
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Figure 4
The screen capture
with live feed from
the test subjects
experience in VR
and simultaneously
showing the feed
from the Insight
brain scanner.

lab [3].
Emotiv labs describe these three performance

metrics as follows:
Excitement (EXC) is an awareness or feeling of

physiological arousal with a positive value. It is
characterized by activation in the sympathetic ner-
vous system, which results in a range of physiologi-
cal responses including pupil dilation, eye widening,
sweat gland stimulation, heart rate and muscle ten-
sion increases, blood diversion, and digestive inhibi-
tion. In general, the greater the increase in physio-
logical arousal the greater the output score for the
detection. The Excitement detection is tuned to pro-
vide output scores that reflect short-term changes in
excitement over time periods as short as several sec-
onds.

Interest (VAL) is the degree of attraction or aver-
sion to the current stimuli, environment or activity
and is commonly referred to as Valence. Low inter-

est scores indicate a strong aversion to the task, high
interest indicates a strong affinity with the task while
mid-range scores indicate you neither like nor dislike
the activity.

Engagement (ENG) is experienced as alertness
and the conscious direction of attention towards
task-relevant stimuli. It measures the level of im-
mersion in the moment and is a mixture of attention
and concentration and contrasts with boredom. En-
gagement is characterized by increased physiolog-
ical arousal and beta waves along with attenuated
alpha waves. The greater the attention, focus and
workload, the greater the output score reported by
the detection [4].

The Emotiv Insight also uses the EEG signals to
measure Stress, Focus, andRelaxation. Whilewehave
kept thesegraphs on theperformancemetrics sheets
(Performance metrics for pilot study [5]) we decided
to focus our analysis on the above mentioned more
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precise criteria for reasons of clarity and simplicity in
this pilot study.

Figure 5
Attempt to shield
the brain scanner
from electrical
interference with a
tin foil cap.

Figure 6
Shielding the LEDs
on the VR HMD
proved insignificant
result in
comparison to
shortening to
distance between
the brainscanner’s
wireless transmitter
and receiver.

Figure 7
Female characters
in the male
changing room
provided some
measurable neuro
feedback from
some of the test
subjects.

POTENTIAL SOURCES OF ERROR
Several circumstances, both technical andphysiolog-
ical, proved to inflict the quality of the outcome of
this study. The technical issues were mostly related
to interference between the two independent sys-
tem worn on the head and face, namely the signal
from the Insight’s electrodes on the scalp and the
wireless connections from the leds of the Oculus Rift
HMD. We tried both to cover the Insight with tin foil
(Figure 5) and covering the LEDs of the HMD (Figure
6) but eventually found those countermeasures were
insignificant in comparison tomoving thewireless re-
ceiver of the Insight within close range (<2m) of the
device. Amorematerial factor that also influence the
use of the Insight brain scanner is the amount and
type of hair on the head of the test subjects. A very
dense type of hair proved more difficult to facilitate
the electric signal to the electrodes. This being said,
we did also encounter some test subjects with very
short hair and no connection, or almost no connec-
tion, to the brain scanner. Evidently, these test sub-
jects cannot be used in the study. We had one case
of motion sickness in relation to the HMD VR expe-
rience, which concluded the test before usable data
could be collected.

The door sign symbols of the changing rooms
had been confused due to updates of the 3Dmodels.
That meant that all male test subjects encountered
two female dummy characters in the male chang-
ing room (Figure 7) and the female test subject was
met by a male dummy in a wheelchair. This conceiv-
ably caused a nonintentional impact on that particu-
lar part of the test.

While the number of test subjects is not suffi-
cient to provide a meaningful quantitative data set,
we will focus on a qualitative analysis of the consis-
tency of individual test subjects, and must constrain
ourselves to some very cautious general consider-
ations until more samples from more test subjects
have been gathered in a larger study.
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ANALYSIS
A first glance at the metrics of the eight test subjects
does not reveal a very generous amount of neurolog-
ical correspondence between them. This perhaps in-
dicates that the results of the experiences of the ar-
chitecture are very dependent on the individual, or
that they are different in nature. We are well aware
that the sample size consisting of eight test subject
cannot be used as a quantitative data set. We will in
the analysis focus on the consistency in the individual
cases and successively only very cautious, and with
many reservations, convey our assumptions of a pre-
liminary comparative analysis. As a delimitation, we
will focus on the metrics for Excitement, Interest and
Engagement.

The test subjects are numbered (2, 3, 4, 6, 7, 9, 10)
due the screen outs of the missing numbers.

In the following sample analysis, the capital letter
corresponds to the markings on the metric diagrams
mentioned in the experiment setup. Find higher res-
olution metrics diagrams online (Performance met-
rics for pilot study [5]).

Test Subject 2
An analysis of test subject 2 (Figure 8) show a gen-
eral high Interest throughout the test. The Interest
rise from the beginning (A) when receiving the in-
structions and remainhighuntil the subject reaches a
dead end in the basement (between E and F) and the
Interest drops. At the same time though, the Excite-
ment rises drastically when the subject finds a win-
dow from the dead end to the outside.

Towards the end of the test (between G and H),
there is a similar rise in both Engagement and Excite-
ment with a drop in Interest, when the subject en-
gage in liftingweights in the fitness room. High read-
ings of Engagement corresponds fine to the interac-
tivity of opening doors (C), using stairs for the first
time (E), getting lost and finding back again (E) and,
in this case, trying to lift weights (G).

Test subject 3
The most striking reading is observed on the Excite-
ment graph that has a some rather distinguishable

fluctuations. When the test subject enters the foyer
and begin to look around (B) the Excitement rises
very high (from around 15 % to 65 %). This is at the
time where the test subject discovers the right door
and thus where to go next. When the test subject
enters the narrow hallway (C), the Excitement low-
ers again. When entering the changing room (D) the
Excitement rises gradually until the test subject re-
enters the foyer (F). In the foyer itself, the Excitement
rises again andpeaks againwhenexploringhefitness
room (G) and when concluding the test (I). This indi-
cates a test subject who are excited to explore on his
own, but also a possible link to the architectural per-
ception of the space. The large foyer with lots of light
and spacious qualities seems more exciting than the
narrow hallway with only doors. Engagement also
corresponds to the activity of opening doors, though
on moderate scale. Interest remains mid-range and
very steady throughout the test.

Test subject 4
In this test, the test subject seems tobe very engaged
with Engagement readings from 70-90% through
most of the test. The Interest ismid-rangeand steady.
The Excitement graph is not very high but peaking
at the beginning while looking around and receiv-
ing the brief (A) and again in the changing room
and when leaving this (D-E). The final peak is when
the test is over (I). It is interesting that the Engage-
ment graph seems to mirror the Excitement graph.
When the Excitement rise, the Engagement drops.
The highest peak of the Excitement is when the test
subjectmomentarily gets lost in the shower. This test
subject was very fast, almost as if playing a game that
she needed to win. This could explain the very high
level of engagement.

Test subject 5
While many fluctuations can be seen in this metrics
graph, the Interest graph is the most stable (around
45-60%) through the test. A high level of Engage-
ment and Excitement while receiving the brief (A)
drops upon entering the foyer (B). Excitement rises
again in the foyer, and Engagement peakswhen find-
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Figure 8
Performance
metrics for test
subject 2 showing
graphs with
markings
corresponding to
specific entry- and
exit-points for all
the test subjects.

ing and opening the door the narrow hallway (C). In
the hallway they both drops. Opening the first set of
doors corresponds to a rise in Engagement (C). The
Excitement rises inside the changing room (D) un-
til re-entering the foyer (F). In the foyer (between F
andG) it peaks while the test subject is exploring and
searching for the direction.

Test subject 6
Another example of a relatively high Engagement
level, with two significant drops, throughout the test.
While Interest is quite stable mid-range all the way,
Excitement is low and peaks three times through the
test. First peak is upon entering the foyer (B) and
the next is in the changing room and leaving this (D,
E, F), and the last is upon entering the fitness room
(G). Again (as with test subject 4) we can observe a
certain mirror effect between Engagement and Ex-
citement, almost as if the mutually excluded on an-
other. The twomost radical drops of Engagement are
when encountering a locked door (between C andD)
andwhen turning all around confused about theway
(between F and G). Both these drops of Engagement
are synchronic with a slight rise both Excitement, but

also Interest. A locked door seems slightly more in-
teresting than the rest.

Test subject 7
The Interest graph is very stable at mid-range
throughout the test. The Excitement graph peaks
above mid-range twice in the test. The first peak ap-
pears at the beginning when the test subject is look-
ing around and receiving the brief (between A and B)
and the second time is in the narrow hallway just be-
fore entering the changing room (before D). We also
observe a slight rise in excitement while exploring
the fitness room (between G and H). A mirror effect
between Engagement and Excitement can be traced
almost consistently through the test.

Test subject 9
Again, we observe a stable mid-range Interest graph,
slightly rising through the test. This test subject has
a above mid-range Excitement graph around 65% in
average. The Excitement graph is peaking while ex-
ploring (between A, B and C), entering doors (C, D, E,
F), andwhen this test subject (male) purposefully en-
tered the women’s changing room, finding a dummy
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male in a wheelchair (due to themistakenly replaced
signage on the doors). In this casewe do not observe
a definitive mirroring between Engagement and Ex-
citement as they on some occasions seem aligned in-
stead of mirrored. Towards the end of the test there
is a traceable, but not strong, mirror effect.

Test subject 10
In general, this test subject’s metrics graphs are fluc-
tuating with low drops and high rises on both sides
of the mid-range for Engagement and Excitement.
The Interest graph is relatively stable, fluctuating
slightly below the mid-range. After receiving the
brief (A) and beginning to explore on his own, the Ex-
citement graph rises from low to above mid-range.
It drops sharply around entering the foyer (B) and
then rises (from B to C) to a high peak when enter-
ing the changing room (D). The Excitement detec-
tion remains above midrange for the rest of the test,
dropping slightly when Engagement rises when re-
entering foyer (F) and entering fitness room (G). A
high peak of Excitement occurs (between F and G)
when the test subject on his own accord explores the
main sports arena, which is not specifically part of the
test. At the exact same period a mirror effect on the
Engagement can be observed. At the time the test
subject enter the hallway (C), it seems like the Excite-
ment and Engagement are shifting phases like a mir-
roring effect.

Preliminary comparison
As explained in the analysis introduction, a full com-
parison of the neurological feedback from the differ-
ent test subjects makes little sense in this pilot study,
when the data are from such a relatively scarce sam-
ple size. What is observed in this chapter is therefore
mainly assumptions of potential correlations, which
can only be qualified in a larger study.

One thing that seems to be correlating in this
study, is that the Interest graph remains themost sta-
ble for all test subjects. It is also placed in the mid-
range area for all test subjects, which indicate that
they neither like nor dislike the activity. Another ob-
servation is the mirror effect of the Engagement and

Excitement in some of the test subject metrics. This
is not consistent, but an analysis on a larger sample
size could probably be worthwhile in order to see in
which cases one can be said to exclude the other.

In relation to the spatial quality of the architec-
ture and its different appearances, e.g. in respec-
tively the large open foyer and the narrow hallway
with doors and stairs, it seems too early to say any-
thing conclusive. A cautious estimation of the eight
test subjects, in relation to the overall excitement in
these two different spaces indicates that only three
out of eight feels more excitement in the foyer than
in the hallway. In six of the eight cases, we observe
a rise in the Excitement when the test subjects enter
the changing rooms. Likewise, we observe that six of
the eight test subjects feel a drop in excitement once
they exit (I) and the test is finished.

The exploration factor in relation to the Excite-
ment is also something that could be a general ten-
dency. When the test subjects are exploring freely,
they tend to have a rise in the Excitement graph.
This could be an entry point to investigate in a larger
sample-size study. That there does not seem to be
a clear pattern directly corresponding to the spatial
qualities of moving through foyer and into the nar-
row hall, could simply indicate that the perception of
architecture is a highly individual experience. Again,
this cannot be investigated from this sample size. We
will constrain ourselves to the observation that even
though we can observe consistency within the indi-
vidual test subjects performance metrics, no pattern
can yet be discerned in relation to a general percep-
tion of the architectural qualities.

CONCLUSION
While we cannot conclude a precise terminology
for the experience of architecture in a neurological
perspective, we can conclude on the results of the
methodology with the purpose of setting up a larger
scale experiment with EEG and virtual reality in the
field of architecture. The results from the neurolog-
ical readings are no more or no less than what we
expected from this preliminary study. It would have
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been intriguing if we could detect general correla-
tions between the test subjects, but we did not ex-
pect that at this early stage. From the very broad na-
ture of this study, we can extract and streamline the
elements that proved to yield results in the individual
cases.

The use of interaction, i.e. engaging in opening
doors, shows engagement in the test subjects’ be-
haviour. A virtual reality scenario incorporating such
elements of interaction that cannot be provided to
the same extent using traditional plan and section
drawings or even non-immersive 2D and 3D, would
be worthwhile to compare to more traditional ar-
chitectural walkthrough animations in a neurological
setting.

It is probably also necessary to focus a larger
scale investigation on fewer architectural means. A
more clear framework in the 3Dmodel, e.g. limited to
a transition from a small space to a larger space, from
near darkness to a fully lit space, could perhaps be
enough to gather data eliminating potential sources
of error right from the beginning. In this case we will
design a 3D model “in the lab” which will be more
precise in the study than a real world 3D model.

From this preliminary study we can conclude
that further studies with expertise from the field of
architecture, neurology, and technology are required
to generate more knowledge about the specific ap-
plication of neurology in architectural perception. It
seems tobe adifficult but at the same timepromising
path towards a better understanding of the percep-
tion of architectural space that can eventually lead to
a higher quality of architecture.
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This paper describes the development and initial testing of a Virtual Reality with
Auralization system. To facilitate a realistic auralization, sound sources were
recorded in an anechoic room and inserted into a test scenario. The scenario was
presented to test persons in order to evaluate the realism of the system, and
provide feed-back ahead of further development.

Keywords: Virtual Reality, Auralization, System Development

INTRODUCTION
Evaluation of the acoustic quality of a room is inmost
cases based on exact and precise calculations of spe-
cific positions in a room. Realistic real time simulation
of room acoustics in Virtual Reality (VR), also known
as auralization, is another usable tool for evaluation,
allowing comparison of multiple design options set
against each other.

VR with real time auralization can act as a sup-
plement to detailed acoustic calculations made by
acoustic engineers. This method provides the ability
to listen to how an acoustic design solution sounds
(Kleiner, Mendel; Dalenbäck, Bengt-Inge; Svensson,
1993; Savioja and Svensson, 2015), and base design
decisions on experiencing the acoustic perception of
a room, in addition to the quantitative results from
calculations.

In this paperweuse the definition of Auralization
formulated by (Schröder, 2011) as: Analogous to vi-
sualization... the generation of aural stimuli that cor-

respond to the current sound propagation through-
out the simulated scene”.

VR in the building industry has previously pri-
marily focused on the visual aspects of the tool, al-
lowing immersion and interactivity, better percep-
tual experiences and communication leading to bet-
ter decisionmaking (Niu and Leicht, 2016; Roupé, Jo-
hansson and Tallgren, 2016).

Even though VR is used for many types analysis
and evaluation of the indoor environment on design
projects, the building industry nevertheless rarely in-
clude auralization to evaluate the acoustic qualities
of rooms or buildings (Vorländer, 2008; Pelzer et al.,
2014). The acoustic indoor environment is however
just as important for the user experience of a roomor
building, as the thermal, atmospheric and visual in-
door environment.

VR can act as a mean for communication be-
tween users and designers (Sørensen and Svidt,
2017) and additionally function in the same way as

Papers - eCAADe RIS 2019 | 153



real life mock-ups, however without the same spe-
cial and financial expenses involved (Zou, Li and Cao,
2017).

The acoustic design is especially influential in
open office environments as unwanted sounds, of-
ten described as noise, is suggested to cause inter-
ruption, irritation and lowered performance for peo-
ple perceiving it (Roelofsen, 2008; Seddigh et al.,
2015). Sound disturbance is however not necessar-
ily based on a particular sound or the magnitude of
a sound, but how the sound is perceived (Roelofsen,
2008). Accordingly, some soundsmight appearmore
annoying in real time than what calculations of the
acoustic design might indicate. Realistic auralization
in roomacoustics is challenging, as a result of the sen-
sitive perception of sound people have (Vorländer et
al., 2015).

We designed a VR with Auralization system al-
lowing realistic perception of sound, focusing not
only on the acoustic calculations, but also on the re-
alism of the auralization, to facilitate a better founda-
tion for decision making with respect to the acous-
tic design, allowing for a realistic perception of sound
within the virtual environment.

Informal user experience tests using scenarios
inserted into the system with real time auralization
were performed. The scenario was supplied with re-
alistic sounds from typical one family housing units
and educational buildings, allowing testing of the
system’s realism. Testing additionally allowed us to
attain new information about the system and its ca-
pabilities ahead of further system development.

METHODOLOGY
To test the VR with Auralization system, anechoic-
recorded sounds were inserted into a 94 m2 lecture
room test scenario in VR. Sound sources were placed
in the scenario using the Epiito Software and AM3D
auralization software, based on the Unity Game En-
gine.

The VR setup for testing included the Oculus Rift
CV1 head mounted display (HMD) for the visual part
and Seenheiser PC 363D headphones for playing the

sounds during the real time auralization.
The VR with auralization was then examined by

multiple persons, with the intentionof evaluating the
realism of the recorded sounds, the placement of the
sound sources, and the realismof theperceptionpos-
sible in the system.

The acoustic quality of the test scenario was
based on manual adjustment of the sound levels of
the sources. The reverberation was adjusted by a
choice of absorption coefficients based on the actual
materials in the roomandknowledgeof the reverber-
ation time.

Empiric data collection
Empiric data were collected based on the contex-
tual design methodology as described by (Beyer and
Holtzblatt, 1997) using contextual inquiry, to both
ask questions to the test persons, and observe the
test persons during their interactions with the sys-
tem.

Recording setup and entities
Even though sound is perceived differently from per-
son to person, the sounds used for auralization in
evaluation of room acoustics, the quality of record-
ings need a known calibrated recording chain with-
out influence of reverberation from surroundings.

Figure 1
Recording of sound
from a laptop in an
anechoic room. A
square wooden
board was placed
under the laptop to
ensure realism of
the recording.

As part of this study, soundswere recorded in an ane-
choic room at the Department of Electronic Systems
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at Aalborg University. The anechoic room has sound
absorbing wedges assuring a reflection free environ-
ment down to approximately 65Hz.

8 G.R.A.S. 40AZ microphones with preamplifier
type 26CC were placed around the entity being
recorded. In this paper, an entity refers to the thing
or process being recorded. The sound was recorded
through anRMEMicstasy sound card (44.1 kHz 24bit)
using a multi-track recording software on a PC.

Microphones were placed with a distance of 500
mm from the entity being recorded, placed in a spo-
radic grid constellation as shown in figure 1.

The entities being recorded were selected based
on analysis of common household appliances and
electronic equipment in typical one family housing
units and educational buildings. The scope was
thusly limited, to ensure usability of the auralization
with VR, in newdesign and renovation of typical fam-
ily houses and educational buildings.

System testing
The system was tested using informal experience
tests, involving both software and method develop-
ers and end users of the VR with Auralization system.

Test persons were instructed to walk around in
the scenario and listen to the sounds of the various
sound sources placed in the room, as shown i figure
2. The test persons were also instructed to consider
the sound transition of the multiple sound sources
placed in the scenario.

The sounds played in the scenario were:

• Speech.
• Sound from electronic equipment.
• Sound from construction work through an open

window.
• Sound from neighbouring room through an

open door.

All sound sources were placed in a fixed position on
a specific surface in the scenario.

The testing of the scenario was conducted in the
exact room the scenario was based on, at Aalborg
University. To make the scenario as realistic as possi-

ble it was furnished in the sameway as the real room.
Thiswas done to allow the test persons to easily com-
pare the experience of the VR scenario to the real
room.

FINDINGS

• The overall reactions by the test persons were
that the perception of sound through the VR
with Auralization system was realistic, and gave
a keenunderstandingof the acoustic qualities of
the scenario.

• The ability to interact with the virtual environ-
ment allowing the test persons to relocate furni-
ture in the scenario, was a distraction for some
of the test persons, who seemed to occasionally
focus more on the capabilities of virtual reality
than the auralization.

• As some of the test persons were not accus-
tomed to the use of VR, the controlling of the
avatar made some of the test persons give up
moving around in the scenario, which limited
their feedback with respect to the realism of the
sound sources.

• The sound source of a neighbouring room,
was placed on the open door. When passing
through the door all sounds were muted, which
was commented by a couple of test persons, as
a limitation to the realism of the system.

• As the sound sources in the scenario had a fixed
placement, some of the test persons experi-
enced a lowered realism of the sounds move-
ment in the room, as the sound perception was
only altered in volume when moving around,
and not how the sound was reflected from sur-
faces.

DISCUSSION
As the use of Virtual Reality (VR) has seen increased
use in recent years for various types of design and
construction evaluation, including acoustic evalua-
tion, using auralization to the wide portfolio of VR-
uses therefore seems logical. Even though full real
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Figure 2
Test persons
navigating around
the test scenario.

life representation of the visual aspects in VR is not
a necessity (Pitt et al., 2005), this is not the case when
it comes to acoustic design evaluation using VR with
auralization.

To be effective as a decision tool for acoustic
design, a high degree of realism is imminent. This
means the perception made possible by the system
must sound realistically.

Virtual Reality is often used as an interactive de-
sign platform (Svidt and Sørensen, 2012; Petrova et
al., 2017; Rasmussen, Gade and Jensen, 2017) with
communication during use occurring either in real
life, by people speaking to each other, or through a
headset using internet technology to connect with

people also using VR in another location.
When using VR with Auralization, with commu-

nication in either real life or through communication
technology, it can be difficult to control the sound
levels.

The sound levels however needs to be control-
lable in a way that ensures that communication and
interaction with other system users sound realistic.
This means that sound arising from communication
by users, must be played and controlled, without af-
fecting the sounds played in VR. This issue was not
addressed in the user experience test. A solution ad-
dressing the problem would however optimize us-
age and realism of the system, when more than one
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person needs to communicationwhilst using the sys-
tem.

The ability to listen to solutions allows designers
tomake informed design decisions, but also commu-
nicate design choices to clients and design project
participants in a more tangible manner than looking
at drawings, 3D models, graphs or calculations.

LIMITATIONS OF THE STUDY

• The absorption coefficients of the system were
adjusted according to actual materials in the
room as well as the measured reverberation
time, however, the auralization software only al-
lowed for specification of one overall absorption
coefficient per surface. So frequency dependen-
cies of the reverberation time in the real room
would not necessarily be recreated in VR.

• Only stakeholders of the system development
were involved in testing, allowing an obvious
bias in evaluating the system as more realistic
and usable than people without a bias might
have.

• Only one test scenario was used, limiting the
range of generalizability of the study.

• In the current study, no quantitative methods
were used to document the informal user expe-
rience test, all conclusion are therefore based on
qualitative evaluations.

CONCLUSION
This paper investigated the possibilities of realistic
sound recordings and the use of such in Virtual Re-
ality (VR) with auralization, supplementing acoustic
calculations with the ability to listen to design op-
tions in a realistic real life manner, before a room or
building is constructed.

Informal user experience tests of the sounds
made it possible to evaluate the use and realism of
the system. It additionally made it possible to see
how VRwith auralization can potentially supplement
the acoustic design evaluation used in the design in-
dustry.

Promising resultswere capturedduring the tests,
through contextual inquiry, as all test persons rated
the system as realistic. Improvements however
needs to bemade to the VR with Auralization system
with respect to placement and movement of sound
sources and transition of sound between rooms or
scenarios.

FUTUREWORK
Toensure a reliableperceptual experience forusers of
the Virtual Reality (VR) with auralization system, fur-
ther research must be done in respect to placement
of sound sources in VR.

To make the system available on a larger scale,
calibration of listening devices is necessary to en-
sure accurate playing of the recorded sounds in both
headphones and through speakers, in order for the
perceptual experiences to be realistic. Such calibra-
tion device must therefore be developed as part of
future development of the system.

Unbiased tests of the system is needed in order
to evaluate the system, its use, and its usability with
respect to the design industry in general.
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