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Abstract

The high accuracy of Top-N recommendation task is a challenge in the systems with mainly implicit user feedback considered. Adversarial training has presented successful results in identifying real data distributions in various domains (e.g., image processing). Nonetheless, adversarial training applied to the recommendation is still challenged especially by interpretation of negative implicit feedback causing it to converge slowly as well as affecting its convergence stability. The researchers (He et al. 2018a; Chae et al. 2018) denotes the misinterpretation to high sparsity of the implicit feedback and discrete values characteristic from items recommendation. To face these challenges, we propose a novel model named convolutional adversarial latent factor model (C Alf), which uses adversarial training in generative and discriminative models for implicit feedback recommendations. We assume that users prefer observed items over generated items and then apply the pairwise product to model the user-item interactions. Additionally, the hidden features become input data of our convolutional neural network (CNN) to learn correlations among embedding dimensions. Finally, Rao-Blackwell sampling is adopted to deal with the discrete values optimizing CALF and stabilizing the training step. We conducted extensive experiments on three different benchmark datasets, where our proposed model demonstrates its efficiency for item recommendation.

Introduction

The internet has been facing information overload due to a large amount of shared data on the Web. Recommender systems proposes to overcome the information overload problem, aiming to predict user’s preferences based on her/his history or popular items. Collaborative filtering (CF) has been the most commonly used method (Sarwar et al. 2001; Adomavicius and Tuzhilin 2005). Among the CF techniques, matrix factorization (MF) has become the most popular (Costa and Dolog 2018; Koren 2008) due to high accuracy in modeling the interaction between users and items such as browsing, rating, and clicking in latent space. Lately, implicit feedback has been extensively explored due to its practicality and accessibility in online services, turning the goal of recommender systems from rating predictions to learning to rank task. The recommendation model aims to predict a personalized ranking over a set of items for each user based on the similarities among the users and items. Nevertheless, unobserved items from implicit feedback lead to misinterpret negative values because they may be unseen items or items whose user dislike.

To handle the research challenges mentioned above, we explore adversarial training to model users preferences from implicit feedback. Following the concept given by (Goodfellow, Shlens, and Szegedy 2014), Generative Adversarial Networks (GAN) have two components: a generative model trying to generate real samples and a discriminative model discriminating whether the samples are real or not. The idea is to train the model to defend against an adversary, such as the fake samples. Adversarial training has gained success in image processing and natural language processing, however in recommender systems it faces two issues: highly sparse data and discrete values. The sparse data may cause gradient vanishing or update instability, and the discrete values do not allow the adversarial training to directly optimizes using the gradient descent. Recently, (Wang et al. 2017) proposed Information Retrieval GAN (IRGAN) which applies adversarial training in the information retrieval field. IRGAN uses policy gradient strategy to obtain the model parameters. However, the variance of the estimated gradients increases linearly according to the number of items, making this solution impractical in recommender systems, since a large number of items may increase the vulnerability of adversarial training.

In order to solve the research challenges mentioned above, we propose a new adversarial training model for implicit recommender systems named CALF. Considering the adversarial training as a battle, the generative model aims to identify the user preferences by fighting with the discriminative model. The discriminative model aims to estimate the distribution distance between the generative model and the user preferences, while the generative model aims to minimize the estimated distance by capturing the actual distribution. Assuming the user prefers observed items over the generated items and the adversarial training as a battle, the generative and the discriminative models are oppo-
nents alternately optimizing the pairwise loss function. The goal is to improve the discriminator’s judgment by minimizing the pairwise objective function, while the generator tries to generate user preferred items. The adversarial training process helps to handle the negative samples and avoid to design specific sampler as required by the policy gradient method. Moreover, we replace the non-differentiable item sampling by a differentiable item generating procedure using Rao-Blackwell sampling allowing the convolutional adversarial latent factor model (CALF) to update the gradients derived from the discriminator into the generator smoothly. Moreover, CALF is trained by the standard gradient descent method rather than policy gradient.

The paper presents the following contributions:

- A new model named CALF to improve the prediction based on user’s preferences;
- An adversarial training model for a better learning correlation between the embedding dimensions and accelerating the convergence;
- A differentiable sampling method to deal with the discrete values allowing CALF to optimizes with gradient descent;
- Empirical evaluation in three benchmark datasets demonstrates the effectiveness of the CALF model.

Related Works

Extensive work has been done in recommendations using explicit feedback. However, many online services rely on implicit feedback, where the main task from the recommendation system perspective is to provide a personalized list of items to each user rather than to predict the user ratings. Researchers from the recommender systems field have been investigating neural network techniques applied to collaborative filtering due to their ability to learn feature representations.

(He et al. 2017) introduced NCF to model user-item interaction function with implicit feedback combining a conventional MF with a multi-layer perceptron. Recently, an extended version named CNCF (He et al. 2018a) uses an interaction map layer applying the outer product to model pairwise correlations between embedding dimensions. Furthermore, the embedded vectors are used as input for CNN to learn the user-item interactions. Despite the effectiveness of NCF and CNCF, the neural collaborative filtering models have neglected adversarial filtering causing vulnerabilities in their performance. Therefore, researchers proposed adversarial training for collaborative filtering, such as Adversarial Matrix Factorization (AMF) (He et al. 2018b), IRGAN (Wang et al. 2017)), and CFGAN (Chae et al. 2018). AMF applies adversarial personalized ranking (APR) on the MF method. IRGAN uses adversarial training into information retrieval field through element-wise product and defines the objective function via a probability-based method. CFGAN explores vector-wise adversarial training to solve the problem of discrete items. However, in both IRGAN and CFGAN the discriminative model performs as a binary classifier whose predicted values represent the probability that a user liked an item. In contrast, CALF is a pairwise method applying a generative and discriminative model based on CNN learning using adversarial training to learn user-item interactions.

Problem Formulation

The research problem investigated in the paper is defined as follows: How to improve Top-N recommendation task using convolutional adversarial latent factor model?

Consider a set of users \( U = \{u_1, \ldots, u_M\} \) and a set of items \( I = \{i_1, \ldots, i_N\} \). Let \( Y = \{y_{uj} \in \mathbb{R}^{M \times N} | 1 \leq y_{uj} \leq 5\} \) denotes the rating matrix, where \( y_{uj} \) is the rating of user \( v \) on item \( j \), and we label as \( unk \) if it is unknown. Then, model the matrix \( Y \) with implicit feedback as Eq. 1.

\[
Y_{uj} = \begin{cases} 0, & \text{if } y_{uj} = unk \\ 1, & \text{otherwise} \end{cases} (1)
\]

Latent factor models define the recommender systems as the problem of predicting the preference score of each unobserved entry in \( Y \) to further rank the list of items. We generate the scores as defined in Eq. 2.

\[
\hat{Y}_{uj} = F(u_v, i_j|\Theta) (2)
\]

where \( \hat{Y}_{uj} \) is the predicted score of interaction \( Y_{uj} \) between user \( u_v \) and item \( i_j \), \( \Theta \) is the model parameters, and \( F \) is the function which estimates the predicted scores based on \( \Theta \). The function \( F \) leads to find the optimal list of items for an individual user according to users preferences.

Traditionally, MF methods define the function \( F \) based on element-wise product of \( p_u \) and \( q_j \) to predict \( \hat{Y}_{uj} \) as demonstrated by (Koren 2008), where \( p_u \) and \( q_j \) defines the hidden latent factors of \( u_v \) and \( i_j \), respectively.

\[
\hat{Y}_{uj} = F(u_v, i_j|\Theta) = p_u^T q_j (3)
\]

We apply the pairwise product to calculate the interactions between users and items. The advantage in comparison with the element-wise product is a better representation model for non-linear interactions between users and items through a deep learning architecture. The loss function of the pairwise method follows the strategy given by (Rendle et al. 2009) where the difference between the items’ ranking scores is given by:

\[
L_{ujk} = \ln \sigma(\hat{Y}_{uj} - \hat{Y}_{uk}), (4)
\]

where \( \hat{Y} \) is a ranking score, and a small loss represents high confidence that user \( v \) prefers item \( j \) over item \( k \).

We use the following notations in further sections: \( u \) denotes a user and \( i \) denotes an item; \( v \) and \( j \) are indexes used to represent \( u \) and \( i \), respectively. \( Y \) defines the user-item rating matrix mapped using Eq. 1, where \( I^+ \) is the observed interactions and \( I^- \) unobserved interactions. Finally, \( (v, j) \) denotes the \( -th \) element from the matrix \( Y \).

Proposed Model

Figure 1 illustrates CALF’s architecture, where the design of the prediction model defined in Eq. 2 can be observed. In the following section, we describe the detailed architecture of the CALF model.
CALF Architecture

CALF has a generator $g_\phi$ and a discriminator $d_\phi$, where $\theta$ and $\phi$ are the parameters for the generative and discriminative models, respectively. Furthermore, $s_\theta$ denotes the generator distributions and $s_{\text{real}}$ denotes the user’s true preferences. Specifically, the generator $g_\theta$ tries to generate personalized items for each user through minimizing the distance between $s_\theta$ and $s_{\text{real}}$. While the discriminator $d_\phi$ discriminates whether a user $v$ prefers item $j$ over $k$.

The convolutional layer in our generator and discriminator is inspired by (He et al. 2018a). The CNN is responsible for processing the useful signal from the pairwise user-item interactions. The embedding size of the input layer CNN is $64 \times 64$. The channel has 6 hidden layers where each of them has 32 feature maps. A feature map $y$ in the hidden layer $l$ is represented as a $2D$ matrix of the interaction layer $S^V_y$. The stride is set as $[1, 2, 2, 1]$ which represents the example, height, width, and channel, respectively. The padding is defined as SAME. Considering these settings, the size of $S^V_c$ is half of its previous layer $l - 1$. Let $y = F_{g_\theta(d_\phi)}$, where $F_{g_\theta(d_\phi)}$ is the model function with the parameters $\theta$ and $\phi$. $y$ is the mapping feature vector used to predict the final score.

Assuming that the user prefers the observed items over the generated items, the training step in the discriminator is a tuple $(v, j, k)$, where user $v \in U$, item $j \in I_v^+$ and item $k$ is sampled from $s_\theta(k|v)$. The discriminator objective function is defined as:

$$J(g_\theta, s_\theta) = \max_{\phi} \min_{\theta} \sum_{v=1}^m \mathbb{E}_{j \sim s_{\text{real}}(j|v) & k \sim s_\theta(k|v)} \ln \sigma(\hat{y}_{vj} - \hat{y}_{vk}),$$

where $\ln \sigma(\cdot)$ is the pairwise loss function. CALF adopts the logistic loss function proposed by (Rendle and Freudenthaler 2014), where the discriminator approximates the distance between $s_\theta$ and $s_{\text{real}}$. Note, while the discriminator in CALF minimizes the objective function and the generator maximizes the objective function, in the original GAN the loss function behaves oppositely.

Sampling Strategy

Due to the discrete features (i.e., user ID, item ID, and other categorical variables) of the input data in recommender systems, the gradients derived from the objective function can not directly feed the generator. To solve this problem, IRGAN applies the policy gradient (reinforcement learning) to estimate the generator’s gradients. However, the policy gradient presents two significant drawbacks: unstable training and slow convergence. To avoid these issues (Maddison, Mnih, and Teh 2016) propose to relax the discrete items. Rao-Blackwell sampling (Liu et al. 2018) proposes to reduce the variance of stochastic gradient estimators. In this paper, Rao-Blackwell sampling is adopted to solve the issues with the discrete items; then, we optimize CALF using gradient descent.

For user $v$, we denote $\hat{\mathbf{m}}_v \in \mathbb{R}^n$ as the the vector of item ranking scores and $\mathbf{g}_\Delta$ as the adversarial perturbations vector whose elements are randomly resulted from Rao-Blackwell estimator $(0, 1)$. The sampling is defined as:

$$\Delta = \frac{1}{n} \sum_{i=1}^n 2\hat{\mathbf{m}}_v + \mathbf{g}_\Delta,$$

where $\Delta$ is the generated analogous one-hot item vector.

To differentiate $\Delta$ from the real items, we name it as a fake item. Each real item has a correspondent feature vector. However, it is not possible to define a feature vector for each fake item, due to existing an infinite number of fake items. Therefore, we define a differentiable method to obtain the feature vector of each fake item as:

$$\hat{\mathbf{q}} = \Delta \mathbf{Q},$$

where $\Delta \in \mathbb{R}^n$ is a fake item, $\mathbf{Q} \in \mathbb{R}^{n \times h}$ is the feature vector of the items and $\hat{\mathbf{q}} \in \mathbb{R}^h$ is the latent vector of item $\Delta$. $h$ is the number of hidden features. The described strategy proposes to overcome the discrete items challenge and facilitates the gradient information updates into the generator.

The parameters $\phi$ from the discriminator can now update via gradient descent aiming to minimize the objective function:

$$\phi \leftarrow \phi - lr \times \nabla_\phi \ln \sigma(\hat{y}_\phi(v_j) - \hat{y}_\phi(v_k)).$$

On the other hand, the parameters $\theta$ from the generator aim to maximize the objective function and optimizes using gradient ascent:

$$\theta \leftarrow \theta + lr \times \nabla_\theta \ln \sigma(\hat{y}_\theta(v_j) - \hat{y}_\theta(v_k)).$$

$I_r$ denotes the learning rate. The proposed algorithm is described in Algorithm 1.

Empirical Evaluation

We describe the experimental setup used to evaluate the CALF model performance explaining the datasets, evaluation metrics, baseline methods, and CALF settings. Moreover, we define the following research questions:
Algorithm 1: CALF Algorithm

Input: generator $g_0$, discriminator $d_\phi$, user-item interactions $Y$, learning rate $\eta$, number of epochs $epoch_{max}$, and convergence criteria.

Output: top-n prediction from the prediction score $\hat{y}$.

1. initialize $\theta$ and $\phi$ randomly
2. epoch = 0
3. while not converged && epoch < epoch_{max}
   4. epoch+1
   5. shuffle all observed interaction
   6. foreach observed step do
      7. foreach observed feedback $((v, j))$ in current batch do
         8. compute the generator items ranking scores $\hat{m}_v$ for user $v$
         9. generate a fake item $k$ from $g_0$ for user $v$ via Equation 6
        10. get feature vector of fake item $k$ via Equation 7
        11. compute the pairwise loss $\ln \sigma(\hat{y}_{v,j} - \hat{y}_{v,k})$ via Equation 8
        12. update the discriminator parameters $\phi$ via Equation 9
      end
   end
   13. foreach observed step do
      14. foreach observed feedback $((v, j))$ in current batch do
         15. compute the generator items ranking scores $\hat{m}_v$ for user $v$
         16. generate a fake item $k$ from $g_0$ for user $v$ via Equation 6
        17. get feature vector of fake item $k$ via Equation 7
        18. compute the pairwise loss $\ln \sigma(\hat{y}_{v,j} - \hat{y}_{v,k})$ via Equation 9
        19. update the discriminator parameters $\theta$ via Equation 10
      end
   end
24. return the top-10 items

RQ1 Does the proposed model, CALF, outperform the state-of-art methods for item recommendations?

RQ2 Does the Rao-Blackwell sampling strategy outperform the policy gradient method?

RQ3 Does CALF improve the training convergence?

Experimental Settings

Datasets. The experiments of the CALF model and baselines were conducted on three datasets: MovieLens 10M1, Yelp 2, and Pinterest 3. They are public benchmark datasets for recommender systems research community, and publicly available on their websites. The datasets were converted to implicit feedback following Eq. 1, where 1 denotes a user interaction with an item and 0 otherwise. Table 1 presents the statistics of the three datasets. We consider only users with minimum 20 interactions as recommended by (He et al. 2017) due to high sparsity in the datasets.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>MovieLens</th>
<th>Yelp</th>
<th>Pinterest</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Users</td>
<td>6,040</td>
<td>25,815</td>
<td>55,187</td>
</tr>
<tr>
<td># of Items</td>
<td>3,706</td>
<td>25,677</td>
<td>52,400</td>
</tr>
<tr>
<td># of Interactions</td>
<td>1,000,209</td>
<td>730,791</td>
<td>1,500,809</td>
</tr>
<tr>
<td>Sparsity</td>
<td>95.53%</td>
<td>99.89%</td>
<td>99.73%</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the Datasets

Evaluation Metrics. To evaluate item recommendation using implicit feedback, we apply an adapted version of leave-one-out evaluation protocol (He et al. 2017; 2018a). The latest user-item interaction is held-out as the testing set, and the remaining interactions as the training set. We apply the strategy proposed by (Koren 2008) to minimize the time consumed to rank all items for every user during evaluation. Koren’s strategy (Koren 2008) randomly samples 100 items that are not interacted by the user, and rank the test item among the 100 items. To evaluate the performance of item recommendation considering the top-N task, we truncate the ranking list at position $N$. The metrics used to evaluate the ranking list are Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG) (He et al. 2017). HR measures whether the testing item is in the top-N list. NDCG considers not only the presence of an item in the top-N list and its position.

Baseline Methods. The following state-of-art methods are used as baselines to compare the effectiveness of the CALF method.

- AMF (He et al. 2018b) applies adversarial personalized ranking (APR) on the shallow state-of-art MF method demonstrating good improvements in different datasets.
- CNCF (He et al. 2018a) applies the outer-product pairwise model to learn the correlations between the embedding dimensions, and CNN in their hidden layer to learn the correlations in hierarchical steps;
- IRGAN (Wang et al. 2017) applies the element-wise method to the generative and discriminative models, where the discriminator is a binary classifier, and it uses probability to obtain the objective function. Furthermore, IRGAN applies reinforcement learning to handle the discrete item problem.
- CFGAN (Chae et al. 2018) proposes a vector-wise adversarial training to deal with the discretization of items.

---

1https://grouplens.org/datasets/movielens/1m/
2https://github.com/hexiangnan/sigir16-eals
3https://sites.google.com/site/xueatalphabeta/academicprojects
Modeling Settings. We implement the CALF model in Python based on Tensorflow framework. CALF achieves the best performance in our experiments with the hyper-parameters set as below:

- The embedding size of 64 and optimized the loss function using mini-batch Adagrad with a batch size of 512;
- The learning rate $lr$ for both embedding and CNN is set as grid search from $\{0.001, 0.005, 0.01, 0.05, 0.1\}$;
- The adversarial regularization term $\lambda$ is set to 1 to ensure that the discriminator satisfies the Lipschitz constraint regarded by the logistic loss.

Performance Comparison (RQ1)

Table 2 summarizes the results regarding the performance comparison for top-$N$ recommendation in the datasets. The analysis was made considering $N = 5$ and $N = 10$ as they are generally used to express the effectiveness of item recommendation.

CALF has an average relative improvement of 31% when compared to AMF. AMF applies adversarial perturbations to the shallow MF method, which may cause poor performance in comparison to other methods using CNN. Indicating that CNN has a better learning curve when representing users and items embeddings considering the item recommendation task.

IRGAN presents a good overall performance. However, due to its use of the element-wise product, CALF outperforms it with a relative improvement of 25%.

CNCF proves the advantage of applying pairwise correlations and using CNNs to learn non-linear user-item correlations. However, CNCF is not able to refine the relevance between user and items because it does not apply adversarial training. CALF presents a relative improvement of 20% in comparison to CNCF.

CALF outperforms CFGAN with a relative improvement of 15% due to its use of pairwise training and sample strategy, facilitating the adversarial training. Furthermore, CALF applies CNN, demonstrating a higher accuracy when learning non-linear user and item embeddings.

The results present the effectiveness of CALF, achieving the best overall performance in all datasets.

Sampling Strategy Effectiveness (RQ2)

The sampling strategy for discrete values was evaluated considering CALF using logistic loss function with the policy gradient. The hyper-parameters from logistic loss and policy gradient have the same values for a fair comparison. We calculate the gradient of the policy strategy for user $v$ as follows:

$$
\nabla_{\theta} J(\mathbf{s}_\theta, s_\theta) = \nabla_{\theta} \mathbb{E}_{j \sim s_{\text{real}}(j|v) \& k \sim s_{\text{real}}(k|v)} \ln \sigma(\hat{y}_{vj} - \hat{y}_{vk})
$$

$$
= \frac{1}{N} \sum_{j=1}^{n} \sum_{k=1}^{n} s_{\text{real}}(j|v) s_{\theta}(k|v) \nabla_{\theta} \ln \sigma(\hat{y}_{vj} - \hat{y}_{vk})
$$

$$
= \mathbb{E}_{j \sim s_{\text{real}}(j|v) \& k \sim s_\theta(k|v)} \nabla_{\theta} \ln \sigma(\hat{y}_{vj} - \hat{y}_{vk})
$$

$$
\approx \frac{1}{N} \sum_{j=1}^{N} \sum_{k=1}^{\text{top}_v} \nabla_{\theta} \ln s_\theta(k|v) \ln \sigma(\hat{y}_{vj} - \hat{y}_{vk})
$$
Table 3: Convergence time. - denotes the methods without generative and discriminative models; D is the discriminative model; G is the generative model; EC denotes the epoch convergence; and TC denotes the time convergence.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CALF</th>
<th>AMF</th>
<th>CNCF</th>
<th>IRGAN</th>
<th>CFGAN</th>
<th>CALF</th>
<th>AMF</th>
<th>CNCF</th>
<th>IRGAN</th>
<th>CFGAN</th>
<th>CALF</th>
<th>AMF</th>
<th>CNCF</th>
<th>IRGAN</th>
<th>CFGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td>1 m</td>
<td>-</td>
<td>-</td>
<td>45 s</td>
<td>30 s</td>
<td>1.7 m</td>
<td>-</td>
<td>-</td>
<td>35 s</td>
<td>1.7 m</td>
<td>1.9 m</td>
<td>-</td>
<td>-</td>
<td>1.9 m</td>
<td>1.9 m</td>
</tr>
<tr>
<td>G</td>
<td>1.7 m</td>
<td>-</td>
<td>-</td>
<td>1.5 m</td>
<td>1.2 m</td>
<td>3.9 m</td>
<td>-</td>
<td>-</td>
<td>1.7 m</td>
<td>2.5 m</td>
<td>2.7 m</td>
<td>-</td>
<td>-</td>
<td>4.9 m</td>
<td>3.9 m</td>
</tr>
<tr>
<td>EC</td>
<td>50</td>
<td>60</td>
<td>50</td>
<td>60</td>
<td>60</td>
<td>50</td>
<td>100</td>
<td>90</td>
<td>120</td>
<td>100</td>
<td>70</td>
<td>90</td>
<td>80</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>TC</td>
<td>3 h</td>
<td>4 h</td>
<td>3.5 h</td>
<td>5 h</td>
<td>4.6 h</td>
<td>4.6 h</td>
<td>5.3 h</td>
<td>5 h</td>
<td>7 h</td>
<td>6.3 h</td>
<td>6.5 h</td>
<td>6.9</td>
<td>6.8 h</td>
<td>8 h</td>
<td>7 h</td>
</tr>
</tbody>
</table>

where $N$ is the number of policy gradient sampling items.

Figure 2 illustrates the learning curve of logistic loss with gradient descent is stable in comparison with the policy gradient. Analyzing Figure 2, a peak is observed in the policy gradient loss when the adversarial training starts, but after some epochs, it drops, and, finally, starts increasing again. On the other hand, the logistic loss using the sampling strategy for discrete values keeps stable during the training step. In other words, the policy gradient has slower convergence, which may be caused by the high variance of the policy gradient. Reducing the gradient variance improves adversarial training.

**Time Complexity Analysis (RQ3)**

The complexity analysis of GAN models is $O(|Y|nh)$, where $|Y|$ denotes the number of user-item interactions. CALF has additional computations when compared, for example, with the policy gradient applied by IRGAN. However, the computational time in adversarial models relies on the iterations. Moreover, the generative and discriminative models of CALF alternates the optimization in each step, while in the other GANs the training epoch of the discriminator spends double time than the generator.

Table 3 presents the computational time spent by CALF in comparison with other models. Analyzing Table 3 CALF spends more time to train the generator and discriminator in each epoch. However, the convergence time is shorter compared to the other models. Therefore, considering the total training time, the sampling strategy adopted by CALF improves the computational time and the stability.

**Conclusion**

We propose a convolutional adversarial latent factor model for items recommendations using implicit feedback, named CALF. A detailed description explains how CALF uses adversarial training for its recommendation. Furthermore, we presented the results of the conducted experiments.

CALF has proved to be useful for top-$N$ items recommendations considering implicit feedback. Moreover, learning deep representations for pairwise interactions among user and item embeddings improved the accuracy for predicting the user’s preference score, as observed in the results of our experiments in the three benchmark datasets.

In the future, we will conduct investigations regarding richer contexts such as social relations and user’s reviews. Moreover, we would like to apply attention mechanisms to learn user and item similarities.
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