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Abstract

Broiler (chicken for meat production) growth optimization reduces the amount
of feed, water and electricity required to produce a mature broiler. It is im-
portant, as the global poultry meat consumption of 120 × 109 kg per year is
predicted to increase by around 2% per year, where broiler meat represents the
majority. The main objective of state-of-the-art industrial broiler production
is to facilitate efficient maturation of broilers under ethically acceptable condi-
tions at scale, e.g., 40.000 broilers per batch. The primary expense in broiler
production is feed, and subsequently the primary key performance measure is
feed conversion ratio (FCR), i.e., feed efficiency. Existing scientific control lit-
erature is incompatible with state-of-the-art industrial broiler production, as
it exclusively focuses on active feed control despite the fact that unrestricted
feeding regimes unanimously are used in practice. Climate conditions, e.g.,
temperature and light intensity, can be controlled and are known to signif-
icantly influence broiler growth, effectively providing a potential avenue for
growth optimization, and will thus be the subject of this study.

Data driven modeling techniques are used given the absence of first-principle
mathematical broiler growth models explaining the temporal relationship be-
tween broiler climate conditions and broiler growth. A sufficiently accurate
dynamic model is required for model based controller synthesis in general, and
broiler growth optimization is no exception. Dynamic neural network (DNN)
models are successfully trained on industrial scale production data. Ensem-
ble DNN models are successfully used to forecast broiler weight on ≈4 years
of production data using environmental broiler house variables. A mutual in-
formation based input variable selection algorithm is used to automatically
determine the DNN input-output structure. Evidence for the environmental
broiler house variables having a significant dynamic influence on broiler growth,
feed and drinking behavior was established.

Iterative learning control (ILC) provides a potential solution given the re-
peated nature of the production process, as it has been especially developed
for systems that make repeated executions of the same finite duration task. An
ILC algorithm in conjunction with the DNN model resulted in a normalized
FCR reduction of 2.4% over 2 batches. A modified terminal ILC algorithm
resulted in a FCR reduction of 1.4% over a single batch, and is modified to
gradually minimize the terminal FCR and better cope with the uncertain na-
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ture of the data driven model. A heuristic broiler growth model is formulated
to assist broiler optimization development in simulation and is used to demon-
strate that the modified terminal ILC works in simulation, and that an iterative
search strategy, like ILC, is required for FCR minimization. A combined FCR
improvement of 3.8% was obtained for the two FCR optimization attempts –
corresponding to a yearly saving of 8.500e and 26.7 tones of broiler feed per
broiler house.



Resumé

Vækstoptimering af industriel slagtekyllingeproduktion reducerer den påkræ-
vede mængde foder, vand og elektricitet der skal til for at producere en slag-
teklar kylling. Det er et vigtigt taget i betragtning af, at der globalt bliver
spist 120× 109 kg kyllingekød per år med en forventet stigning på omkring 2%
per år. Hovedformålet med moderne industriel slagtekyllingeproduktion er at
faciliterer effektiv modning af slagtekyllinger under etisk acceptable forhold på
en stor skala, for eksempel 40.000 kyllinger per hold. Hovedudgiften for slagte-
kyllingeproduktion er foder, hvoraf det primære nøgletal er foderkonverterings-
raten (FKR), altså foderudnyttelse. Den eksisterende videnskabelige litteratur
er ikke kompatibel med moderne slagtekyllingeproduktion, fordi den eksklu-
sivt bruger aktiv foderregulering selv om kyllingerne har ubegrænset adgang
til foder i praksis. Klima, eksempelvis temperatur og lysintensitet, kan blive
reguleret og har en signifikant indflydelse på vækst, hvilket giver en potentiel
vækstoptimeringsmulighed og derfor er hovedemnet for dette studie.

Datadrevne modelleringsteknikker bliver taget i brug da første princips slag-
tekyllingevækstmodeller ikke eksisterer, som forklarer det dynamiske forhold
mellem slagtekyllingevækst og klima. En tilstrækkelig præcis dynamisk model
er generelt påkrævet til syntetisering af en modelbaseret regulator, hvilket og-
så er tilfældet for slagtekyllingevækstoptimering. Dynamiske neurale netværk
(DNN) modeller bliver succesfuldt trænet på industriel skala produktionsdata.
Ensemble DNN modeller er succesfuldt brugt til at forudse kyllingevægt på
≈4 års productionsdata ved brug af staldmiljø variable. En fælles informations
baseret input variabel selektering er succesfuldt brugt til at bestemme DNN
modellens input-output struktur. Beviser for at staldmiljøet har en signifikant
dynamisk indflydelse for kyllingetilvækst, foder- og drikkeadfærd er fastlagt.

Iterativ lægnings regulering (ILR) udgør en potentiel løsning taget den gen-
tagende natur af slagtekyllingeproduktionsprocessen, da metoden er specielt
udviklet til at håndterer systemer der gentager tidsbegrænsede opgaver. En
ILR algoritme i samspil med DNN modellen resulterede i en normaliseret FKR
reduktion på 2.4% over 2 hold. En modificeret terminal ILR algoritme resultere-
de i en ILR reduktion på 1.4% over et enkelt hold, og er modificeret til gradvist
at minimerer terminal FKR og bedre håndterer den usikre natur forsaget af den
data drevne model. En heuristisk slagtekyllingevækstmodel er formuleret til at
assisterer slagtekyllingevækstoptimeringsudvikling og er brugt til at demon-

v



strere den modificeret terminal ILR algoritme i et simuleringsmiljø. En iterativ
søgestrategi, som ILR, er påkrævet for FKR minimering. En kombineret ILR
forbedring på 3.8% blev opnået for de to ILR optimeringsforsøg – svarende til
en årlig besparelse på 8.500e og 26.7 tons kyllingefoder per hus.
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1 Introduction

This chapter provides the necessary background and motivation
for studying automatic optimization of broiler batch production.

1.1 Motivation

Due to the growing middle class in many developing countries, the global meat
consumption is predicted to continue rising in the foreseeable future [OECD,
2015]. The highest growth is predicted in poultry meat, which has shown a
steady increase in total consumption and consumption per capita in recent
years, as depicted on Figure 1.1. However, the consumption per capita is
predicted to level out despite the growing total consumption. Recent yearly
average production increase estimates range from 1.6% [OECD, 2017, pp. 131]
to 2.4% [OECD, 2015, pp. 136].
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Figure 1.1: Global poultry meat consumption with dashed 10 year ahead projec-
tions[OECD, 2018b].

Broiler (chicken for meat production) meat represents the majority of global
poultry production – broiler meat represents 83% of poultry meat in United
states of America [National Chicken Council, 2018a], which is the worlds largest
broiler meat producer. One reason being that broiler production has the high-
est yield per feed unit among land animals, making chicken meat a relatively
inexpensive source of animal protein. Broiler growth maximization reduces the
amount of feed, water and electricity required to produce a mature broiler.

To meet the growing broiler meat consumption demand, the broiler meat
supply chain must be up for the task. A simplified representation is depicted
on Figure 1.2, where:

• Feed Mills supply the growers with feed.
• Breeders supply the hatcheries with eggs using laying hens.
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Chapter 1. Introduction

• Hatcheries hatch the eggs and supply growers with day old broilers.
• Growers supply the slaughterhouses with mature broilers by maturing

the day old broilers.
• Slaughterhouses produce broiler meat from mature broilers.

Hence, broiler production is not a single cohesive process, but rather a series
of dependent processes.

Breeders Hatcheries Growers Slaughterhouses

Mature 
Broilers

Day Old 
Broilers 

Unhatched 
Eggs 

Broiler Production 

Feed Mills

Feed

Broiler 
Meat 

Figure 1.2: Simplified broiler supply chain overview.

The main objective of industrial scale broiler production is to facilitate
efficient maturation of broilers under ethically acceptable conditions. The pri-
mary expense in broiler production is feed, and subsequently the primary key
performance measure is feed conversion ratio (FCR) defined by

FCR = Feed in kg
Live weight in kg

. (1.1)

A typical FCR at day 34 under ideal laboratory conditions for the most popular
fast growing broiler strains are 1.53 for ROSS 308[Aviagen, 2014a] and 1.48
for COBB 500[Cobb-Vantress, 2018] – see Figure 1.3 for growth information
throughout the growing period for these strains. Faster growth most notably
reduces the required growing time, which subsequently reduces the cumulative
metabolic maintenance cost of organic material.

5 10 15 20 25 30 35 40 45 50 55 60 650.5
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COBB 500

Figure 1.3: FCR performance by day of popular fast growing broiler strains. [Aviagen,
2014a, pp. 3][Cobb-Vantress, 2018, pp. 21].
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1.2. Broiler Production

Artificial selection of broilers has received tremendous attention and has
resulted in fast growing strains with a profound increase in both growth rate and
feed efficiency. This has resulted in both a 50% reduction in FCR and over 400%
increase in broiler growth rate between 1957 and 2005 [Zuidhof et al., 2014],
and a reduction in time to reach 1500g of live weight from 120 days in 1925
to 30 days in 2005[Bessei, 2006]. Optimizing environmental factors, such as
providing the optimal climate and nutrition, are paramount to properly express
this genetic potential. For reference, the average FCR in USA is 1.83[National
Chicken Council, 2018b] that, if naively assuming only 34 day old ROSS 308
broiler are grown, represents an average potential FCR gap of more than 0.3
– corresponding to 30%! It is believed that this gap is caused by suboptimal
management, and that local optimization helps to bridge this gap, which will
be the subject of this study.

For simplicity, broiler production will henceforth refer to the maturation of
day old broilers at the growers, as indicated on Figure 1.2.

1.2 Broiler Production

Broiler production is the process of growing day old broiler chicks from the
hatcheries, as depicted on Figure 1.4a, into mature slaughter ready broilers, as
depicted on Figure 1.4b. This is carried out at scale in dedicated broiler houses
as depicted on Figure 1.5, each containing 40-50,000 broilers, equipped with
climate and light control in addition to ad Librium supply of both feed and
water. It typically only takes 34 days to grow a 2050g slaughter ready ROSS
308 broiler.

(a) Day old broiler. (b) Mature broiler.

Figure 1.4: Broiler production.
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Figure 1.5: Example of industrial scale broiler house.

1.2.1 Feeder and Drinkers

Feed and water is provided ad Libitum to encourage maximal growth, and
is readily available through multiple parallel drinker and feeder “lines”. Fig-
ure 1.7b depicts a broiler drinking from a nippler, where water is emitted when
a metal peg is displaced – Figure 1.7a depicts a nippler water line. Figure 1.7c
depicts a pan style feeder line, where the pan is automatically refilled with feed
through the attached rod. Feeder and drinker lines are often positioned parallel
to each other as depicted on Figure 1.7d.

1.2.2 Monitoring

Various sensors continuously monitor and log the production and are remotely
accessible through the Internet. This includes the broiler weight that is mea-
sured using one or more weighing pads as depicted on Figure 1.8. The cu-
mulative feed and water consumption are automatically measured using water
meters and feed weights. Air quality related sensors, like temperature, humid-
ity and CO2, are positioned at key locations close to ground level as depicted
on Figure 1.6.

Figure 1.6: Combined temperature and humidity sensor.
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1.2. Broiler Production

(a) Example of nippler style water line. (b) Broiler drinking.

(c) Example of pan style feeder line. (d) Parallel feeder (yellow; bottom
left) and drinker (red; top right) lines.

Figure 1.7: Feeder and drinker line examples.

Figure 1.8: Different weighing pad types.
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(a) Cold. (b) Thermoneutral. (c) Hot.

Figure 1.9: Broiler positioning behavior at different temperatures. A black dot denotes a
broiler and the outer black box of each illustration denotes the broiler house walls [Aviagen,
2014b, pp. 21-22].

1.2.3 Climate Control

Proper climate control is a crucial factor for high production efficiency, as
previously mentioned. The correct temperature depends on how developed
the broilers are, of which different temperature states influence the broilers as
follows:

Cold Broilers tend to cluster together to preserve heat at colder areas if they
are too cold – typically away from the house walls as depicted on Fig-
ure 1.9a. The temperature along the walls are typically colder, if the
outside temperature is lower than the inside temperature.

Thermoneutral Broilers tend to be evenly distributed across the house floor
as depicted on Figure 1.9b.

Hot Broilers tend to cluster together at colder production areas if they are too
hot – typically along the house walls as depicted on Figure 1.9c. Broilers
pant to cool down, effectively increasing evaporation of water from the
lunges and throat, which requires additional energy and subsequently
lowers feed efficiency.

There exist a very narrow optimal temperature range where growth is maxi-
mized regardless of how developed the broilers are , i.e., the difference between
energy intake and expenditure is maximized. This is depicted on Figure 1.10,
where deviations from the optimal temperature results in decreased feed effi-
ciency. Likewise, for sufficiently cold or hot temperatures the broilers can lose
weight due to a total energy deficit, as depicted on Figure 1.10 and might be
the case for Figure 1.9a and Figure 1.9c.

Broilers gradually gain the ability to self-regulate body temperature around
day 9. Feathering typically starts around day 6 and ends around day 25, which
drastically increases cold resistance. This makes either too hot or cold tempera-
tures particularly detrimental for younger broilers, which responds by limiting
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Figure 1.10: Total metabolizable energy for different temperature categories in terms of
energy intake and maintenance energy requirements. Blue denotes a cold temperature, red
denotes hot temperature, and white denotes thermoneutral temperature. The optimal tem-
perature is marked with a vertical line [Aviagen, 2010, pp. 4].

eating and drinking behavior. Furthermore, the recommended temperature
profiles decrease almost linearly with age as depicted on Figure 1.11. The
heating requirements are high in the beginning of the batch, as the biological
heat producing mass is low and the required temperature is high, while ven-
tilation becomes more prominent later in the batch, where the biological heat
producing mass is high and the required temperature is low. Note that the
experienced temperature of the broiler depends on air temperature, relative
humidity and wind speed.
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Figure 1.11: Suggested temperature profiles for ROSS 308[Aviagen, 2014b, pp. 16] and
COBB 500[Cobb-Vantress, 2018, pp. 21] (assuming 30 week or older parent stock) by the
manufacturer.

In temperate climates, like in Denmark, the broiler house climate is typically
controlled by pulling in cold air from the outside through side inlets and out
through exhausts vents in the ceiling, and heating the air using heaters. The
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air inlets are typically positioned lengthwise the broiler house as depicted on
Figure 1.12a, and the degree of openness is controlled by pulling a cord using a
linear actuator. Figure 1.12b and Figure 1.12c depicts the air inlets in an open
and closed position, and the exhaust vents can be depicted on the ceiling of
Figure 1.5. Heater lines are typically positioned below the air inlet line to heat
incoming air as depicted on Figure 1.12c, and is filled with circulating water
heated by a furnace. Higher cooling capacity solutions are often required in
tropical climates that involve large fans, cooling pads with running water and
misters.

(a) Side air inlets. (b) Open inlet. (c) Closed inlet with heater.

Figure 1.12: Examples of air inlets and heater.

1.2.4 Automatic Broiler Production Optimization

Broiler production can be regarded as a system of considerable complexity
that the farmer must navigate – especially considering that each broiler house
is unique and requires individual assessment. It is up to the farmer to control
the air quality and temperature, feed mix and lighting, among others – despite
changing outside conditions, feed quality and external stress factors, e.g., noise
pollution. These are all crucial and interconnected factors for the broiler growth
process. The experienced farmer uses the previously mentioned information
and experience to make smarter and more deliberate decisions, tailored to each
batch – similar to a control system, as depicted on the top of Figure 1.13.

However, the inexperienced farmer is not as attuned to this framework, re-
sulting in suboptimal broiler management and production efficiency. Currently,
the hatcheries supplying the farmer with broilers for broiler production only
provide vague guidelines for dealing with problems – for instance, “if there is a
high early mortality rate”, then a possible cause is “Poor chick quality” and the
recommended action is to “Check hatchery practice and egg hygiene”[Aviagen,
2014b]. Alternatively, broiler application experts can be hired to supervise and
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Figure 1.13: Automatic Broiler Production Optimization. Top: Current manual control.
Bottom: Proposed automated control system.

manage the production, which are not always practically feasible at scale, as
such experts are quite rare.

This study is initiated by SKOV A/S, which is an industry leader in the
international market for climate control and production monitoring of broiler
production. The vision of this study is to enable the equipment and systems
supplied by SKOV A/S to assist the personnel responsible for the production to
perform the previously mentioned adjustments automatically at scale. By using
already available readings described in Section 1.2.2, the intention is to assist
the farmer as depicted on the bottom of Figure 1.13 by “closing the loop”. This
can be carried out by either literally closing the loop or using a Human-In-The-
Loop controller, where the farmer must approve of the controllers actions, as
live animals are involved. In both cases the primary objective of this study is to
assist the inexperienced farmer by extracting “expert knowledge” from previous
batches and applying it to the current batch – similar to the experienced farmer.
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1.3 Research Objectives

The primary objective of this study is to both minimize the environmental
impact and maximize the profit margin of broiler production though suitably
designed climate control. Specifically, to implement an “automatic farmer assis-
tant” that gradually learns the batch production process, enabling it to improve
production performance over time. For this purpose the following research ob-
jectives must be meet:

Objective 1: Develop a data driven dynamic broiler growth model.
Data driven modeling techniques are used given the absence of first-
principle mathematical broiler growth models explaining the temporal
relationship between broiler climate conditions and broiler growth. A suf-
ficiently accurate dynamic model is required for model based controller
synthesis in general, and broiler growth optimization is no exception.
Such a model has the potential for aiding broiler site management by, e.g.,
forecasting future broiler weight that allows for timely intervention and
enabling knowledge transfer between broiler houses. However, the exis-
tence of a dynamic model most notably allows advanced control theory
techniques to be introduced in broiler production, such as fault tolerant
detection and control.

Objective 2: Broiler production optimization using Iterative Learn-
ing Control. Iterative Learning Control (ILC) is an advanced control
technique that gradually learns and improves performance of repetitive
processes iteration by iteration with high precision. Existing ILC algo-
rithms are applied to broiler production, and new theory will be developed
to the extent needed. Given the practical and industrial applications of
this study, the developed algorithm has to be tested on actual state-of-
the-art industrial scale broiler productions.
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2 State of the Art

This chapter provides an overview of related work, followed by a
description of how the contributions of this study extend it.

2.1 Biological Broiler Research

This section provides a non-comprehensive overview of biological broiler re-
search from the perspective of the grower of the broiler supply chain introduced
in Section 1.1.

2.1.1 Temperature

Broilers live comfortably only in a fairly narrow temperature range, of which
low and high temperatures are stressful and negatively impact growth perfor-
mance [Olfati et al., 2018; Yunianto et al., 1997]. [Manning and Wyatt, 1990]
found that broilers acclimate easier to lower temperatures, which help explain
that heat stress receives significantly more academic attention than cold stress.
See [Lin et al., 2006] for a review of strategies for preventing heat stress in
broilers. See [Farag and Alagawany, 2018] for an overview of the physiological
response to heat stress.

[Olfati et al., 2018] found that heat or cold stressed broilers had decreased
growth performance. [May and Lott, 2000] investigated the impact of different
temperature profiles on weight gain and feed conversion ratio in a laboratory
setting. The investigated temperature profiles starts at {28,29,30,31,32} ○C
at day 1 and decline by 0.3 ○C per day, but found no statistically significant
weight and FCR difference between the groups – only a high early mortal-
ity for starting temperature of 28 ○C. Due to changing production conditions
and improved genetics, [Cassuce et al., 2013] proposed an updated optimal
temperature strategy by analyzing the response of starting temperature at
{27,30,33,36,39} ○C at day 1, and declining 3 ○C per week for a total of 3
weeks. Using regression formulas, the optimal temperature strategy was found
to equal [31.3, 26.3, 22.5−23.2] ○C for the first day of week 1 to 3, and lin-
early interpolated between the weeks. [Cândido et al., 2016] found that a
mildly cold thermal environment, comprising of [27, 24, 21] ○C for week 1 to 3
with FCR=1.20, outperformed both the “standard” temperature profile with
FCR=1.27, and [Cassuce et al., 2013] with FCR=1.26. [Henriksen et al., 2016],
among others, studied the impact of increasing brooding temperature the first
week to induce heat stress, which significantly decreased broiler weight at day
7 but not at day 21 and 34. [Ferraz et al., 2017] investigated the effect of differ-
ent durations of both heat and cold stress, and found that early heat stress at
36 ○C did not negatively impact performance but cold stress at 27 and 30 ○C
did negatively impact performance. The temperature impact on weight gain
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and feed per gain after week 3 was investigated in [May and Lott, 2001], where
the effect of constant temperature of {12,14, . . . ,28,30}○C until day 49 was
investigated. Using regression formulas, it was found that high temperatures
correlates with lower weight, and the optimal feed per gain depends on broiler
weight, e.g., the best feed per gain was obtained using 27 ○C for 0.85 kg broilers
and 18 ○C for 2.6 kg. [Blahová et al., 2007] found that subjecting 3 week old
broilers to significantly colder temperatures, between 5-10 ○C, did effect broiler
weight at day 42 but had a significant negative impact on feed conversion ratio.

[Ferraz et al., 2018] used genetic fuzzy logic models to predict respiratory
rate, an indicator of broiler health, using thermal stress duration and tempera-
ture. [Roushdy et al., 2018] studied the gene expression resulting from thermal
stress in fast growing broilers (ROSS 308 and Cobb 500), with the intention of
assisting artificial selection of more thermal stress resistant broilers strains.

2.1.2 Feed

Feed is the most expensive component of broiler production, and thus receives
significant academic attention. See [Vieira and Angel, 2012] for a fairly recent
review of the impact of different amino acid compositions on broiler perfor-
mance. Similarly, see [Hippenstiel et al., 2011] for a review of the effect of
herbs and essential oils, e.g. Thyme and Oregano, on growth performance. See
[Neves et al., 2014] for a review of the biomechanical characteristics of broiler
feeding, e.g., the impact of feed particle size.

Protein ingestion increases heat production compared to carbohydrate or
fat[Musharaf and Latshaw, 1999]. Lowering metabolic heat production us-
ing temporary feed restriction[Lin et al., 2006] and dietary protein restric-
tion[Zulkifli et al., 2018] has been proposed as an effective tool for improving
heat resistance.

[Günal, 2012] studied the effect of short-term fasting, i.e. timed feed re-
striction, on prolonged heat exposure during the warmest part of the day on
performance. Feed restriction decreased the broiler body temperature, but de-
creased growth performance on day 42 compared to ad libitum feeding – similar
results was obtained in [Yalçin et al., 2001].

[Blahová et al., 2007] found that cold stressed broilers supplemented with
more crude protein than required improved performance, i.e., increased weight
and lower FCR. Replacing crude dietary protein with several essential amino
acids under hot conditions has been found to improve performance in [Zaman
et al., 2008] – crude protein was found to have a quadratic effect on weight and
FCR. Under such hot and humid conditions, [Rahman et al., 2002] found that
21% protein may be suitable, as it produced the best performance at 8 weeks
of age.

Hence, dietary composition is an important factor, and if given the choice
from a range of feedstuffs, there is evidence for broilers being able to compose
a diet matching their physiological need[Hughes, 1984]. [Syafwan et al., 2012]
found that broilers given the choice between high protein diet, high energy diet

14



2.1. Biological Broiler Research

with low protein, and a control diet with medium protein and energy under
heat stress had similar performance as only feeding the control diet.

Feeder height has not been reported to impact performance[Neves et al.,
2014]. It has been proposed that too high feeder position decrease flock weight
uniformity, as it limits feed access for smaller birds [Ferket and Gernat, 2006].
[Neves et al., 2015] studies behavior of broilers at different feeders using image
analysis, and found a higher eating activity from feeders without partitioning
grids. [Roll et al., 2010] found that broilers, if given the choice, prefer to
consume feed from low height feeders, resulting in reduced eating frequency
and time spent eating without affecting the total feed consumption.

2.1.3 Broiler Weight Measurements

Accurate broiler weight measurements are important for broiler management,
as it assists the farmer in monitoring the broiler health, as well as scheduling
broiler pick-up and subsequent slaughter. A negative weight bias between the
automatic weighting systems and the manual weighting are quite common for
broilers older than 15-21 days in industry. This problem was first reported
by [Newberry et al., 1985], but the subject has subsequently received limited
academic attention. [Chedad et al., 2000] hypothesized that the automatic
weighting scale was used less frequently by heavier broilers through image
analysis. This hypothesis was first confirmed in [Chedad et al., 2003] using
an automatic image processing system, from which a statistically difference in
the visible surface area was found between broilers visiting and broilers in the
neighborhood of the weighting system. [Naas et al., 2009] studied lameness in
broilers, i.e. abnormal gait or stance as a result of dysfunction of the locomotor
system, and found that the walking ability of fast-growing broilers decreased
with age, caused by unnatural biomechanical forces resulting in gait alteration.
Similarly, [Tullo et al., 2017] found that sick, lame and very heavy birds reduce
locomotor activity by extending the time spend in resting and lying positions.
Hence, this helps explain why automatic weighing pads might fail at contin-
uously tracking the broiler weight trend of the entire flock. Furthermore, it
presents a potential challenge for the emergence of machine learning in broiler
production, especially considering that broiler weight is one of the primary out-
puts. In practice, the biased broiler weight is corrected by multiplying a time
dependent correction factor, typically up to 10%, which naturally introduces
some uncertainties. Especially considering that the broiler weight, e.g., is pos-
itively correlated with parent age at day 7, 21 and 34 according to [Henriksen
et al., 2016].

Alternatives to the automatic weighting pad system has been proposed in
scientific literature. The image processing system in [Chedad et al., 2003]
was used as a basis for estimating broiler weight in [Wet et al., 2003] through
regression models of the surface area and broiler weight with a relative accuracy
of 10% or 73g standard deviation – using broiler circumference resulted in a
relative accuracy of 15% or 106g standard deviation. A similar result was
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obtained with image processing in [Amraei et al., 2017] using an ellipse fitting
algorithm and neural networks with lowest standard error of 82.4g. [Fontana
et al., 2017] attempted to estimate broiler weight through sound analysis, and
found that the peak frequency might be a predictor for broiler weight – however,
it was only realistically considered to support weighting pads.

2.1.4 Pre-slaughter transport and catching

Pre-slaughter transport and catching causes great stress in broilers, and is know
to have a large impact on animal welfare and meat quality – for a detailed re-
view of poultry handling see [Weeks, 2014]. [de V. Queiroz et al., 2015] studied
temperature increase as a function of stress, of which broilers where most sus-
ceptible to stress during and after catching. [dos Santos et al., 2017] studied the
micro-climate, i.e. temperature and humidity, during pre-slaughter transporta-
tion, and found that meat quality was negatively influenced by long-distance
transport during rainy season, and transport during dry season resulted in the
best meat quality.

2.1.5 Lighting

Lighting sources and programs for broiler production is one of the most studied
environmental variables in broiler production, and is widely utilized to regulate
poultry production and welfare – perhaps because of its insensitivity to phys-
ical conditions. [Yang et al., 2018] recently conducted a meta study study on
light intensity by extracting data from previous studies, and found that (<1
lux) resulted in loss of productivity, (<5 lux) lead to welfare concern but less
feed consumption with same body weight as (>10 lux), and (>10 lux) lead
to increased mortality and uniformity. [Yang et al., 2015] studied intermittent
lighting, by comparing continuous lighting (24L:0D) with artificial day length
of 2 (2L:2D) and 4 hours (4L:4D), where (xL:yD) indicates x hour light followed
by y hours of dark. Performance in terms of FCR, average daily feed intake and
body weight at day 42 was investigated, where continuous lighting produced the
worst results with FCR of 2.38, (2L:2D) with FCR of 2.3 and (2L:2D) being the
best with an FCR of 2.23. [Petek et al., 2005] studied the interaction between
intermittent feeding and lighting schedules. Continuous lighting (24L:0D) was
compared with natural light during the day and 3 cycles of (1L:3D) during
night in ad Librium fed broilers – producing the sequence {(1L:3D), (1L:3D),
(1L:3D), (12L:3D)}. Continuous ad libitum feeding (24F:0D) was compared
to intermittent feeding (3F:3D), where (xF:yD) indicates x hours of ad libi-
tum feeding followed by y hours of food deprivation. Intermittent lighting
resulted in increased performance with a 113g higher weight and 0.16 lower
FCR compared to continuous lighting, Intermittent feeding resulted in reduced
performance with 58g lower weight and 0.08 higher FCR.
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2.1.6 Parent Stock

Artificial selection of broilers has resulted in fast grower strains with a profound
increase in growth performance in terms of growth rate and feed efficiency.
Translating into both a 50% reduction in FCR and over 400% increase in broiler
growth rate between 1957 and 2005 [Zuidhof et al., 2014], and a reduction
in time to reach 1500g of live weight from 120 days in 1925 to 30 days in
2005[Bessei, 2006]. Popular examples of such strains include Cobb 500 and
ROSS 308, which arguably are the most prevelent broilers on the marked today.
For genetic selection review, see [Hunton, 2006] and [Zuidhof et al., 2014]. See
[Tallentire et al., 2018] and [Bessei, 2006] for reviews on animal welfare concern.

Broiler weight has been found to be positively correlated with breeder age
in [Sabry et al., 2016], [Ulmer-Franco et al., 2010], [Sabry et al., 2013], and
[Henriksen et al., 2016]. [Ulmer-Franco et al., 2012] and [Ulmer-Franco et al.,
2010] found that young breeders produce eggs with smaller yolks, which may be
a disadvantage when reared under same conditions as eggs with bigger yolks
from older breeders. [Sabry et al., 2013] found a significant interaction be-
tween breeder age and hatching time, with eggs of older breeders having longer
hatching time.

2.1.7 Hatching Practice

Incubation of eggs under industrial conditions are carried out at a constant
temperature of 37.8 ○C and typically take 21 days. In nature, the temperature
during incubation is known to fluctuate widely [Webb, 1987]. The effect of egg
shell temperature during incubation has been the subject of much research, at
least dating back to [Minne and Decuypere, 1984]. For a breakdown of the
incubation process see [Decuypere et al., 2001].

[Ipek and Sozcu, 2016] studies the influence of three constant temperature-
bands, i.e., low (33.3 to 36.7 ○C), control (37.8 to 38.2 ○C) and high (38.9
to 40.0 ○C), during 10 to 18 days of incubation on welfare and performance.
Both the low and high temperature group had a significant negative impact on
both live weight and FCR on day 42, but not on day 0. Many health markers,
like gait due to inhibited bone development, was also negatively impacted. A
similar study was conducted in [Ipek et al., 2014].

[Piestun et al., 2008a] studied the effect of hot intermittent thermal ma-
nipulation during incubation to increase heat stress tolerance. Incubating eggs
was subjected to 39.5 ○C intermittently between day 7 and 16, i.e. during the
development of the thyroid and adrenal axis – the control group was incubated
at 37.8 ○C. The intermittent group had significantly subsequent lower body
temperatures post hatching between day 0 and 35, and was significantly more
resistant to heat stress. Performance was not significantly impacted up to day
35, however, [Piestun et al., 2013] found a difference at day 70 using the same
method. For a variation of intermittent thermal manipulation by the same
research group, see [Piestun et al., 2008b], [Piestun et al., 2009] and [Piestun

17



Chapter 2. State of the Art

et al., 2011]. Similar results are presented more recently in [Rakshit et al.,
2016] and [Morita et al., 2016].

[Nyuiadzi et al., 2017] studies the effect of cold intermittent thermal ma-
nipulation during incubation to increase cold stress tolerance. With 36.6 ○C 6
hours per day between day 10 and 18, 15 ○C 30 minutes per day between day
18 and 19, and control temperature of 37.6 ○C. Body temperature was signif-
icantly higher for the second group – similar results on cold thermodynamic
tolerances are presented in [Piestun et al., 2008a].

[Maatjens et al., 2016b] studied the effect of applying incubation temper-
atures of {35.6, 36.7, 37.8, 38.9} ○C onwards of incubation day {15,17,19}.
Broiler performance on day 7 in terms of FCR and body weight was signif-
icantly better for the 36.7 ○C groups, which might be due to better intestinal
development as postulated in [Maatjens et al., 2016a]. Note that earlier studies
showed no difference in broiler performance early on, such as [Ipek et al., 2014]
and [Ipek and Sozcu, 2016].

The effect of breeder age on broiler thermal sensitivity is less researched.
However, [Hamidu et al., 2018] found that egg surface temperature is higher
for older breeders, suggesting a subsequent interaction.

2.2 Broiler Modeling and Optimization

Broiler feed conversion rate (FCR) and growth optimization reduces the amount
of feed, water and electricity required to produce a mature broiler. State-of-
the-art broiler production optimization is throughly dominated by biological
approaches, which will quickly become evident simply by comparing this sec-
tion with Section 2.1.

Empirically motivated nonlinear growth curve models have traditionally
been used to determine the evolution of broiler weight. These models have
been extensively studied in scientific literature, such as [Aggrey, 2002], [Ah-
madi and Mottaghitalab, 2007] and [Hasan Eleroğlu and Duman, 2014]. A
growth curve in this context is a function of time with a fixed structure fit-
ted to past broiler weight data. Common models include the Richerds Model
and Gompertz-Laird Model that are described by 4 and 3 parameters respec-
tively, where the parameters have biologically intuitive interpretations – such
as time and size of maximum growth rate [Aggrey, 2002]. Such abstractions
allow for easy evaluation and comparison of different treatments. See [De-
muner et al., 2017] for common growth curve models and parameters for the
most popular broiler strains. In [Lopes et al., 2008], the relationship between
broiler house environment and production performance was investigated using
a non-dynamic neural network. [Abreu et al., 2015] modeled the impact of heat
stress and its duration on performance using fuzzy modeling. By perturbing
the temperature of the second week from 30 ○C to {24, 27, 33} ○C for up to 4
days, the FCR was accurately predicted. Likewise, in [Diez-Olivan et al., 2018]
quantile regression forests-based modeling, a non-dynamic method, was among
others used to predict broiler weight on week 3, 5 and 6 using broiler house
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environment. However, it is not clear how to extract temporal performance,
i.e. day-to-day growth prediction, from such non-dynamic models.

Dynamic broiler growth models are an extension of growth curves and have
primarily been developed for control synthesis in scientific literature. In [Aerts
et al., 2003] a time-variant online parameter estimation of a dynamic model
was successfully applied to predict future weight up to 7 days ahead without
a priori information. The model uses feed intake as input and weight as out-
put and was used for model predictive control (MPC) in [Cangar et al., 2007].
This control algorithm was tested in a laboratory setting with a stocking den-
sity of 5.3 birds/m2 and 20 birds/m2, the latter to emulate farm scale density.
The mean relative weight control error was 2.7% and 7.3% for the low and
high-density experiments respectively – suggesting that farm scale broiler pro-
duction is harder to both predict and control. A similar result was obtained in
[Demmers et al., 2010], where a small differential recurrent neural network was
used to model the feed quantity and control the broiler weight using nonlinear
MPC. In [Stacey et al., 2004] a dynamic broiler weight model was developed
and used information about feed uptake and composition of two feed types with
known nutritional value. It was successfully used for broiler weight control and
achieved results comparable to that of a stockman on farm scale broiler pro-
duction with 30,000-40,000 broilers per house. [Cangar et al., 2006] among
others used linear, non-linear recursive, and growth curve models to predict
the slaughter weight up to 5 days prior to slaughter only using broiler weight
measurements, and found that the linear model produced the best forecasts on
two batches.

Hence, the available scientific literature on dynamic broiler models is very
sparse and focuses exclusively on active broiler weight control by regulating feed
uptake and composition, which traditionally favors simplistic models [Wathes
et al., 2008; Aerts et al., 2003]. This is understandable, as feed is considered the
biggest expense in broiler production. However, this research is incompatible
with state-of-the-art broiler industry as it uses ad libitum feeding regimes,
which specifically excludes feed uptake regulation. Regulation of environmental
broiler house conditions, such as temperature, are compatible with industry,
and if managed correctly are known to minimize the required feed, water, and
electricity to produce a mature broiler. No prior scientific modeling literature
has been found studying the complex dynamic interconnection between broiler
weight and broiler house environmental conditions.

This could be caused by a risk averse broiler farmer mentality, which is
understandable, as the broiler production is a business with proprietary pro-
duction “secrets”, caused by very slim profit margins. This results in a lack of
publicly available datasets and scientific research of industrial-scale production,
thus, mostly limiting research to lab-scale experiments such as [Cangar et al.,
2007] – only [Aerts et al., 2003] and [Diez-Olivan et al., 2018] studies industrial-
scale production. The lack of publicly available datasets with environmental
conditions are particularly detrimental for research in dynamic broiler modeling
with environmental conditions.
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2.3 Dynamic Neural Networks

Due to the lack of mathematical broiler growth models, data driven system
identification techniques offer a potential solution. The scope is limited to
supervised nonlinear regression type neural networks in the following due to
the target application. In this context, it is a nonlinear data driven modeling
technique capable of approximating any non-discontinuous function or dynamic
system, given sufficient complexity and data – for a thorough introduction see
[Du and Swamy, 2014] and [Haykin, 1994].

2.3.1 Neural Networks

Neural networks are inspired by the biological brain, in that it is a graph of
nodes, i.e. neurons, connected by weighted edges, i.e. synapses, and learns from
data, i.e. experiences. The neurons are organized in multiple connected layers
of neurons, and each neuron have an activation function. Typical structures
include the multilayer perceptron model (MLP), radial basis functions and
wavelets with the MLP model arguably being the most popular and widely
used.

Learning, or training, is the processes of iteratively adjusting the network
weights to minimizing a cost function, typically in the form of a sum of squares.
Error Back Propagation is an efficient way of calculating the error gradient
respect the network weights, and is a special case of automatic differentia-
tion, which at least dates back to [Rumelhart et al., 1986]. Gradient-descent
based algorithms often suffer from slow convergence, network stagnancy and
a tendency of getting stuck in local minimia[Rehman and Nawi, 2011; Yu and
Wilamowski, 2018]. Combining gradient descent with momentum is commonly
used to overcome some of these challenges[Yu and Wilamowski, 2018]. This
requires careful selection of the momentum gain, of which adaptive momentum
gain algorithms exists, like [Rehman and Nawi, 2011]. Second order train-
ing algorithms have much faster convergence and use the Hessian matrix, i.e.
curvature of the cost function, to perform better step size and direction esti-
mates[Hagan and Menhaj, 1994; Yu and Wilamowski, 2018] – such as Newtons
algorithm. Quasi-Newton methods dates back to [J. E. Dennis and Moré, 1977]
and approximates the inverse Hessian using past gradient evaluations, where re-
cent contributions combine it with stochastic gradient methods[Sohl-Dickstein
et al., 2014] and Nesteroc’s accelerated gradient [Ninomiya, 2017]. The Lev-
enberg Marquardt algorithm dates back to [Marquardt, 1963] and combines
the convergence speed of Newtons algorithm with the stability of Error Back
Propagation[Yu and Wilamowski, 2018].

Gradient free training algorithms are generally based on stochastic and
numerical approximation. The Weight Perturbation algorithm proposed by
[Jabri and Flower, 1992] uses first order forward numerical differentiation, while
the ALOPEX algorithm proposed by [Unnikrishnan and Venugopal, 1994] is
a stochastic alternative that resembles simulated annealing. [Panagiotopoulos
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et al., 2010] propose approximating the gradient in a random direction, in-
tended for on-line training, and provides an overview of similar gradient free
training algorithms. Other such alternatives include particle swarm optimiza-
tion [Shen et al., 2006; Barmpalexis et al., 2018] initially proposed by [Kennedy
and Eberhart, 1995] and genetic programming [Barmpalexis et al., 2018].

As the networks grow the need for scalable distributed optimization alter-
natives has gained popularity, where recent contributions based on alternating
direction method of multipliers (ADMM) includes [Taylor et al., 2016], [Wang
et al., 2018] and [Liang et al., 2018].

Cross validation is used to prevent the network from overfitting to the train-
ing data by validating its performance on separate test data[Haykin, 1994] –
for a comprehensive review see [Arlot and Celisse, 2010]. The holdout method
is the simplest cross validation method and performs a single split of training
and testing data[Devroye and Wagner, 1979]. The leave-p-out method performs
a separate training using an exhaustive split routine with every possible sub-
set containing p testing samples – non-exhaustive variants also exists. Early
stopping is a popular regularization technique that selects the network weights
producing the lowest cost function error with the test data [Haykin, 1994].
Tikhonov, or weight, regularization prevent the network weights from growing
arbitrarily large by introducing the weighted norm of the network weights in
the cost function[Peng et al., 2015]. Bayesian regulation is a popular method
for calculating the regularization gain[Burden and Winkler, 2008]. See [Pérez-
Sánchez et al., 2016] for an overview of pruning, i.e. gradually removing network
weights, and growing, i.e. gradually adding network weights. The optimal brain
surgeon algorithm, a first order technique, is a popular pruning algorithm pro-
posed by [Hassibi et al., 1993] – a second order variant using the inverse Hessian
was propose by [Hassibi and Stork, 1993]. [Henríquez and Ruz, 2018] recently
proposed a non-iterative punning algorithm based on Garson’s algorithm.

Many different activation functions have been proposed for neural networks
in scientific literature, which mostly is a trade-off between computational com-
plexity, convergence rate and precision. See [Laudani et al., 2015] for a review of
commonly used activation functions for feed forward neural network, including
faster computation strategies using look up tables, piecewise linear approxi-
mations and weight transformation. See [Piekniewski and Rybicki, 2004] for
a visual comparison of performance for common activation functions in MLP
networks.

Proper data preprocessing can reduce the required model complexity, i.e.
number of model parameters, which are expected to be more robust but may not
necessarily have better predictive abilities [de Noord, 1994]. For an overview
of different data processing techniques, see [Famili et al., 1997] or more re-
cently [Gibert et al., 2016]. [Nawi et al., 2013] studied the effect of data
pre-processing, limited to Min-Max, Z-Score and Scaling Normalization, on
common variations of the back-propagation algorithm on benchmark classifi-
cation datasets, of which the classification accuracy was found to both depend
on the dataset and algorithm. Similarly, [Kuźniar and Zając, 2015] compares
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different principal component analysis and data scaling, including Min-Max,
with a non-dynamic neural network.

Dynamic neural networks, and machine learning in general for that mat-
ter, are highly application dependent and require expert process knowledge to
reduce and restrict the complexity of the training process. Despite the versa-
tility of neural networks, they tend to organize in terms of applications, as in
modeling literature, rather than in techniques, as in control literature. Recent
comprehensive application reviews include: drying processes[Aghbashlo et al.,
2015], performance, salubrity, and security of cities, buildings, and infrastruc-
tures [Aguirre and Letellier, 2018b], medical image analysis[Anwar et al., 2018],
pile driving[Fatehnia and Amirinia, 2018], winemaking[Moldes et al., 2015] agri-
culture[Liakos et al., 2018] and crop yield[Chlingaryan et al., 2018]. Results of
using different neural networks topologies to a specific modeling problem are
mainly presented, such as non-dynamic neural networks, dynamic neural net-
works and genetic algorithms. For instance, some drying applications include
freeze-drying using MLP models and back-propagation[Drăgoi et al., 2013],
modeling moisture content and temperature of thin clay slaps[Sander et al.,
2003], and moisture content prediction of cassava crackers[Lertworasirikul and
Tipsuwan, 2008].

2.3.2 Dynamic Neural Networks

Dynamic, also called recurrent, neural networks are a special class of neural
networks which contain “hidden” temporal states and are useful for time series
modeling. For a comprehensive overview of dynamic neural networks struc-
tures, see [Tsoi and Back, 1997] and [Tsoi, 1998]. Similarly, for a good overview
of nonlinear model parameter representations and estimation techniques, see
[Aguirre and Letellier, 2018a].

Dynamic neural networks have been successfully applied to model complex
biological processes. Recent applications include algae growth prediction in a
laboratory setting [Wang et al., 2015], prediction of bioethanol production in
a bioreactor [Grahovac et al., 2016], bioreactor prediction [Nair et al., 2016],
yeast fermentation modeling in a bioreactor [Nasimi and Irani, 2014], state
estimation in a continuous bio reactor [Hernandez et al., 2013], and prediction
of dissolved oxygen in wastewater treatment [Sadeghassadi et al., 2018].

2.4 Input Variable Selection

State-of-the-art industrial broiler production typically executes 5-8 batches per
house per year, of which identical broiler houses in terms of physical construc-
tion, management and climate nonetheless consistently exhibit different growth
and feed uptake performance. Hence, data from multiple houses cannot eas-
ily be pooled together, which limits modeling to a single house. A parameter
drift caused by naturally changing production conditions, such as the broiler
house deteriorating and the broiler and feed performance increases, prevents
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indefinite data accumulation and renders old production data invalid. Hence,
broiler production data is a very limited resource. Note that data quantity
requirements increase exponentially with the number of inputs, input lags and
output lags for the DNN [May et al., 2011]. To make best possible use of the
limited production data, IVS is used to select as few significant inputs and
lags as possible. No prior scientific literature on IVS of broiler growth and
environmental variables has been found.

IVS is a critical step in data driven modeling, where appropriate input
variables are selected from available data. The IVS discipline is diverse and
has many perspectives and applications – for an overview of time series IVS see
[May et al., 2011], and for feature selection see [Brown et al., 2012]. The scope
is narrowed to model free filter type IVS algorithms given the target application
– also known as filter type IVS. One class of statistical IVS is based on MI.
By definition, mutual information I(X;Y ) is the reduction in uncertainty with
respect to the random variable Y due to the observation of the random variable
X [May et al., 2008b]. MI is often calculated by estimating the underlying
marginal and joint probability density functions (PDFs) through kernel density
estimation (KDE). Such an IVS algorithm was formulated in [Sharma, 2000],
and modified in [May et al., 2008b] among others. It uses successive regression
to remove selected information from the input candidates and target output and
estimates partial mutual information (PMI), while relying on computationally
heavy bootstrapping to determine a stopping criteria. Alternatively, the Copula
entropy can be used to estimate MI[Chen et al., 2014].

Mutual information based IVS has been applied extensively to environmen-
tal modeling, such as IVS for prediction of rainfall [Sharma, 2000], salinity
[Bowden et al., 2005], water quality [May et al., 2008a], storm water runoff
[He et al., 2011], flood forecasting [Chen et al., 2014], and rainfall-runoff [Li
et al., 2015]. Other recent applications include return temperature estimation
in mixing loops [Overgaard et al., 2017], and Coriolis flow-meters for two-phase
flow [Wang et al., 2017].

2.5 Iterative Learning Control

Broiler production is a biological batch process, which is known to be highly
nonlinear and time varying, making traditional linear modeling and control
tools inadequate [Bonné et al., 2004]. Iterative Learning Control (ILC) is a high
precision control tool that iteratively improves the performance of repetitively
operating dynamic systems, i.e systems executing a finite duration operation
over and over again, which makes it a potential candidate for broiler growth
optimization. It is a relatively recent but well-established field of study in
control theory and can be traced back to [Uchiyama, 1978] and [Arimoto et al.,
1984].

The objective for the batch process is to track a known reference trajectory
as closely as possible. ILC solves this problem by applying feedback from the
error of the current and past batches [Wang et al., 2009]. Once an execution
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is completed, the system resets to the starting location and the next execution
can begin. In the literature, each execution is termed a trial (or a pass or
iteration) and the duration of each trial is known as the trial length. Let
uk[n] be the control input, r[n] the reference, yk[n] the output and ek[n] the
tracking error – all of appropriate dimensions for trial k and sample n. Then
the goal of ILC is to force the tracking error ek[n] to converge to 0 in k such
that yk[n] = r[n] for k → ∞ with a suitably designed control input uk[n].
Hence the control action is chosen to sequentially improve performance from
trial-to-trial. A simple structure ILC law was the basis of the results reported
in [Arimoto et al., 1984] (using so-called D-type ILC) and many designs using
such control laws have been experimentally validated. A starting point for the
literature is the survey papers [Bristow et al., 2006] and [Ahn et al., 2007].

In [Duran-Villalobos and Lennox, 2013] ILC has been applied successfully
to a fermentation process. In [Maeda et al., 2015] an ILC algorithm is combined
with a disturbance observer to remove near-repetitive disturbances, and it is
tested and verified on an excavator. Robust and Fault-tolerant ILC for a class of
uncertain multiple input multiple output (MIMO) systems with actuator faults
is presented in [Ding et al., 2015]. Other recent and noteworthy contributions
include [Márquez-Vera et al., 2014], [Lim and Barton, 2014], and [Shen and
Wang, 2014].

Model based ILC will be required in many cases and this area has been
the subject of much research for both linear and nonlinear dynamic models.
Norm optimal ILC is a popular branch of model based ILC, where the ILC
input is optimal respect a cost function. The idea was formalized in [Furuta
and Yamakita, 1986] and further developed in [Amann et al., 1996]. Note-
worthy application examples include [Zhang, 2008], [van Zundert et al., 2016]
and [Bolder and Oomen, 2015]. These include algorithms based on minimiz-
ing a suitably chosen cost function with applications including gantry robots,
e.g., [Paszke et al., 2013], additive manufacturing, e.g., [Lim et al., 2017] and
an extension to robotic-assisted stroke rehabilitation for the upper-limb with
supporting clinical trials [Freeman et al., 2015].

Combining ILC schemes with a data driven modeling method is not a novel
idea – recent examples include [Bolder and Oomen, 2015] and [Xu et al., 2013].
A similar combination of optimal ILC and ensemble dynamic neural network
model, as used in this work, has been proposed in [Zhang, 2008].

Despite the versatility and robustness of ILC, its applications in scientific
literature are mostly limited to repeating mechanical systems. It has not been
applied to food production, let alone broiler production, of which the closest
related ILC application arguably is bioreactors, such as [Márquez-Vera et al.,
2014].
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2.6 Contributions

The application of control theory techniques to broiler production has received
very limited academic attention, of which available research is not applicable
to state-of-the-art industrial broiler production. The main contributions of this
thesis are outlined in this section, of which a simplified dependency chart is
provided on Figure 2.1. All papers are provided in full in Part II.

Paper A

Paper B

Paper C

Paper E

Modeling 
 

Optimization
Study #1

Paper D

Paper F

Optimization
Study #2

Figure 2.1: Simplified paper dependency chart grouped by research area.

2.6.1 Modeling

Paper A
S. V. Johansen, J. D. Bendtsen, M. Riisgaard-Jensen, and J. Mo-
gensen. “Data driven broiler weight forecasting using dy-
namic neural network models”. Proceedings of World Congress
of the International Federation of Automatic Control, 2017.
doi:10.1016/j.ifacol.2017.08.1073.

Paper A is the first scientific literature investigating the dynamic influence of
environmental broiler house conditions on broiler growth using dynamic neural
network models. A pilot study is presented, where ensemble dynamic neural
network forecasting models are trained on industrial farm scale production data
from 12 batches from the same broiler house.

The model forecasts future broiler weight and uses environmental condi-
tions such as heating, ventilation, and temperature along with broiler behavior
such as feed and water consumption. Most notably, results indicate that the
dynamic interconnection between environmental conditions and broiler growth
adequately can be captured by the model.

The model is portrayed as a weight forecasting algorithm, which forecasts
future broiler weights to key days of the production, as it could be a useful
production management tool. Future inputs are necessary, of which comparable
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forecasts are obtained using input data from the previous batch as a substitute
for future input data.

Paper B
S. V. Johansen, J. D. Bendtsen, M. Riisgaard-Jensen, and
J. Mogensen. “Broiler weight forecasting using dynamic neu-
ral network models with input variable selection”. Jour-
nal of Computers and Electronics in Agriculture, 2019c.
doi:10.1016/j.compag.2018.12.014.

Paper B extends Paper A by including mutual information based input variable
selection, which allows for automatic model structure configuration.

To make best possible use of the limited production data, IVS is used to
select as few significant inputs and lags as possible for the dynamic neural
network. To investigate the potential of the proposed method, an extensive
case study on almost 3.5 years of industrial farm scale production data from
a state-of-the-art broiler house is carried out. This effectively provides an
overview of the most important environmental variables for dynamic broiler
weight modeling.

The dynamic impact of environmental conditions on broiler growth is found
to be significant and useful broiler weight forecasts are obtained – effectively
providing a foundation for future research on optimization of broiler production.

Paper C
S. V. Johansen, J. D. Bendtsen, and J. Mogensen. “Broiler slaugh-
ter weight forecasting using dynamic neural network models”. Pro-
ceedings of the International Conference on Industrial Engineering
and Applications, 2019a. doi:10.1109/IEA.2019.8714850.

Paper C is concerned with both investigating and compensating for the neg-
atively biased broiler weight measurements experienced onwards of day 15-21
mentioned in Section 2.1.3, which is a widely known and unsolved problem
in state-of-the-art industrial broiler production. Paper C extends Paper A
and Paper B by introducing and emphasizing the accurately measured broiler
slaughter weight during training of the dynamic neural network model. The
slaughter weight forecasting standard error is reduced from 162.4g to 65.4g on
more than 4.5 years of state-of-the-art industrial production data. This paper
furthermore provides insight into effective algorithm settings.
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2.6.2 Optimization Study #1

Paper D
S. V. Johansen, J. D. Bendtsen, and J. Mogensen. “Broiler growth
optimization using optimal iterative learning control”. Proceedings
of the American Control Conference, 2019b.

Paper D presents the first recorded attempt at optimizing FCR using norm op-
timal ILC, as it has been especially developed for systems that make repeated
executions of the same finite duration task, in combination with the data driven
model from Paper B. The proposed method regulates broiler weight and feed
uptake using broiler house temperature under state-of-the-art production con-
ditions.

Practical results of 4 trials obtained over 6 months of testing from a state-
of-the-art broiler house with 40,000 broiler per trial is presented. A normalized
maximum decrease in required feed of 2.5% is obtained over the two first trials,
which is quite promising, but the subsequent 2 trials resulted in worse FCR, as
the reference temperature could not be maintained. More trials are required.

2.6.3 Optimization Study #2

Paper E
S. V. Johansen, M. R. Jensen, B. Chu, J. D. Bendtsen, and
E. Rogers. “Broiler growth optimization using norm optimal termi-
nal iterative learning control”. Proceedings of Control Technology
and Applications, 2018.

Paper E presents a modified ILC algorithm that is more suitable for data driven
broiler optimization based on point to point norm optimal ILC and the model
from Paper B. It is formulated as a descend type algorithm to cope with
the uncertain nature of the data driven model, and the reference is altered to
automatically maximize the terminal broiler weight, i.e., slaughter weight.

To evaluate the proposed algorithm in simulation, especially considering
the 6 months testing time required in Paper D, a heuristic broiler growth
model based on the knowledge of a broiler application expert is formalized. An
extensive simulation study shows that the proposed broiler weight algorithm
maximizes the terminal broiler weight.
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Paper F
S. V. Johansen, M. R. Jensen, B. Chu, J. D. Bendtsen, J. Mogensen,
and E. Rogers. “Broiler FCR optimization using norm optimal
terminal iterative learning control”. IEEE Transactions on Control
Systems Technology, 2019d. In review.

Paper F extends Paper E and Paper C. The terminal FCR is minimized com-
pared to maximizing terminal weight in Paper E, of which feed uptake is added
to the heuristic broiler model. The model from Paper C is used, of which a
crude weight bias model is added to the heuristic broiler model.

An extensive simulation study shows that the proposed broiler weight al-
gorithm can minimize terminal FCR, although, the weight bias is found to sig-
nificantly impair convergence despite the compensation proposed in Paper C.
Through simulation, it is demonstrated that iterative searching strategies, e.g.
ILC, are required for broiler FCR minimization. The proposed method reduced
feed consumption by 1.4% (non-normalized) on the same locations as Paper E.

A combined total improvement of 3.8% is obtained for both Paper D and
Paper F – corresponding to a yearly saving of 8.500e and 26.7 tones of broiler
feed per broiler house.

In the following two chapters, a summary of the contributions of
this study is presented.
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This chapter provides an overview of the data driven broiler mod-
eling efforts detailed in Paper A, Paper B and Paper C.

3.1 Mutual Information-based Input Variable Selection

3.1.1 Information Theory

The information entropy of the random variable X is given by

H(X) = −∫
X
p(x) ln p(x)dx, (3.1)

and is a measure of how much information is contained by X. Note that this
measure extends to multivariate inputs as well, in which case it is a measure
of the collective information of all variables. The mutual information I(X;Y )
is the reduction in uncertainty with respect to the random variable Y due to
the observation of the random variable X, and is given by

I(X;Y ) = −∫
Y
∫
X
p(x, y) ln p(x, y)

p(x)p(y)
dxdy. (3.2)

Alternatively, it can be regarded as the amount of information X provides about
Y, and vice versa. It can be shown to be a function of the linear correlation
coefficient RXY ∈ [−1; 1] in case of linear and Gaussian distributed inputs given
by

I(X;Y ) = −1
2

ln(1 −R2
XY ). (3.3)

However, mutual information is more robust due to its insensitivity to noise
and data transformations, i.e. nonlinearity [May et al., 2011]. Through resub-
stitution (3.1) and (3.3) can be estimated by

Ĥ(X) = − 1
n

n

∑
k=1

ln f̂X(X[k]) and (3.4a)

Î(X;Y ) = 1
n

n

∑
k=1

ln f̂X,Y (X[k], Y [k])
f̂X(X[k])f̂Y (Y [k])

, (3.4b)

where f̂X(⋅) and f̂Y (⋅) are the estimated marginal probability density func-
tion (PDF) of X and Y , respectively, and f̂X,Y (⋅, ⋅) is the estimated joint
PDF of X and Y [Beirlant et al., 1997]. Intuitively, the nominator of (3.4b)
equals the denominator if X and Y are uncorrelated, as f̂X(X[k])f̂Y (Y [k]) =
f̂X,Y (X[k], Y [k]), and consequently does not add any new information, as
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ln 1 = 0. With X = {X1, . . . ,Xi}, Y = {Y1, . . . , Yj} and x ∈ Ri the notation for
multivariate mutual information and i-variate joint density estimation is

I(X;Y ) ≜I(X1, . . . ,Xi;Y1, . . . , Yj) and
f̂X(x) ≜f̂X1,...,Xi(x1, . . . , xi).

The partial mutual information (PMI) is a measure of the information be-
tween two variables X and Y , excluding the information from a third variable
Z. It can be regarded as a measure of how much mutual information is not
explained by Z, which is useful for determining if an input variable provides ad-
ditional information about an output variable. In terms of mutual information
and information entropy it is given by:

I(X;Y ∣ Z) = I(X;Y,Z) − I(X;Z) (3.5)
=H(X,Z) +H(Y,Z) −H(X,Y,Z) −H(Z)

The relationship between information entropy, mutual information and par-
tial mutual information is visualized on Figure 3.1.

3.1.2 Kernel Density Estimation

Kernel density estimation is employed to calculate the joint PDFs in (3.4). The
d-variate Gaussian kernel density estimator (KDE) can be formulated by

f̂X(x) = 1
n

n

∑
k=1

KH̄(x −X[k]) with (3.6a)

KH̄(y) =
K(H̄−1

y)

det{H̄}
and (3.6b)

K(z) = 1
√

(2π)d
exp(−1

2
zT z). (3.6c)

Where (3.6a) and (3.6b) are the multivariate parzen window with x, y, z ∈ Rd,
H̄ ∈ Rd×d being the kernel bandwidth or smoothing matrix, n is the number of
samples in the known data X ∈ Rd×n, and X[k] ∈ Rd denotes the k’th sample
of X. In this work the generalized Scott’s rule[Wolfgang Härdle and Werwatz,
2004, pp. 73] is used. It is given by

H̄ = Σ1/2 h̄S with h̄S = n−1/(d+4), (3.7)

where Σ ∈ Rd×d is the covariance matrix of the known data X ∈ Rd×n and
h̄S ∈ R. Furthermore, (3.6c) is known as the multivariate Gaussian kernel
density function. The full expression for (3.6) equals

f̂X(x) =
n

∑
k=1

exp(− 1
2(x −X[k])T (h̄2

SΣ)−1(x −X[k]))

n
√

(2π)d det(h̄2
SΣ)

. (3.8)

Applying it on a dataset is illustrated on Figure 3.2.
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3.1. Mutual Information-based Input Variable Selection
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Figure 3.1: Venn diagram representation of MI and PMI.

−2 −1 0 1 2
−2

−1

0

1

2

x

y

Input data

−2 −1 0 1 2

−2

−1

0

1

2

x

y
Kernel Density Estimation

0

0.05

0.1

0.15

0.2

Figure 3.2: The estimated probability density distribution f̂X,Y (x, y) given by (3.8) of
two correlated variables x and y. The linear correlation coefficient is -0.005 in this case,
suggesting that x and y are very close to being uncorrelated. The KDE represents the
underlying correlated distribution significantly better in this case. The Mutual Information
Î(x;y) = 0.204 given by (3.4b), suggesting that information of y can be obtained from x, as
the 95% critical value for Gaussian noise with n = 400 samples equals 0.0567 [May et al.,
2008a].

3.1.3 Input Variable Selection (IVS)

The task of progressively selecting input variables can be formulated as fol-
lows. Let X denote the set of lagged input candidates, S = {S1, . . . , Sm−1}
the (m − 1) previously selected lagged inputs with S ⊆ X and Y being the
target output. The m’th lagged input candidate with most new information is
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Chapter 3. Data Driven Broiler Modeling

selected according to

Sm = arg max
C∈X/S

I(C,S;Y ) = arg max
C∈X/S

I(C;Y ∣ S). (3.9)

This is repeated until Sm provides no significant new information about Y ,
and Sm is not added to S. Originally, the 95 percentile critical bootstrap value
was used to estimate a termination threshold, but since it is computationally
heavy [May et al., 2008b] compared alternatives. Termination criterias based
on the Akaike Information Criterion, modified Hampel outlier test and PMI
lookup table based on Monte Carlo simulations of normally distributed noise
for different sample sizes were compared. Satisfactory results are obtained
using the 95-percentile tabulated PMI as depicted on Figure 3.3, but it should
be noted that [May et al., 2008b] found that this method gives biased values
for non-Gaussian distributed inputs. Realizing that this table is approximately
log-log linear in the number of samples n, the following approximation is found
(See Figure 3.3):

Î(95)(n) = 1.7134 ⋅ n−0.518 (3.10)

102 103

10−1.5

10−1

10−0.5

Number of samples n [·]

Î
95

(n
)

Tabulated Î(95)(n) 1.71 n−0.518

Figure 3.3: Tabulated PMI and an approximation [May et al., 2008b].

Calculation of (3.9) requires estimation of an (m + 1) dimensional PDF
using (3.8), and is therefore increasingly dependent on the data quality for
larger m – both in terms of number of samples and increasing data sparsity in
higher dimensional spaces. This phenomenon is called the curse of dimension-
ality. Hence, calculation of higher order MI is not preferred, as no data quality
guarantees can be made for broiler production.

3.1.4 Regression based PMI

This method is taken from [May et al., 2008b] and uses the KDE based con-
ditional expectation known as the Nadaraya-Watson estimator for regression.
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3.1. Mutual Information-based Input Variable Selection

It is the regression of Y given the observed X, denoted by E[Y ∣X], where the
j’th sample is calculated by

E[Y ∣X =X[j]] = 1
n

∑nk=1 Y [k]KH̄(X[j] −X[k])
∑nk=1KH̄(X[j] −X[k])

. (3.11)

For simplicity, the removal of known “information” through regression of the
elements of B from the variable A is written as

M(A ∣B) = A −E[A ∣B].

The key idea behind this method is to estimate the partial mutual infor-
mation by removing the known mutual information from the selected inputs
through successive regression. Let (⋅)i denote the i’th successive regression of
(⋅), then them’th iteration of the selected inputs S = {S1

1 , . . . , S
m−1
m−1} of Xk ∈X

equals

Xm
k =

⎧⎪⎪⎨⎪⎪⎩

M(Xm−1
k ∣Sm−1

m−1) m > 1
Xk m = 1

. (3.12)

Notice that Xm
k depends on up to m regressions – one for each previously

selected element of S. To demonstrate, X4
k is obtained from the following suc-

cessive regressions of the previously selected variables, {S3, S2, S1}, according
to:

X1
k =Xk S1

3 = S3 S1
2 = S2 S1

1 = S1

X2
k =M(X1

k ∣S1
1) S2

3 =M(S1
3 ∣S1

1) S2
2 =M(S1

2 ∣S1
1)

X3
k =M(X2

k ∣S2
2) S3

3 =M(S2
3 ∣S2

2)
X4
k =M(X3

k ∣S3
3)

Note that the first row contains the original values, and each subsequent row
is a regression based only on the previous row.

Using (3.12), the IVS problem formulated in (3.9) can be approximated by

Sm = arg max
C∈X/S

[I(C;Y ∣ S) ≈ I(Cm−1;Y m−1)], (3.13)

which has the benefit of only requiring 2-dimensional density function estimates
compared to the previous (m − 1). When implementing this algorithm, the
values of (⋅)m are calculated from (⋅)m−1 after Sm has been selected to avoid
unnecessary recalculation.
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Chapter 3. Data Driven Broiler Modeling

3.2 Dynamic Neural Network

3.2.1 Model

The particular type of dynamic neural network (DNN) model used in this work
can be classified as a discrete-time nonlinear ARMAX model given by

ŷ[k + 1 ∣ b, p,W] = N (Ŷ [k], U[k] ∣W) ∀p ≤ k (3.14a)
ŷ[k + 1 ∣ b, p,W] = y[k + 1 ∣ b] ∀k < p (3.14b)

with

U[k] = [u[k − n̄1 ∣ b]T ⋯ u[k − n̄Nn̄ ∣ b]T ]T

Ŷ [k] = [ŷ[k − m̄1 ∣ b, p,W]T ⋯ ŷ[k − m̄Nm̄ ∣ b, p,W]T ]T

where ŷ[k ∣ b, p,W] ∈ RNy is the model output at sample k ∈ Z+, initialized with
data from batch b ∈ Z at sample p ∈ Z+ with the NW model weights W ∈ RNW ,
y[k ∣ b] ∈ RNy is the measured output and u[k ∣ b] ∈ RNu is the measured input
at batch b and sample k, N ∶RNyNm̄ ×RNuNn̄ → RNy is a multilayer perceptron
model (MLP) model, U[k] ∈ RNuNn̄ is delayed values of the input vector u[k ∣ b]
corresponding to the Nn̄ ∈ Z+ elements of n̄ = {n̄1, . . . , n̄Nn̄}, and Ŷ [k] ∈
RNyNm̄ is delayed values of the past output vector ŷ[k ∣ b, p,W] corresponding
to the Nm̄ ∈ Z+ elements of m̄ = {m̄1, . . . , m̄Nm̄}. The sample number k and
initialization sample p for the model output ŷ[k ∣ b, p,W] is bounded by p ∈
[1;Ns,b] and k ∈ [p+1;Ns,b] where Ns,b ∈ Z+ is the number of samples in batch
b. This particular structure has been adopted to accommodate potentially long
propagation delays, while keeping the number of weights relatively low. Model
initialization occurs through (3.14b), where k is implicitly lower bounded by 1
for both y[k ∣ b] and u[k ∣ b].

The DNNmodelN is selected with one hidden layer with hyperbolic tangent
activation function in the hidden layer and linear activation function in the
output layer. In matrix-vector representation, (3.14a) is written explicitly as

ŷ[k + 1 ∣ b, p,W] =W o tanh(X + θh) + θo (3.16)

with

X =
Nm̄

∑
i=1

W h
y,iŷ[k − m̄i ∣ b, p,W] +

Nn̄

∑
j=1

W h
u,ju[k − n̄j ∣ b],

where Nh ∈ Z+ is the number of neurons in the hidden layer, X ∈ RNh , W o ∈
RNy×Nh is the output weights, W h

y,i ∈ RNh×Ny is the delayed output weights,
W h
u,j ∈ RNh×Nu is the delayed input weights, θh ∈ RNh is the hidden layer bias

and θo ∈ RNy is the output bias. A visual representation of (3.16) is depicted
on Figure 3.4.
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3.2. Dynamic Neural Network

n̄1
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ŷ[k + 1]
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ŷ[k]

Network
Delay
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Figure 3.4: Visual representation of (3.16) with one input and one output for simplicity.
Neurons are represented with blue circles, which contain an activation function and bias
each. Note that all incoming signals to a neuron are multiplied by a weight. The operator
z−1 produces a delay of 1 sample, while a blue box produce a delay equal to its number.

3.2.2 Input Variable Selection

Input variable selection is used to determine the structure of the DNN model
based on Section 3.1. In this context, let ũ and ỹ denote the set of potential
inputs and outputs for the batch indexes B. Similarly, let Nũ(B) and Nỹ(B)
denote the number of inputs and outputs of the batch indexes B.

The input candidates X are constructed from both the potential input
ũ ∈ RNũ(B) and output ỹ ∈ RNỹ(B) candidates from B according to

X = {ũi[k − k̃] ∣ k̃ ∈ [1;NL,ũ] ∧ i ∈ [1;Nũ(B)]} ∪⋯
{ỹi[k − k̃] ∣ k̃ ∈ [1;NL,ỹ] ∧ i ∈ [1;Nỹ(B)]} (3.17)

where ũi[k − k̃] or ỹi[k − k̃] denotes the i’th element of ũ or ỹ delayed by
k̃ ∈ Z+ samples, and NL,ỹ ∈ Z+ and NL,ũ ∈ Z+ denotes the maximum output
and input lag, respectively. This results in a total of NL,ũNũ(B) +NL,ỹNỹ(B)
candidates. When calculating the KDE from X using (3.8), data from all
batches are used simultaneously. To account for the largest lag, equivalent of
NL,max = max{NL,ũ,NL,ỹ}, the first NL,max samples are excluded from each
batch – resulting in a total of ∑b∈B(Ns,b −NL,max) samples.

A separate IVS for each ỹi ∈ ỹ is carried out, where IVS with Y = ỹi of the
potential candidates X from (3.17) is denoted iS. The overall IVS results in

S =⋃Nỹ(B)

i=1
iS, (3.18)

which is used to configure the DNN model given by (3.14a) as follows. The
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Chapter 3. Data Driven Broiler Modeling

resulting selected outputs and inputs used by the DNN model are given by

u = {ū ∈ ũ ∣ k ∈ [0;NL,ũ] ∧ ū[n − k] ∈ S} and (3.19a)
y = ỹ. (3.19b)

The input and output lags in (3.16) are given by

n̄ = {k̃ ∈ [0;NL,ũ] ∣ i ∈ [1;Nũ(B)] ∧ ui[k − k̃] ∈ S} (3.20a)
m̄ = {k̃ ∈ [0;NL,ỹ] ∣ i ∈ [1;Nỹ(B)] ∧ yi[k − k̃] ∈ S} (3.20b)

The weights W h
u,k̃

and W h
y,k̃

from (3.16) is configured as follows. Column i ∈
[1;Nu] of W h

u,k̃
with delay k̃ is non-zero if ui[k − k̃] ∈ S, and column i ∈ [1;Ny]

of W h
y,k̃

with delay k̃ is non-zero if yi[k− k̃] ∈ S. The weights W o, θo and θh are
always fully populated. For example, if the inputs indexed 1 and 3 are selected
with delay of j = 2, Nu = 4 inputs, Nh = 3 hidden neurons, then W h

u,j equals

W h
u,2 =

⎡⎢⎢⎢⎢⎢⎣

W1 0 W2 0
W3 0 W4 0
W5 0 W6 0

⎤⎥⎥⎥⎥⎥⎦
. (3.21)

3.2.3 Model Training

The model weights are found through training by solving

W(B, c) = arg min
W̃

∑
b∈B/c

Eb(W̃)
#B − 1

(3.22)

with

Eb(W̃) =
NP

∑
p=1

Ns,b

∑
k=Pp

∣∣y[k ∣ b] − ŷ[k ∣ Pp, b,W̃]∣∣22
Nr,b

+ ᾱ∥W̃∥2

Nr,b =
NP

∑
p=1

Ns,b

∑
k=Pp

Ny = NPNy(Ns,b + 1) −Ny
NP

∑
p=1
Pp

where W(B, c) ∈ RNW is the trained weights with the #B − 1 batch indexes in
B/c, batch c ∈ B is used for cross validation, W̃ ∈ RNW is the potential weights,
Nr,b ∈ Z+ is the total number of residuals in Eb ∈ R+ with batch index b, and
Ns,b ∈ Z+ is the number of samples in batch b. ∣∣⋅∣∣2 is the standard Euclidean 2-
norm. (3.22) is solved using the Levenberg-Marquardt optimization algorithm
by means of the Ceres Solver library [Sameer Agarwal and Others, 2015] – see
Paper B for details. Both the inputs and outputs are normalized to a mean
of 0 and standard deviation of 1 during training. The network weights W̃ are
initialized using the Nguyen-Widrow algorithm as explained in [Nguyen and
Widrow, 1990].
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3.3. Broiler Weight Forecasting

Each batch is divided into NP ∈ Z+ Sub-Batches with initial starting times
denoted by P = {P1, . . . ,PNP}, which tend to speed up training and decreases
the risk of converging to a poor local minima. Consequently, for each batch,
b ∈ B, NP sets of trajectories are generated with different initial conditions to
minimize, as illustrated on Figure 3.5, where each output sample is weighted
equally.
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Figure 3.5: Example of the Sub-Batch trajectories with Sub-Batch starting time at day
P = {0, 14}.

The last term of the cost function is a scalar regularization term punishing
the size of the NW system weightsW, where ᾱ ∈ R+ is the regularization weight.
The regularization weight ᾱ is determined iteratively through Bayesian Regu-
lation as described in [Burden and Winkler, 2008] – see Paper B for details.

Cross validation in combination with early stopping is applied to avoid over-
fitting and increase the models ability to generalize to inputs not present in the
training data. This is facilitated by selecting the model weights W̃ among all
training iterations with the smallest cost Ec(W̃) calculated with batch c ∈ B.
Note that this batch is only used for early stopping and not for training of W̃.
This type of cross validation could accurately be termed leave-one-batch-out
cross validation, but is a special case of the holdout cross validation method
– see [Arlot and Celisse, 2010] for a comprehensive review of cross validation
methods.

3.3 Broiler Weight Forecasting

This section describes how the DNN model is used for broiler weight forecasting
along with how the forecasts are evaluated.

Forecasting Trial Setup

The aim of forecasting trial t ∈ {1, . . . ,Nt} is to forecast future outputs p <
k < Ns,t from the present moment p ∈ Z+ throughout trial t, only based on
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Figure 3.6: Visual representation of how batches are selected for forecasting trial t. The
training and testing batches {NPB , . . . , t − 2} are used to train a model as described in
Section 3.2. When forecasting future outputs at the evaluation batch {t} ahead of the
present moment p < k, then substitute future inputs from the prediction batch {t − 1} are
used up to sample Ns,t−1 in the evaluation batch {t}.

past batches {1 −NPB , . . . , t − 1} with NBP preliminary batches prior to trial
t = 1. The batches are segmented into the following categories, as depicted on
Figure 3.6, and equals: evaluation batch {t}, prediction batch {t − 1}, testing
batche {t − 2}, and the remaining batches are denoted training batches {1 −
NPB , . . . , t− 3}. The training and testing batches are used to find the network
weights W through training. The latest training batch is used in an early
stopping setting to avoid over-fitting. In order to forecast future outputs on
the evaluation batch {t}, unknown future input values are required, of which
the prediction batch {t−1} inputs are used as substitute for sample k ≤ Ns,t−1.

3.3.1 Evaluation and Prediction Forecasting

When forecasting future outputs from sample p to sample k at trial t, then
future inputs u[k ∣ t] are required due to the dynamic model structure. To
alleviate this, the known “future” inputs from the past batch t − 1 is used as
substitute for the unknown future inputs for batch t by modifying (3.14) to

ŷ∗[k + 1 ∣ t, p,W] =
⎧⎪⎪⎨⎪⎪⎩

N (Ŷ ∗[k], U∗[k] ∣W), p ≤ k
y[k + 1 ∣ t], k < p

(3.23a)

u∗[k ∣ t] =
⎧⎪⎪⎨⎪⎪⎩

u[k ∣ t − 1] p < k
u[k ∣ t] k ≤ p

(3.23b)

with

U∗[k] = [u∗[k − n̄1 ∣ t]T ⋯ u∗[k − n̄Nn̄ ∣ t]T ]T and

Ŷ ∗[k] = [ŷ∗[k − m̄1 ∣ t, p,W]T ⋯ ŷ∗[k − m̄Nm̄ ∣ t, p,W]T ]
T
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3.3. Broiler Weight Forecasting

where ŷ∗[k + 1 ∣ t, p,W] and u∗[k ∣ t] is the prediction forecasting output and
input. When forecasting using (3.23), i.e. ŷ∗[k + 1 ∣ t, p,W], it is denoted
prediction forecasting, and when using (3.14), i.e. ŷ[k + 1 ∣ t, p,W], it is denoted
evaluation forecasting. The key difference between (3.14) and (3.23) is the use
of u[k ∣ t − 1] in (3.23b), as it ensures that the unavailable u[k ∣ t] for p < k is
not used for forecasting – this is also explained on Table 3.1. Note that only
(3.14) is used for training, and that both evaluation and prediction forecasts
use the exact same model weights W.

Past
(k ≤ p)

Future
(p < k)

U t t

Y t ≈ t
(a) Evaluation

Past
(k ≤ p)

Future
(p < k)

U t t − 1
Y t ≈ t

(b) Prediction

Table 3.1: The objective is to forecast future outputs Y for p < k at trial t – denoted by
≈ t. Evaluation forecasting (a) unrealistically relies on future inputs U for p < k at trial t,
while prediction forecasting (b) realistically relies on past inputs U for p < k at trial t − 1.
The difference between the two methods has been highlighted with a gray box. Note that
both forecasting approaches rely on past inputs and outputs for initialization, i.e., U and Y
for k ≤ p.

As all inputs and outputs are not guaranteed to be present in all the batches
for trial t, up to NB ∈ Z+ potential batches are selected for the IVS algorithm
by maximizing

Bt = arg max
B̃

Nũ(B̃)Nỹ(B̃) min{#B̃,NB} + 1
max{B̃}−min{B̃}+1

s.t. B̃ ⊆ {1 −NPB , . . . , t − 2}
(3.25)

where Bt is the set of batches used for IVS and training of trial t, B̃ is a set of
potential batch indexes, Nũ(B̃) and Nỹ(B̃) are the number of potential inputs
and outputs with batch indexes B̃. As the broiler house naturally changes
over time, a forgetting factor is introduced by upper bounding the number of
potential training batches to NB through the term min{#B̃,NB}. The term

1
max{B̃}−min{B̃}+1 < 1 ensures that the most recent batches take priority if more
than NB potential batches can be selected, where min{B̃} is the smallest and
max{B̃} is the biggest index in B̃.

Ensemble forecasts are generated with Nm sub-models trained with dif-
ferent initial weights on the same training data denoted {W1(Bt, t − 2), . . . ,
WNm(Bt, t − 2)} , which requires batch t−2 to be selected. The ensemble eval-
uation and prediction forecasting mean of output index l ∈ Z+ are respectively
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given by

ˆ̄yl[k ∣ t, p] = 1
Nm

Nm

∑
i=1

ŷl[k ∣ t, p,Wi(Bt, t−2)] and (3.26a)

ˆ̄y∗l [k ∣ t, p] = 1
Nm

Nm

∑
i=1

ŷ∗l [k ∣ t, p,Wi(Bt, t−2)], (3.26b)

where Wi(Bt, t−2) is the i’th sub-model weight with batch indexes Bt and
early stopping applied on batch t−2. The ensemble model mean is used to
represent the “true” model output, as it is expected to be significantly more
robust against initialization effects.

Forecasting Evaluation Criteria

To evaluate the ensemble models’ forecasting ability throughout trial t, the fore-
casting evaluation and prediction root mean square error (RMSE) is calculated
for trial t and output l by:

Jl(t) =

¿
ÁÁÁÀ

Ns,t−1−1
∑
p=1

Ns,t−1

∑
k=p+1

∣∣yl[k ∣ t] − ˆ̄yl[k ∣ t, p]∣∣22
1
2Ns,t−1 (Ns,t−1 − 1)

(3.27a)

J ∗
l (t) =

¿
ÁÁÁÀ

Ns,t−1−1
∑
p=1

Ns,t−1

∑
k=p+1

∣∣yl[k ∣ t] − ˆ̄y∗l [k ∣ t, p]∣∣22
1
2Ns,t−1 (Ns,t−1 − 1)

(3.27b)

Where Jl(t) ∈ R+ is the evaluation forecasting performance of trial t, J ∗
l (t) ∈

R+ is the prediction forecasting performance of trial t, yl ∈ R is the l’th index
of y ∈ RNy , and the factor 1

2Ns,t−1 (Ns,t−1 − 1) is a normalization constant.
Furthermore, the impact of using substitute future inputs can be quantified by
the difference between ˆ̄yl[k ∣ t, p] and ˆ̄y∗l [k ∣ t, p], according to

JJ ∗
l (t) =

¿
ÁÁÁÀ

Ns,t−1−1
∑
p=1

Ns,t−1

∑
k=p+1

∣∣ˆ̄yl[k ∣ t, p] − ˆ̄y∗l [k ∣ t, p]∣∣22
1
2Ns,t−1 (Ns,t−1 − 1)

. (3.28)

The mean RMSE performance of all trials t ∈ {1, . . . ,Nt}, as depicted on Fig-
ure 3.7, is then calculated according to

M(Jl) =
1
Nt

Nt

∑
t=1
Jl(t), (3.29a)

M(J ∗
l ) = 1

Nt

Nt

∑
t=1
J ∗
l (t) and (3.29b)

M(JJ ∗
l ) = 1

Nt

Nt

∑
t=1
JJ ∗

l (t), (3.29c)
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whereM(Jl),M(J ∗
l ) ∈ R+ are the mean evaluation and prediction RMSE per-

formance, andM(JJ ∗
l ) ∈ R+ is the RMS evaluation and prediction forecasting

difference.

ˆ̄y∗l [k ∣ t, p]
Prediction Forecast

ˆ̄yl[k ∣ t, p]
Evaluation Forecast

yl[k ∣ t]
Measured

M(JJ
∗

l )

Evaluation and Prediction Difference

Prediction Forecasting
Performance
M(J

∗

l )

Evaluation Forecasting
Performance
M(Jl)

Figure 3.7: Overview of how (3.29) is related to (3.27) and (3.28).

Forecasting Procedure Summary

Forecasting trial t is carried out as follows:

1) Preselect up to NPB batches according to (3.25) from the prior batches
Bt ⊆ {1−NPB , . . . , t−3}.

2) Formulate ũ from Bt and X from ũ and ỹ. From each element in ỹ carry
out an IVS as described in Section 3.1 to calculate S using (3.18).

3) From S determine the MLP model N structure governed by {n̄, Wh
u,i, m̄,

Wh
y,j} as described in Section 3.2.2, and the inputs u and outputs y using

(3.19).

4) Train Nm sub-model weights {W1, . . . ,WNm} with different initial condi-
tions by minimizing (3.22) as described in Section 3.2.3.

5) Calculate the ensemble prediction forecast ˆ̄y∗l [k ∣ t, p] and evaluation fore-
cast ˆ̄yl[k ∣ t, p] for all initial samples p ∈ [1;Ns,t−1 − 1] and k ∈ [p+ 1;Ns,t−1]
using (3.26).

6) Calculate the mean prediction and evaluation forecasting RMSEM(Jl) and
M(J ∗

l ) given by (3.27), and the RMS evaluation and prediction forecasting
difference JJ ∗

l (t) using (3.28).

A visual overview of prediction forecasting is depicted on Figure 3.8.

3.3.2 Experimental Forecasting

This work is based on data gathered from a ≈20 year old state-of-the-art broiler
house located in the northern Denmark. A total of 29 batches are used, which
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p
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{1−NPB , . . . , t−3}
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using (3.25)

Apply IVS and Calculate St
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u,i, m̄, W
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{W1, . . . ,WNm}

Train Model Weights
using using (3.22)

Prediction Forecast
ˆ̄y∗[k ∣ t, p] ∀p < k ≤ Ns,t−1

using (3.26b)

Past
k ≤ p

Future
p < k

Cross Validation

Figure 3.8: Visual overview of prediction forecasting. For evaluation forecasting replace
ˆ̄y∗[k ∣ t, p] from (3.26b) with ˆ̄y[k ∣ t, p] from (3.26a).

are collected over a period of 3 years and 4 months. Each batch contains 38155
broilers on average with standard deviation 2329.

The potential inputs to the model consist of the available environmental
variables for this broiler house: The measured inside temperature, outside tem-
perature and humidity, light intensity reference, ventilation demand, and heat-
ing demand. Note that measured CO2 was not included, as it was only present
in 8 of 29 batches. The model outputs consist of the available broiler behavior
indicators: the measured weight along with feed and water consumption per
bird.

A distinction is made between reference, demand and measured variables.
Reference variables are independent, demand variables are determined by a
deterministic entity like a controller outside the model, and measured variables
are dependent on the model process.

Method Configuration

A sample interval of 3 hours is used with the first sample at midnight (00:00)
on the first day regardless of the actual start time of the batch due to technical
limitations, which permits the time of day to be partially captured. The mean
value of the data within each sample period is used.
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3.3. Broiler Weight Forecasting

Satisfactory results are obtained with Nm = 64 sub-models and Nh = 7
hidden neurons in the hidden layer of the model. On average this results in 230
free model parameters across all trials. Similarly, good results are obtained
with NP = 5 sub-batch training start times at day P = {2,7,14,21,28} in (3.22).

As the data-quality cannot be guaranteed in broiler production, the num-
ber of selected variables and number of lags are deliberately limited – see
Section 3.2.2 for more details. A maximum of NB = 10 training and NPB = 11
preliminary batches are used – resulting in a total of Nt = 18 trials. As the IVS
is independently carried out for each of the outputs, a maximum of 18 lagged
inputs can be selected. Input and output lags up to NL,ũ = NL,ỹ = 16 samples
are considered – equivalent of 2 days. Furthermore, the search space of the
IVS, S, is restricted to 3 input classes (e.g. measured temperature) per output
where each input class ũ can have up to 2 lags.

3.3.3 Trial Data Analysis

To better understand the trial results the input and output variables are an-
alyzed, which are depicted on Figure 3.9. Emphasis is put on the difference
between what the model “knows” through training data, and the “unknown”
validation and prediction data. The IVS results for this trial are depicted on
Table 3.2 with rounded rectangles, which wont be commented on in the follow-
ing.

Input variables

The ventilation demand is negatively correlated with the temperature and hu-
midity. The intuition is that the broilers introduce both heat and water into
the air in the broiler house, increasing the temperature and humidity, which
are removed through ventilation.

A rule of thumb by the hatchery supplying the day old broilers is to keep
the temperature at ≈30 ○C in the beginning of the batch and decrement it by
1 ○C every 3 days until 20 ○C. The beginning temperature appears to be ≈4 ○C
offset in this case. A low degree of variation in temperature across all batches
is noted, compared to e.g. humidity. The overall measured temperature of
the prediction- and evaluation batch appear to have similar behavior as the
training and testing data. However, the prediction batch is on average ≈1 ○C
higher onwards of day ≈11.

The heating demand for the prediction and evaluation batch have signif-
icantly higher fluctuations onwards of day 15, which are caused by a below
average outside temperature. Lastly, note that the light intensity reference
data are quite spiky, which is caused by a light program emulating the day and
night cycle.
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Figure 3.9: The inputs and output data from the batches used in the most recent trial
t = Nt. The black shaded area denotes one standard deviation from the mean value. Each
batch contains 38155 broilers on average with standard deviation 2329.
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Output variables

Broiler weight is highly positively correlated with cumulative feed and water
consumption, as the two are necessary for both survival and growth of the
broilers. Bird weight has been reported by customers to be highly predictable
from feed and water consumption – supported by the fact that the three have
similar variations and behavior. Note that it is unknown if and when the farmer
has changed feed type for any of the batches.

The feed consumption is distinctly lower for the evaluation batch compared
to the training, testing and prediction data, but the measured broiler weight
and water consumption are within one standard deviation of the training and
testing data. For this reason, the prediction forecast is expected to be higher
than the evaluation forecast.

3.3.4 Input Variable Selection

In Table 3.2 a summary of all selected inputs, input lags and output lags is
depicted. In the following, the selection trends for each output is discussed.

Selected Lags S (% selected of all trials)
Y Relevant Potential Input Variables X 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Br
oi
le
r
W
ei
gh

t
In
pu

t

Measured Relative Humidity 28 22 11 0 17 0 6 22 28 11 17 17 6 6 0 0
Measured Temperature 0 0 6 6 11 6 6 6 0 0 0 0 0 6 0 0
Light Intensity Reference 22 0 0 0 0 6 28 0 0 0 0 0 0 0 0 0
Measured Outside Temperature 6 11 0 11 11 11 17 6 6 11 6 6 0 11 11 11
Ventilation Demand 17 6 11 22 11 0 11 22 17 0 6 17 6 0 22 11

O
ut
pu

t Broiler Weight 100 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Feed Consumption 39 11 6 0 0 6 0 11 11 0 22 11 39 11 17 17
Water Consumption 44 6 6 0 0 0 11 28 6 28 17 0 22 11 6 17

Fe
ed

C
on

su
m
pt
io
n

In
pu

t

Heating Demand 0 0 22 6 0 0 6 6 6 0 0 17 0 0 0 28
Measured Relative Humidity 11 11 22 11 6 33 11 17 11 0 11 11 0 0 0 0
Measured Temperature 11 6 22 6 0 0 0 0 0 0 0 0 0 0 0 0
Light Intensity Reference 11 0 0 0 0 0 0 11 6 0 0 6 11 11 6 17
Measured Outside Temperature 0 11 22 11 0 6 11 6 0 6 22 6 11 0 11 22
Ventilation Demand 17 0 22 0 6 6 11 0 0 0 6 6 11 0 6 0

O
ut
pu

t Broiler Weight 39 28 17 0 22 0 33 0 6 0 0 0 11 11 17 17
Feed Consumption 100 61 0 39 0 0 0 0 0 0 0 0 0 0 0 0
Water Consumption 100 50 0 39 0 0 6 0 6 0 0 0 0 0 0 0

W
at
er

C
on

su
m
pt
io
n

In
pu

t

Heating Demand 0 0 6 0 0 0 6 0 0 0 0 0 0 0 0 0
Measured Relative Humidity 6 17 6 6 0 11 11 6 0 0 6 6 6 11 0 6
Measured Temperature 11 0 6 6 0 0 0 0 0 0 0 0 0 0 6 0
Light Intensity Reference 44 0 6 0 0 0 0 44 11 0 0 0 0 0 0 6
Measured Outside Temperature 0 6 6 0 0 6 6 0 0 0 6 17 6 17 17 0
Ventilation Demand 39 0 17 0 0 11 11 11 0 6 28 6 0 0 0 6

O
ut
pu

t Broiler Weight 0 6 11 0 0 28 17 17 6 22 6 6 0 22 0 39
Feed Consumption 61 0 22 0 0 0 17 11 0 6 22 0 6 0 0 0
Water Consumption 100 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 3.2: Overview of the selected inputs, input lags and output lags for each of the Nt =18
trials. A separate IVS of the selected lags X resulting in the selected lags S is presented for
each output Y . The lags used in the most recent trial is marked with a solid black bars,
while trends are marked with shaded gray bars. Note that Light Intensity Reference was
only present in 12/18 tests.
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Broiler weight

The primarily selected inputs for the broiler weight are the measured relative
humidity, measured outside temperature and ventilation demand. The mea-
sured relative humidity appears to have a short and long horizon with lags at
0-2 and 7-11 – equivalent of “now” and a day ago (8 samples per 24 hour). The
measured outside temperature appears to have no clear trends in the selected
lags, which suggest a seasonal dependence rather than a dependence on outside
temperature. The ventilation demand also appears to have no clear trends, but
an argument for small clusters at around lag 0, 3, 7, 11 and 14 can be made
with a periodicity of ≈4 lags (12 hours).

The selected outputs for the broiler weight appear to be strongly correlated
with lag 0 and 1 of itself. It also appears to be dependent on the two other
outputs, either very recently at lag 0 and 1 or after lag 7.

Feed Consumption

The primary selected inputs for the feed consumption are the measured relative
humidity and measured outside temperature. The measured relative humidity
appears to be selected within the first 8 lags. Like the broiler weight input
selection, the measured outside temperature appears to have no clear trends.

The selected outputs for the feed consumption are primarily between lag 0
and 3 for both the feed consumption and water consumption. Broiler weight
appears to have a short term component between lag 0 and 6 and a long term
component between lag 12-15.

Water Consumption

The primary selected inputs for the water consumption are the ventilation de-
mand, light intensity reference and measured relative humidity. The ventilation
demand appears to have a weak trend between lag 0 and 11 – an argument can
be made for small clusters at lag 0, 2, 6 and 10. The light intensity reference
has a strong trend at lag 0 and 7, indicating a day rhythm as they are spaced
≈24 hours apart. The measured relative humidity appears to have no strong
trends, but it is likely that there are small clusters at lag 1, 5, 12 and 15.

The selected outputs for the water consumption appear to be strongly cor-
related with lag 0 and 1 of itself, like the broiler weight output. Broiler weight
appears to have a long term component between lag 5 and 15, possibly with
a small cluster at lag 7, 13 and 15. Feed consumption appears to have two
clusters, one between lag 0 and 2, and one between lag 6 to 10.

Other Trends

The measured temperature was not primarily selected for any of the outputs.
This might suggest that the temperature is in an optimum range for the ma-
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jority of the batches, as temperature has a strong influence on broiler growth.
Alternatively, this might be due to it being tightly controlled.

Heating demand was not primarily used for any of the outputs, but comes
quite close in feed consumption. Hence, heating demand might contribute little
to broiler forecasting.

3.3.5 Forecasting Case Study

A detailed forecasting case study of the most recent trial, t = Nt, is presented
in this section.

Weight Forecasting

Both the prediction and evaluation forecasts show good overall forecasting ca-
pability, in the sense that it tracks the measured output shape throughout the
batch – however, the model has a tendency to underestimate for all outputs.
Comparing the prediction and evaluation forecasts, ˆ̄yl[k ∣ t, p]− ˆ̄y∗l [k ∣ t, p], a dif-
ference of −8g broiler weight, 87g feed and 62ml water are observed – essentially
predicting a similar broiler weight for less feed and water. Comparing this with
the measured data of the prediction- and evaluation batch on Figure 3.9 at the
end of the evaluation batch, the evaluation batch produces the same amount
of meat with 3.8% less feed and 1.1% less water, which supports the previous
observation. This indicates that the model captures at least some of the dy-
namic interconnection between the two forecasts, as the climate conditions are
the only difference between the prediction and evaluation forecasts.

Weight on Day Forecasting

Currently, the broiler industry is particularly attuned to the broiler weight on
particular samples, e.g. samples equivalent of day 7, 14, 21 and 28, which
among others are used to determine when a batch is expected to be ready
for slaughter. Therefore the models’ ability to forecast the output at these
days from all prior samples is investigated, which is denoted weight on day
forecasting. The model output sample k is fixed, e.g. k = day 28, and the
forecasting horizon is determined through the variable initialization sample p,
i.e. p = day 7, for p < k. Note that this differs from traditional forecasting,
where p is fixed and k is variable.

Weight on day forecasting for trial t = Nt is depicted on Figure 3.10b. The
under-estimation trend is present when forecasting weight after day 14, as the
weight on day 7 and 14 forecasts show good agreement with the measured
weight. The weight on day 21 and 28 forecasts are underestimated when fore-
casting from before day ≈22, which is caused by a higher than average growth
in this period. To elaborate, between day ≈7 to ≈24 the broiler weight is more
than one standard deviation lower than the training and testing data, but it
is close to the mean broiler weight after day ≈24 – the ensemble model cannot
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explain this from the input data. This could be caused by biased broiler weight
measurements in this interval.

The evaluation and prediction forecasts resemble each other well in terms
of ensemble model standard deviation as the shaded area is similar for the two
forecasts, indicating that substitute input data from the previous batch can be
used to represent the ensemble standard deviation of the current batch despite
different ensemble model means.
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(a) Forecasting from p = day 14 to batch end. See Section 3.3.1 for details.
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Figure 3.10: The solid blue evaluation forecasts are generated with models initialized with
evaluation batch data and future inputs from the evaluation batch. The solid red prediction
forecasts are initialized with evaluation batch data, but with substitute future inputs from
the prediction batch. The blue traces use future input data from the current batch, and
the red traces use substitute future input data from the previous batch. The blue and
red bold lines are the ensemble model means, while the shaded areas denote the ensemble
standard deviation. Figure 3.10a depicts a single forecast from day p = 14 to the batch
end. Figure 3.10b aims at showing the weight forecast of Figure 3.10a for all start samples,
p, on specific days, k, marked with vertical solid black lines. The vertical dashed line on
Figure 3.10b marks the forecast on Figure 3.10a. The horizontal solid black lines show the
measured weight for that day.
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3.3.6 Trial Performance Evaluations

In this section the RMS forecasting error depicted on Figure 3.11 and Table 3.3
is analyzed. From Figure 3.11 no pattern for broiler weight and feed consump-
tion is present, but an argument could be made for a seasonal influence for the
water consumption with a period of ≈6 trials – equivalent to ≈1 year. This is not
a source of concern, as the main objective is broiler weight forecasting. Most
importantly, J ∗ appears to consistently track the trend of J , suggesting that
substituting unknown future inputs with inputs from a previous batch does not
degrade performance significantly. From the mean RMS forecasting errors from
Table 3.3, it can be concluded thatM(JJ ∗) ≠ 0 andM(J ∗) ≈M(J ) for all
outputs – see Figure 3.7 for clarification. This strongly suggests that using sub-
stitute future inputs in forecasting does not deteriorate forecasting performance
significantly, while simultaneously suggesting that the broiler house conditions
have a significant impact on the outputs, e.g., a RMSE difference of 2.7g in
the case of broiler weight forecasting. In conclusion, the method is shown to
be practically applicable to broiler weight forecasting and the achieved mean
forecasting RMSE of 66.8g is acceptable in state-of-the-art broiler industry.

Output Mean Forecasting RMSE
M(J ∗) M(J ) M(JJ ∗)

Weight [g] 66.8 64.1 35.5
Feed [g/bird] 90.2 87.8 63.6
Water [ml/bird] 185.8 169.2 133.2

Table 3.3: The mean prediction and evaluation forecasting RMSE along with their difference
are calculated using (3.29).

50



3.3. Broiler Weight Forecasting

2 4 6 8 10 12 14 16 180

100

200

R
M

SE
[g

]

Broiler Weight

J ∗ (t) (Prediction) J (t) (Evaluation) JJ ∗ (t) (Difference)

2 4 6 8 10 12 14 16 180

100

200

R
M

SE
[g

/b
ird

]

Feed Consumption

2 4 6 8 10 12 14 16 180

200

400

Trial t [·]

R
M

SE
[/

bi
rd

]

Water Consumption

Figure 3.11: Prediction and evaluation RMS forecasting error calculated using (3.27) and
(3.28) of all trials, where a dashed line is the mean from Table 3.3.
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3.4 Improved Slaughter Weight Forecasting

Automatic weighing pads are commonly used for weighing broilers, which re-
quire one or more broilers to physically stand on the pad to be measured. The
measured broiler weight is known to be negatively biased onwards of day 15-
21, although the exact mechanism behind this bias is not fully understood,
which has been partially corrected by introducing a heuristic time-dependent
correction factor – as discussed in Section 2.1.2. Note that a standard devia-
tion between the measured local weight and the slaughter weight of more than
100g, equivalent of 5% of the total slaughter weight, is not uncommon.

The slaughter weight is considered very accurate and is included by over-
riding the last measured local weight at sample k =Ns,b of each batch. Extra
emphasis is then placed on the slaughter weight at sample k =Ns,b in the cost
function, while samples onwards of Nφ ∈ Z+ are weighted less. A function
achieving the desired behavior is given by

φ(k) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1, k < Nφ
1 + (Ns,b −Nφ)(γ − 1), k = Ns,b
γ, otherwise

(3.30)

where φ∶Z+ → R is the cost shaping function, Nφ ∈ Z is the start cost shaping
sample number, and γ ∈]0; 1[ is the cost shaping weight. On Figure 3.12 an
example of (3.30) is depicted. Note that Pp ≤ Nφ for all p is required to avoid
changing the relative weighting of other variables, such as feed consumption,
as

1
Ns,b −Pp + 1

Ns,b

∑
k=Pp

φ(k) = 1
Ns,b −Pp + 1

Ns,b

∑
k=Pp

1 = 1.

Rewriting (3.22) to include the slaughter weight and the weight shaping
function φ(k) given by (3.30), results in

W∗(B, c,Nφ, γ) = arg min
W̃

∑
b∈B/c

E∗
b (W̃,Nφ, γ)

#B − 1
(3.31)

with

E∗
b (W̃,Nφ, γ) =

NP

∑
p=1

Ns,b

∑
k=Pp

Eb
Nr,b

+ ᾱ∥W̃∥2

Eb =
Ny

∑
i=1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣∣Γb − ŷi∣∣22 φ(k), k = Ns,b ∧ i = iw
∣∣yi − ŷi∣∣22 φ(k), k ≠ Ns,b ∧ i = iw
∣∣yi − ŷi∣∣22, otherwise

where yi = yi[k ∣ b] is the target output, ŷi = ŷi[k ∣ Pp, b, W̃] is the model output,
Γb is the slaughter weight of batch b, and iw is the index of the measured weight.
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Figure 3.12: Visualization of the cost shaping function φ(k) with Nφ =20, Ns,b =34 and
γ =0.5. The blue, green and red values correspond to a separate case of (3.30).

The ensemble forecasting model mean of trial t ∈ Z+ and output l ∈ Z+ for
the two algorithms are given by

ˆ̄yl[k ∣ t, p] =
Nm

∑
i=1

ŷl[k ∣ t, p,Wi(Bt,min{Bt})]
Nm

and (3.32a)

ˆ̄y∗l [k ∣ t, p,Nφ, γ] =
Nm

∑
i=1

ŷl[k ∣ t, p,W∗
i (Bt,min{Bt},Nφ, γ)]

Nm
, (3.32b)

where ˆ̄yl[k ∣ t, p] and ˆ̄y∗l [k ∣ t, p,Nφ, γ] are the ensemble forecasting mean of
the nominal and improved algorithm, Wi(Bt,min{Bt}) is the i’th trained sub-
model weight using the nominal algorithm (3.22), and W∗

i (Bt,min{Bt},Nφ, γ)
is trained using the improved algorithm (3.31). The cross validation batch or
testing batch, c, is determined as min{Bt} instead of t − 2.

3.4.1 Experimental Results

The data is from the same location as Section 3.3, but it includes the measured
slaughter weight in addition to 6 more batches – corresponding to a total of
more than 4.5 years of production data.

On Figure 3.13, the locally measured weight is compared with the measured
slaughter weight. In this case, the local measured weight has been quite nicely
corrected with the previously mentioned correction factor, as the mean error
is quite low. However, a standard error of 115.9g is quite significant, which
suggests that there is still room for improvements as the “behavior” constant
has not corrected the biased weight problem completely.

Note that compared to Section 3.3, both the heating rate and ventilation
rate are not included in this work, as excluding them results in more accurate
forecasts. This is caused by a mismatch between the future substituted inputs
from the prediction batch and the actual future values, sometimes resulting in
highly unrealistic scenarios.
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Figure 3.13: Comparison between measured local weight and slaughter weight, with mean
difference of 27.4g with a standard deviation of 115.9g, and median error of 45g.

Default Algorithm Configuration

The default configuration from Section 3.3 is unaltered unless specified, with
the aim of making the results somewhat comparable. It uses NB =10 training
batches, Nm =64 sub-models, Nh =7 neurons in the hidden layer, and NP =5
sub-batch training start times at day P ={2,7,14,21,28}. The sample interval
is changed from Ts =3 hours in Section 3.3 to Ts =12 hours to reduce training
time. In Section 3.3, 3 input variables were selected, which is reduced to 2 as
fewer input candidates are used.

Test Evaluation Criteria

The objective of this study is to investigate the proposed algorithm’s slaughter
weight forecasting ability. The forecasting RMSE of all Nt tests between the
slaughter weight Γt at sample Ns,t and the weight forecast at sample Ns,t from
the prior ∆ ∈ Z+ samples, i.e. p ∈ {Ns,t −∆, . . . ,Ns,t − 1}, is defined by

ˆ̄J∆ =

¿
ÁÁÁÀ

Nt

∑
t=1

Ns,t−1
∑

p=Ns,t−∆

(ˆ̄yiw[Ns,t ∣ t, p] − Γt)
2

Nt∆
(3.33a)

ˆ̄J ∗
∆ =

¿
ÁÁÁÀ

Nt

∑
t=1

Ns,t−1
∑

p=Ns,t−∆

(ˆ̄y∗iw[Ns,t ∣ t, p,Nφ, γ] − Γt)
2

Nt∆
(3.33b)

where ˆ̄J∆ is the forecasting RMSE of the nominal algorithm and ˆ̄J ∗
∆ is the

RMSE of the improved algorithm. Hence, it is possible to investigate forecast-
ing performance at different forecasting horizons, e.g. a 7 day horizon with a
sample interval Ts of 12 hours is obtained with ∆=14. Furthermore, the RMSE
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3.4. Improved Slaughter Weight Forecasting

between the measured local weight and the slaughter weight is calculated by

J0 =

¿
ÁÁÀNt

∑
t=1

(yiw[Ns,t ∣ t] − Γt)2

Nt
, (3.34)

which allows for comparison of the algorithm with the locally measured weight
used for training prior to slaughter.

Test Description

In the following, several tests are specified with the intention of providing
insights into effective configuration of the improved slaughter weight forecasting
algorithm. Each test explores the effect of one or two parameters by changing
it from the default configuration described in Section 3.4.1.

Test #1 investigates the effect of including the slaughter weight through the
weight shaping function as detailed in Section 3.4. The measured local
weight is used as a baseline through J1 with ∆=1. The statistical signif-
icance of using the improved algorithm is determined using an ANOVA-
factor analysis with 5% significance level of the residuals, i.e., ˆ̄y∗w−Γ. This
test assumes normally distributed variables, which are checked using the
Anderson-Darling normal distribution test with a 5% significance level.

Test #2 investigates different settings of the weight shaping parameters Nφ
and γ in (3.30). Setting Nφ =day {12, 15, 18, 21}, the aim is to determine
the bias onset – currently, it is believed to be around day 15-21. Setting
γ ={0, 0.1, 0.2}, the aim is to investigate the influence of γ.

Test #3 investigates the effect of different number of training batches NB ,
and subsequently the parameter-drift rate. NB =10 training batches has
been heuristically chosen – corresponding to ≈1.5 years of production
data.

Test #4 investigates the number of hidden neuronsNh, which has been heuris-
tically chosen to be Nh =7.

Test #5 investigates sample interval Ts, which has been heuristically chosen
to be 3 hours.

Note that multiple test-iterations can be combined to form a “steepest
descent”-like parameter optimization algorithm. Such an approach has only
been carried out for the two new parameters Nφ and γ in the following. An
exhaustive search is not practically feasible, as the test suite takes around 33
hours to complete.
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Test Results

The test results of the five test cases described in Section 3.4.1 are depicted on
Table 3.4.

Test #1 On Figure 3.14 a box plot of the slaughter weight prediction errors
for Test #1 with ∆=1 is depicted. It shows that the median measured weight
error is 50g with an interquartile range of 145g – suggesting that the measured
weight has a large variation. The nominal algorithm has a median weight
error of -154g and interquartile range of 100g – suggesting that the nominal
algorithm is highly negatively biased for slaughter weight forecasting. The
modified algorithm has a median weight error of -8g and interquartile range of
96g – suggesting that using the slaughter weight greatly increases the accuracy
of the algorithm but not necessarily the precision. Comparing the RMSE for
the most recent sample (∆=1) and last 7 days (∆=14) listed in Table 3.4 shows
that the improved algorithm is superior to both the measured local weight and
the nominal algorithm.

The Anderson-Darling test cannot reject that any of the residuals with ∆=1
of the three groups for Test #1 are normally distributed at a 5% significance
level. According to the ANOVA factor analysis, the means of all groups are
significantly different at a 5% significance level. The means of the nominal and
improved method is significantly different with a p-value of 0.044, which might
be susceptible to change with growing sample sizes.
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Figure 3.14: Box plot of Test #1 residuals of the measured weight J0, and both the nominal
algorithm ˆ̄

J1 and improved algorithm ˆ̄
J
∗

1 with ∆=1. See Section 3.4.1 for details.
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Type
Last Sample Last 7 Days
(∆=1) (∆=14)

Te
st

#
1 J0 106.5 106.5

ˆ̄J∆ 162.4 167.1
ˆ̄J ∗
∆

† 65.4 73.6

Nφ [Day] γ [⋅] ˆ̄J ∗1 [g] ˆ̄J ∗14 [g]

Te
st

#
2

12 0 75.0 76.7
12 0.1 90.0 89.6
12 0.2 90.8 88.5
15† 0† 65.4 73.6
15 0.1 83.2 91.1
15 0.2 93.4 90.8
18 0 71.1 76.2
18 0.1 85.4 87.3
18 0.2 89.2 91.8
21 0 77.6 83.6
21 0.1 88.6 94.0
21 0.2 95.6 96.6

NB [⋅] ˆ̄J ∗1 [g] ˆ̄J ∗14 [g]

Te
st

#
3

14 76.0 86.4
12 66.2 69.7
10† 65.4 73.6
8 77.7 84.6
6 65.3 77.0
4 116.8 150.5

Nh [⋅] ˆ̄J ∗1 [g] ˆ̄J ∗14 [g]

Te
st

#
4

11 73.0 79.1
9 72.0 78.6
7† 65.4 73.6
5 66.2 72.2
3 71.4 71.7

Ts [Hours] ˆ̄J ∗1 [g]

Te
st

#
5 24 90.7

12† 65.4
6 70.8
3 65.0

Table 3.4: Experimental test results. The colored circles denote the relative test score,
with green being the best and red the worst performing, while † denotes the default
configuration. Note that ∆ is the forecasting horizon in (3.33).
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Test #2 The best performing weight shaping parameters areNφ =15 and γ =0.
The best performing configurations with fixed Nφ uses γ =0, which makes sense
as it avoids discontinuous jumps between the slaughter weight and the measured
weight during training. If the shape of φ(k) was changed to monotonically
decrease from 1 to 0 between Nφ and Ns,t−1, then better performance might
be obtained. Similarly, the best performing configurations with fixed γ uses
Nφ =15, where a lower or higher value results in decreased performance. This
coincides nicely with the previously stated heuristic claim that the measured
broiler weight is biased onwards of day 15.

Test #3 The best choice of number of batches with ∆=1 and ∆=14 are
Nφ ={6, 10, 12}. As NB =4 produces significantly worse results than NB =6,
it is recommended to use more than 4 batches for training. Similarly, given
that NB =14 and NB =8 produce worse results, a NB around {10, 12} is recom-
mended because they consistently have good ˆ̄J ∗

1 and ˆ̄J ∗
14. However, as NB =6

has good performance, the valid range is expected to be between 6 and 12.
This result agrees well with the heuristic parameter drift claim discussed in
Section 3.4.1.

Test #4 The best choice of number of hidden neurons are Nh ={5, 7}, where
Nh =5 is better with a very short forecasting horizon and Nh =7 is better for a
longer forecasting horizon. Due to a similar performance it could be advanta-
geous to use Nh ≈ 5, as it reduce the maximal number of model parameters in
W from 248 to 178, before input selection is applied to reduce the input space.

Test #5 According to the test, the best choice of sampling interval are Ts ={3,
12} hours. Given a huge training time difference between the two, a sampling
interval of Ts =12 hours is preferred. However, a sampling interval of Ts =24
hours is not recommended.
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4 Broiler Feed Conversion Rate Optimization

This chapter provides an overview of the data driven broiler feed
conversion rate (FCR) optimization efforts detailed in Paper D,
Paper E and Paper F.

4.1 FCR Optimization using Iterative Learning Control

4.1.1 Iterative Learning Control

In super-vector notation, consider the plant with the tracking error given by

Yk(Uk) = PkUk +Kk and (4.1a)
Ek(Uk) = R − Yk(Uk), (4.1b)

with

Yk = [yk[Ns]T ⋯ yk[Ne]T ]
T ∈ RNY , (4.2a)

Uk = [uk[Ns]T ⋯ uk[Ne]T ]
T ∈ RNU and (4.2b)

R = [r[Ns]T ⋯ r[Ne]T ]
T ∈ RNY , (4.2c)

where (⋅)k denotes the k’th trial, Ns is the start sample, and Ne is the end
sample. Yk ∈ RNY , Uk ∈ RNU , R ∈ RNY and Ek ∶RNU → RNY are the super-
vector output, input, reference and tracking error. yk[n] ∈ RNy , uk[n] ∈ RNu
and r[n] ∈ RNy are the n’th output, input and reference. Note that NY =
Ny(Ne −Ns + 1) in the case of Yk. Pk ∈ RNY ×NU is the super-vector system
matrix, and Kk ∈ RNY is effects unrelated to the input Uk.

ILC aims at iteratively finding the next input sequence Uk+1 such that
the output sequence Yk+1 converges to the desired reference sequence R in k,
corresponding to

lim
k→∞

Yk+1(Uk+1) = R. (4.3)

Input constrained norm optimal ILC is used to calculate the next ILC input
Uk+1 by solving

Uk+1 = arg min
U

∥Ek(U)∥2
WE

+ ∥U −Uk∥2
W∆U

s.t. Cl ≤ U −Uk ≤ Cu
(4.4)

where ∥x∥Q =
√
xTQx is the weighted euclidean norm, U ∈ RNU is the opti-

mization variable, Cl ∈ RNU and Cu ∈ RNU are the lower and upper bounds on
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Chapter 4. Broiler Feed Conversion Rate Optimization

the ILC input change relative to the last input Uk, WE ∈ RNY ×NY is the output
error cost matrix, and W∆U ∈ RNU×NU is the input change cost matrix.

In the following, (4.4) is formulated as a quadratic minimization problem.
Rewriting the tracking error in terms of the input change, conveniently denoted
∆U = U−Uk, results in

Ek(U) = R − Pk [Uk +∆U] −Kk = Ek(Uk) − Pk∆U.

Grouping the cost function in (4.4) by ∆U and Ek(Uk) yields

∥∆U∥2
(PT
k
WEPk+W∆U )

+ ∥Ek(Uk)∥2
WE
− 2Ek(Uk)TWEPk∆U,

which can be reformulated as a quadratic minimization problem with con-
straints by

Uk+1 = Uk+ arg min
∆U

1
2∥∆U∥2

Q1
+QT2 ∆U

s.t. Cl ≤ ∆U ≤ Cu
(4.5)

with

Q1 = 2PTk WEPk + 2W∆U and
Q2 = −2PTk WEEk(Uk).

This problem can be solved by standard quadratic programming algorithms,
such as Matlab’s quadprog implementation. To get an idea of the solution of
(4.5) without constraints, the norm optimal ILC input change ∆U is solved for
in

0 =
d( 1

2∥∆U∥2
Q1

+QT2 ∆U)
d∆U

= Q1∆U +Q2,

resulting in the optimal solution given by

∆U = −Q−1
1 Q2 =

Lk³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
(PTk WePk +W∆U)−1

PTk WE Ek(Uk),

where 0 < PTk WEPk +W∆U of which 0 <W∆U and 0 <WE are imposed. Note
that apart from the definiteness, no particular structure is imposed on WE and
W∆U , hence, a different weight can be assigned to each sample.

The unconstrained solution of (4.5) has the shape of

Uk+1 = Uk +LkEk(Uk), (4.6)

and is known as an Arimoto type ILC feedback law. It is illustrated on Fig-
ure 4.1. According to [Xu, 2011], this relatively simple first order control law
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4.1. FCR Optimization using Iterative Learning Control

is adequate, even for highly nonlinear and uncertain systems. Assuming static
P , K and L, then

Ek+1(Uk+1) = R − Yk+1(Uk+1) = R − P Uk+1 −K
= R − P Uk −K − P LEk(Uk)
= (I − PL)Ek(Uk). (4.7)

Hence, to design an asymptotically stable ILC controller in the trial domain
k, the eigenvalues of the matrix (I − PL) must be inside the unit circle. The
fastest converging controller is obtained with L = P −1 [sung Ahn et al., 2006a],
which in the case of norm optimal ILC is obtained with WE = I and W∆U =
0. This makes intuitive sense as Ek+1(Uk) = (I − PP −1)Ek(Uk) = 0, i.e., it
converges in a single trial. Practical issues often arise when calculating P −1,
as P is often ill conditioned, large and non-invertible, which norm optimal ILC
does not suffer from to the same extend due to the regularization effect of the
weighting matrices WE and W∆U .

Ek(Uk) UkR
Lk Pk

Yk(Uk)Uk+1

Σ z-1

I

Σ
-

Kk

Σ

Figure 4.1: A graphical illustration of (4.1) and (4.6), where the ILC governed by (4.6) is
highlighted for clarity.

Dynamic Neural Network Super-Vector Model

The system matrix Pk required for calculation of (4.5) is calculated using the
data driven DNN model in Section 3.2 (Dynamic Neural Network). The train-
ing trials are selected according to Figure 4.2 by

Bk = arg max
B̃

Nũ(B̃)Nỹ(B̃) min{#B̃,NB} + 1
max{B̃}−min{B̃}+1

s.t. B̃ ⊆ {1 −NPB , . . . , k − 1}
(4.8)

where {1 −NPB , . . . , k − 1} is the only difference from Section 3.2. In this
context the ensemble data driven DNN model simulated from sample Ns with
data from trial k equals

ŷk[n] =
1
Nm

Nm

∑
l=1

ŷ[n ∣ k,Ns,Wl(Bk,max{Bk})], (4.9)
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Chapter 4. Broiler Feed Conversion Rate Optimization

Trial kBk ⊆ {1 −NPB , . . . , k − 1} Trial k + 1

Calculate P̂k ≈ PkDNN Model Training Next Trial

Figure 4.2: Visual segmentation of how training trials are selected and used.

where trial max{Bk} is used for cross validation during training of the model
weights Wl(Bk,max{Bk}). This is equivalent to evaluation forecasting in the
context of Section 3.3.1 (Evaluation and Prediction Forecasting).

The super-vector ensemble data driven model P̂k ≈ Pk required for (4.5) is
obtained by linearizing (4.9) along the trajectory of Uk using the first order
Taylor expansion

Yk(U) ≈ Ŷk + P̂k(U −Uk) = P̂kU + K̂k (4.10)

with

P̂k =
d Ŷ k
dUTk

∣
Uk

and K̂k = Ŷk(Uk) − P̂kUk

where U ∈ RNuNn is the super-vector input used in (4.1a). The data driven
model is retrained for every trial k. The implementation of (4.10) differs
slightly from the presented as detailed in Paper D.

4.1.2 Broiler FCR Optimization using ILC

The aim is to optimize broiler growth by minimizing the FCR as discussed in
Section 1.1 using the ILC algorithm presented in (4.5), which translates into
using less feed to produce the same amount of broiler meat. This requires a
suitable target reference R to be specified, which requires application specific
knowledge about broiler growth and feed uptake behavior.

The growth of the ROSS 308 broiler strain used in this study is described
by a third order polynomial by the manufacturer. The strategy is to fit a
third order polynomial to feed consumption and broiler weight of the output
data Yk denoted Y fit

k , which is “compressed” to emulate increased growth and
“stretched” to emulate decreased feed uptake. The benefit of this approach
is that it modifies the existing broiler behavior without forcing a “standard”
reference, which might be unrealistic.

Broiler Weight is maximized by compressing it 1% and feed consumption
is minimized by stretching it 1%. The reference is only generated at the first
trial instance, k = 1, to investigate convergence properties of the ILC algorithm,
resulting in the reference at sample n given by

R[n] = [Y
fit
0, weight[n ⋅ 1.01]
Y fit

0, feed[n ⋅ 0.99] ] (4.11)
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where Y fit
0, weight and Y fit

0, feed is the third order weight and feed consumption
polynomial.

Algorithm Configuration

The algorithm is configured identical to Section 3.2 (Dynamic Neural Network)
unless specified. The DNN model output variables, ŷk[n], equal: weight, cumu-
lative feed consumption, and water consumption – only weight and cumulative
feed consumption are used by the ILC algorithm Yk. The DNN model input
variables, uk[n], prior to IVS equal: inside temperature, humidity, outside
temperature, heating rate, light intensity, CO2, day number, and ventilation
rate – only inside temperature is used by the ILC algorithm Uk. The algorithm
uses a sample interval of 24 hours. The input variable selection algorithm is
configured to find up to 2 delays among the set {0, 1, 2}. Furthermore, up to
3 significant input variables are selected from the input candidate list.

The input constraints Cl and Cu used in (4.5) are formulated as follows.
The intended function of this feature is to limit the amount of input change
in case of a poor model. Given that broilers are more sensitive to temperature
changes early in the batch

cu[n] = cs +
ce − cs
Ne −Ns

⋅ (n −Ns) and (4.12a)

cl[n] = −cu[n], (4.12b)

where cu[n] is an upper bound at sample n, cl[n] is a lower bound at sample
n, cs is the upper bound at sample Ns, 0 < cs is the constraint at Ns while
0 < ce is the constraint at sample Ne.

The input constraints for the temperature is conservatively set to Ns = day
0, Ne = day 34, cs = 0.5 ○C and ce = 2 ○C. An example of this is depicted on
Figure 4.3.
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Figure 4.3: Example of temperature constraints with Ns = day 0, cs = 0.5 ○C, Ne = day 34
and ce = 2 ○C. The last input corresponds to Uk[n], and the input constraints correspond to
Uk[n] + cu[n] and Uk[n] + cl[n].
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The norm optimal ILC weight matrices given by W∆U and WE are selected
to be constant diagonal matrices for simplicity using Bryson’s rule according
to

W∆U = diag(W∆U [Ns], ⋯, W∆U [Ne]) and (4.13a)
WE = diag(WE[Ns], ⋯, WE[Ne]) (4.13b)

with

W∆U [n] = (1 ○C)−2 and

WE[n] = diag((12.5g)−2
, (1.6 ⋅ 12.5g)−2),

where the constant 1.6 is a fairly common feed conversion ratio and the 12.5 g
weight cost is heuristically chosen.

Normalized Performance Index

It is a long standing problem for the broiler industry to measure broiler weight
accurately onwards of day 15-21 as discussed in Chapter 1 (Introduction). For
this reason, the slaughter weight reported by the slaughter house is used to
evaluate the performance of the algorithm, as it is an accurate sample mean
produced by weighing all broilers. Note that the amount of feed is known to be
accurately measured. Because the batches have different durations and slaugh-
ter weight, they are normalized by calculating the FCR at day 34, denoted
FCR@34 for convenience, using

JFCR,34(yf , yw, t) =
(yf − kf)34 days + kf t
(yw − kw)34 days + kwt

, (4.14)

where yf ∈ R+ is the average feed consumed per broiler, yw ∈ R+ is the average
slaughter weight, t ∈ R+ is the slaughter age in days, and kw = −1.110 kg
and kf = −3.081 kg are correction factors. This expression is created using
official regression formulas used by the Danish broiler industry[Det Danske
Fjerkæraad, 2013, pp. 85].

Algorithm Summary

Starting with k = 1, the Broiler ILC algorithm to calculate the next input Uk+1
from the measured output Yk(Uk) is as follows:

1) Calculate the target reference R as described in Section 4.1.2.

2) Train Nmodels DNN models according to Section 3.2 (Dynamic Neural
Network) using the algorithm configurations in Section 4.1.2.

3) Calculate the ensemble data driven system matrix ˆ̃Pk in (4.5) as described
in (4.10).
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4.1. FCR Optimization using Iterative Learning Control

4) Calculate the next input Uk+1 using the algorithm in (4.5), the constraints,
target reference calculated in 1) and the weight matrices as described in
Section 4.1.2.

5) Get approval from a broiler application export and the farmer, then apply
Uk+1 to batch k + 1.

6) Record slaughter weight on completion of batch k + 1 then k ← k + 1 and
goto step 2).

4.1.3 Experimental Results

A total of 4 trials where carried out on a state-of-the-art broiler house located
in northern Denmark between September 2017 and March 2018, corresponding
to almost 6 months of testing. The 10 most recent batches prior to the test are
used for comparison, which are denoted pretest in the following.

The results from the house is depicted on Figure 4.4. Due to extraordinarily
cold weather the heating system could not cope sufficiently in batch k ∈ {3, 4}.
The measured temperature is depicted on the bottom left of Figure 4.4, where
batch k = 3 has a distinct negative spike at day 10 of 5 ○C, and batch k = 4 has a
small spike of 3 ○C at day 4 and an offset of 2-3 ○C from the reference onwards
of day 20. A broiler application expert considers this difference significant,
especially in the beginning of the batch where the broilers are most sensitive
to temperature deviations, hence, these batches are discarded when evaluating
the proposed algorithms performance.

Trial k ∈ {1,2} progressively converge towards the reference R, as intended,
where k = 2 is very close. This convergence behavior is unrealistic, as it is
expected to asymptotically converge toR – this is, however, caused by a positive
weight measurement bias as discussed previously. The FCR for k ∈ {1, 3, 4}
are all quite close to the pretest mean.

The “stretching”-based reference generating strategy appears to be applied
on a particularly high performing batch, k = 0, which means that the ILC
algorithm favors a heavier broiler with more feed compared to the pretest mean.
This is not considered an issue, however, it is unexpected that FCR is lowered
by increasing the feed uptake. The measured broiler weight is high for k ∈
{1, 2}, while the feed consumption only increases for k = 1.

In Table 4.1 the normalized test results are depicted. The FCR@34 is
slightly worse for batch k = 1 with an FCR@34 increase of 0.013, which is
within a standard deviation of the pretest mean. Batch k = 2 has a 0.025
lower FCR@34 compared to the pretest mean, corresponding to almost 2 stan-
dard deviations, which appear very promising. Hence, the trend appears to be
negative from the first two batches, exactly as desired, but further testing is
required to evaluate the performance of the proposed method.
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Figure 4.4: Results of applying the proposed ILC algorithm. The reference R is generated
as described in Section 4.1.2.
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FCR@34 [⋅] Note
Pretest 1.486 ± 0.017 mean ± std
R 1.445 (-0.043)

k = 1 1.499 ( 0.013)
k = 2 1.461 (-0.025)
k = 3 1.544 ( 0.058) Discarded
k = 4 1.549 ( 0.063) Discarded

Table 4.1: Normalized Experimental Results. The pretest batches consists of 10 prior
batches before the test, where (⋅) denotes the relative value to the pretest mean.

4.2 FCR Optimization using Terminal Iterative Learning
Control

4.2.1 Heuristic Broiler Growth Model

The heuristic broiler FCR model developed in this section is used to test the
data driven broiler growth optimization algorithm developed in Section 4.2.3 in
a simulation environment prior to experimental tests. Only past growth model
data, and not the growth model, is used for control synthesis, which would also
be the case under real production conditions. The objective is to represent ba-
sic broiler growth behavior in an industrial state-of-the-art broiler production,
which is based on the experience and knowledge of a broiler application expert.

The model’s primary objective is to asses the algorithm’s ability to itera-
tively learn a unique time series of broiler state dependent temperature inputs
that minimizes the terminal broiler FCR, while simulating reduced growth for
both negatively- and positively suboptimal temperature inputs. Such a broiler
growth model can be represented by the discrete time dynamic nonlinear model

[xm[n + 1]
xf [n + 1]] = [xm[n]

xf [n]
] + Ts[

G(u[n], xm[n])
Rf(xm[n]) ], (4.15a)

[zw[n]
zf [n]

] = [Rw(xm[n])
xf [n]

] and (4.15b)

[yw[n]
yf [n]

] = [zw[n]
zf [n]

] + [qw[n] + qw,bias[n]
qf [n]

] (4.15c)

with initial conditions xm[Ns] = xf [Ns] = 0 and measured slaughter weight
Γ = zw[Ne], where xm[n] ∈ R+ is the broiler maturity in “effective growth
days”, zw[n] ∈ R+ is the true broiler weight, yw[n] ∈ R+ is the measured broiler
weight, xf [n] ∈ R+ is the cumulative feed consumption, zf [n] ∈ R+ is the
true cumulative feed consumption, yf [n] ∈ R+ is the measured cumulative feed
consumption, u[n] ∈ R is the temperature input, and Ts ∈ R+ is the sampling
interval in days. Under production conditions the temperature input u[n] is
a reference for the climate control system, which for simplicity is assumed
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to achieve perfect tracking. In (4.15a), the smooth maturation rate function
G∶R×R+ → [β,1] where β ∈ [0,1[ is the worst case broiler growth rate. Finally,
Rw ∶R+ → R+ and Rf ∶R+ → R+ are smooth and strictly increasing functions
mapping the broiler maturity xm[n] into broiler weight and feed consumption,
qw[n] ∈ R is the weight measurement noise, qw,bias[n] ∈ R is the weight bias,
and qf [n] ∈ R is the feed measurement noise.

The growth and feed consumption of the widely used ROSS 308 fast growing
broiler strain are described by the manufacturer in [Aviagen, 2014a, pp. 3] by

Rw(t) =
−18.3 t3 + 2.2551 t2 + 2.9118 t + 54.739

1000
and (4.16a)

Rf(t) =
21.9 ⋅ 10−6 t4 − 4.232 ⋅ 10−3 t3 + 0.206 t2 + 2.02 t + 11.6

1000
, (4.16b)

where Rw(t) ∈ R+ is the broiler weight reference in kg, Rf(t) ∈ R+ is the broiler
feed uptake reference in kg/day, and t ∈ [0,59] days is the time in “effective
growth days”. Expressing broiler weight Rw(xm[n]) and broiler feed uptake
Rf(xm[n]) in terms of the broiler maturity in “effective growth days” through
xm[n] results in realistic weight and feed uptake behavior, as it accurately
captures the nonlinear nature of broiler growth.

A modified normal distribution is an appropriate representation for the
maturation rate function G, as it has a unique maximum, and the standard
deviation can easily be tuned to design how sensitive G is to temperature errors.
Specifically

G(u[n], xm[n]) = β + (1 − β) exp
⎧⎪⎪⎨⎪⎪⎩

ln(α + β − 1
β − 1

)[u[n] − ū(xm[n])
σu

]
2⎫⎪⎪⎬⎪⎪⎭
, (4.17)

where ū(xm[n]) is the temperature maximizing G, G(ū(xm[n]), xm[n]) = 1,
and σu ∈ R+ is the constant temperature sensitivity. The temperature sensi-
tivity is the temperature input error, u[n]− ū(xm[n]), resulting in a decreased
maturation rate of α – corresponding to G(ū(xm[n]) ± σu, xm[n]) = 1−α with
α ∈]0,1−β[. The intention is to allow the broiler application expert to heuristi-
cally specify the decreased growth rate for a specific temperature error. In Fig-
ure 4.5, the components of the maturation rate function G are shown.

The optimal temperature profile is unknown in the industry, but typical
temperature profiles for the ROSS 308 fast growing broiler transition almost
linearly between the initial temperature of ūs = 34 ○C at day ts = 0 to ūe = 21
○C at day te = 34. This corresponds to a temperature drop of (ūe − ūs), which
is modeled as proportional to the maturity xm[n] as

ū(xm[n]) = ūs +∆Txm[n] with ∆T = ūe − ūs
te − ts

. (4.18)

Consequently, the optimal temperature at sample n depends on xm[n − 1],
which, in turn, depends on all prior inputs.
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ū(x[n])
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Figure 4.5: Visualization of the maturation rate function G(xm[n], u[n]) for xm[n] = 0
with worst case broiler growth rate β = 0.85, α = 0.05, maximizing input ū(xm[n]) = 34 [

○C]

and temperature error sensitivity σu = 0.75 [
○C].

The weight bias term qw,bias[n] was investigated in Section 3.4 (Improved
Slaughter Weight Forecasting) and found to cause terminal weight measure-
ment errors, ỹw − z̃w, with −27.4g mean and 115.9g standard deviation through
comparison with the accurately measured slaughter weight. The weight bias
onset was found to occur around day 15, which is heuristically assumed to in-
crease linearly from zero at day 15 to Qbias ∼ N (−27.4g, 115.9g) at the terminal
sample and hence

zw,bias[n] =
⎧⎪⎪⎨⎪⎪⎩

nTs−15
NeTs−15Qbias, 15 < nTs
0, otherwise

, (4.19)

where Qbias is constant throughout each simulation as shown in Figure 4.6a.
In Section 3.4 it was found that using the measured slaughter weight, i.e. the
terminal broiler weight, reduces the weight bias effect for broiler weight predic-
tion on real broiler production data.

The noise terms qw[n] and qf [n] are found by analyzing the frequency
spectrum of production data from the experimental test site. As broiler weight
is a smooth function of time, the “true” broiler weight is approximated by
a second order polynomial ŷw,pol,2 between day 3 and 15, where the weight
measurement yw is expected to be the most reliable. The fit errors, yw−ŷw,pol,2,
of 36 batches from the experimental test site are shown in the top plot of
Figure 4.6b and is assumed to be measurement noise.

Subtracting the mean, concatenating all the fit errors and computing the
FFT produces the bottom magnitude plot. As this is not a standard distri-
bution, random realizations of qw[n] with identical magnitude are obtained
by randomly rotating the phases of the FFT and applying the inverse discrete
Fourier transform. For more information on this approach, see [Prichard and
Theiler, 1994]. Some realizations of qw[n] are shown in the top plot of Fig-
ure 4.6b. Similarly, the “true” cumulative feed uptake is approximated by a
fourth order polynomial ŷf,pol,4 between day 3 and 30 and shown in Figure 4.6c.
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(a) Weight measurement bias qw,bias[n] samples using (4.19).
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(b) Visualization of the weight measurement noise qw[n].
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(c) Visualization of the feed uptake measurement noise qf [n].

Figure 4.6: Measurement behavior for the heuristic broiler growth model.
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Control Design Considerations

In this section optimization strategies of the heuristic broiler growth model are
discussed. The heuristic model can explain the rationale between two of the
popular strategies used in state-of-the-art broiler production that is considered
next. The first of these maintains a higher than necessary temperature to dry
out the litter to limit ammonia development and subsequently sickness. The
second initially reduce maturation through special light programs to properly
develop the broiler, followed by unrestricted growth period for the remaining
duration of the batch.

Weight maximization considerations Inspecting G shows that xm[n] is maxi-
mized by the unique input ū(xm[n]) that for all u[n] ≠ ū(xm[n]) satisfies

G(u[n], xm[n]) < G(ū(xm[n]), xm[n]) = 1.

In the case when β ≤ G ≤ 1, the largest possible maturity x̄m[n] equals

x̄m[n] = max{xm[n]} = Ts
n

∑
i=1

max{G(u[i], xm[i])} = nTs.

As Rw is strictly increasing, the largest possible true broiler weight z̄[n] is
given by

z̄w[n] = max{zw[n]} = max{Rw(xm[n])} = Rw(max{xm[n]}) = Rw(nTs).

This ensures that suboptimal control results in suboptimal growth, as expected
in real broiler production where either a too low or too high temperature results
in decreased broiler growth.

In Figure 4.7 the behavior of the broiler model is shown for different tem-
perature inputs. Interestingly, if the temperature is positively suboptimal, e.g.,
u[n] = ū(x̄m[n]) + 1 ○C, then G converges to 1 for n →∞, and if the tempera-
ture is negatively suboptimal, e.g., u[n] = ū(x̄m[n])−1 ○C, then G converges to
β for n →∞. This is caused by the decreasing ū(xm[n]) for increasing xm[n]
– supported by the fact that broiler farmers tend to use positively suboptimal
temperatures, similar to the first state-of-the-art strategy.

Feed minimization considerations If β ≤ G ≤ 1, the smallest maturation rate

¯
xm[n] is governed by

¯
xm[n] = min{xm[n]} = Ts

n

∑
i=1

min{G(u[i], xm[i])}

= Tsβn (4.20)
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As Rf is strictly increasing, the lowest cumulative feed consumption is given
by

¯
xf [n] = min{xf [n]} = min{Ts

n

∑
i=1
Rf(xm[i])}

= Ts
n

∑
i=1
Rf(min{xm[i]}) = Ts

n

∑
i=1
Rf(Tsβi) (4.21)

This suggests that feed minimization and weight maximization are completely
opposing goals.

FCR minimization considerations The expression for FCR from the heuristic
model is

zFCR[n] =
zf [n]
zw[n]

=
xf [n]

Rw(xm[n])
= Ts

n

∑
i=1
Rf(xm[i])

Rw(xm[n])
(4.22)

Unlike weight maximization and feed minimization, an analytical expres-
sion for the lowest possible FCR is non-trivial to determine, as depicted on
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Figure 4.7: Visualization of broiler growth ym with different inputs. The top plot depicts
the maturation rate function G(u[n], xm[n]) as a function of the input u[n] and the bottom
plot depicts the output ym[n]. The model settings equal that of Figure 4.5 with Ts = 1 day.
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Figure 4.8. This is due to two simultaneous and opposing objectives, namely
weight maximization and feed minimization, which turns out to depend on the
simulation duration Ne as depicted on Figure 4.8. In Figure 4.9 the proposed
strategies are compared, from which it follows that FCR minimization con-
sists of an initial period of feed minimization followed by weight maximization
– similar to the second state-of-the-art strategy. Feed minimization produces
the highest FCR, and is therefore ruled out. Moreover, weight maximization
results in a 1.1% higher FCR than FCR minimization, which makes FCR min-
imization favorable despite the added complexity of another output, and will
therefore be used in this work.
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Figure 4.8: Minimization duration as a function of simulation duration (NeTs) with
β = 0.85 and Ts = 0.5 days, which corresponds to the length of the initial period where
G(u[n], xm[n]) = β . The red dashed line indicates a simulation duration of 34 days with a
minimization duration of 9.5 days, equivalent to Figure 4.9.
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Figure 4.9: Visualization of different optimization strategies with Ne = 34 days, Ts = 1 day
and β = 0.85. A FCR difference of 1.14 ⋅ 10−3, equivalent of 1.1%, exists between Growth
maximization and FCR minimization, which potentially makes FCR minimization a better
strategy.

75



Chapter 4. Broiler Feed Conversion Rate Optimization

4.2.2 Terminal Iterative Learning Control

Terminal ILC (TILC) is a method that can be applied to a repeating process
with the aim of iteratively learning the input sequence Uk ∈ RNuNn such that
the terminal process output Ỹk(Uk) = yk[Ne] ∈ RNy tracks the desired terminal
reference R̃ = r[Ne] ∈ RNy denoted by

lim
k→∞

Ỹk(Uk) = R̃, (4.23)

with the super-vector model used for control synthesis given by

Ỹk(Uk) = P̃Uk + K̃, (4.24)

where P̃ ∈ RNy×NuNn is the terminal system matrix, and K̃ ∈ RNy represents
terminal effects unrelated to the input Uk. This is almost equivalent to Sec-
tion 4.1.1 (Iterative Learning Control) with the exception of the terminal output
notation, ⋅̃.

This problem can be solved using constrained Norm Optimal Point-To-
Point ILC, which aims at tracking the output at specific samples. TILC is
a specialization of Point-To-Point ILC, as TILC only aims at tracking the
terminal output. Adapting the constrained Norm Optimal Point-To-Point ILC
algorithm 1 in [Chu et al., 2015] to the special case of the TILC problem gives

Uk+1 = arg min
U∈Ω

∥Ẽk(U)∥2
WẼ

+ ∥U −Uk∥2
W∆U

(4.25a)

subject to
Ẽk(U) = R̃ − Ỹk(U) and (4.25b)
Ỹk(U) = P̃U + K̃, (4.25c)

where Ω is the set of valid inputs, WẼ ∈ RNy×Ny is the symmetric positive defi-
nite tracking error cost matrix, W∆U ∈ RNuNn×NuNn is the symmetric positive
definite input change cost matrix and Ẽk(U) ∈ RNy is the terminal tracking
error given by (4.25b). The intuition behind (4.25) is to reduce the terminal
tracking error, e.g at slaughter, by finding an input in the neighborhood of Uk
that minimizes the cost function (4.25a).

The following results were established in [Chu et al., 2015].

Theorem 1. If perfect tracking is feasible, i.e. ∃U ∈ Ω such that Ỹk(U) = R̃;
then (4.25) achieves monotonic convergence to zero tracking error

∥Ẽk+1(Uk+1)∥WẼ

≤ ∥Ẽk(Uk)∥WẼ

∀k ∈ Z+ (4.26)

and

lim
k→∞

Ẽk(Uk) = 0, lim
k→∞

Uk = Ū. (4.27)
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Theorem 2. If perfect tracking is not feasible, i.e. Ỹk(U) ≠ R̃ ∀U ∈ Ω; then
the input of (4.25) converges to

lim
k→∞

Uk+1 = arg min
U∈Ω

∥R̃ − P̃U − K̃∥2
WẼ

, (4.28)

equivalent of the algorithm converging to the smallest possible tracking error.
Moreover, this convergence is monotonic in the tracking error norm

∥Ẽk+1(Uk+1)∥WẼ

≤ ∥Ẽk(Uk)∥WẼ

∀k ∈ Z+. (4.29)

4.2.3 Data Driven TILC Broiler FCR Minimization

Super-vector Data Driven TILC Broiler FCR Model

FCR minimization requires an augmented DNN FCR model, denoted by (⋅)∗.
This model is given by

Ỹ ∗
k (U) =

Ỹ k,f(U)
Ỹ k,w(U)

(4.30)

where Ỹ k,w(U) ∈ R+ and Ỹ k,f(U) ∈ R+ respectively denote the weight and
cumulative feed uptake.

The data driven DNN model is different from Section 4.1 (FCR Optimiza-
tion using Iterative Learning Control), as it uses the broiler weight bias com-
pensation investigated in Section 3.4 (Improved Slaughter Weight Forecasting),
i.e., W∗(⋅) instead of W(⋅). Hence, the ensemble data driven DNN model sim-
ulated from sample Ns with data from trial k equals

ŷ∗k[n] =
1
Nm

Nm

∑
l=1

ŷ[n ∣ k,Ns,W∗
l (Bk,min{Bk},Nφ, γ)], (4.31)

where trial min{Bk} is used for cross validation during training of the model
weights W∗

l (Bk,min{Bk},Nφ, γ) instead of max{Bk} as in Section 4.1. Lin-
earizing along the trajectory of Uk of (4.30) by a first order Taylor expression,
similar to (4.10), results in

Ỹ ∗
k (U) ≈ ˆ̃Y ∗

k (Uk) + ˆ̃P ∗
k (U −Uk) = ˆ̃P ∗

kU +K∗
k (4.32)

with

ˆ̃P ∗
k =

d ˆ̃Y ∗
k (U)

d ˆ̃Y Tk (U)

d ˆ̃Yk(U)
dUT

=
d ˆ̃Y ∗

k (U)

d ˆ̃Y Tk (U)
ˆ̃Pk and

ˆ̃K∗
k =

ˆ̃Y ∗
k (Uk) − ˆ̃P ∗

kUk =
d ˆ̃Y ∗

k (U)

d ˆ̃Y Tk (U)
ˆ̃Kk.
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Data Driven TILC Broiler FCR Minimization

The objective is to minimize terminal broiler FCR, which is unknown in broiler
production. One reason for this is that artificial genetic selection progressively
increases the growth rate. To account for this, the reference is redefined to

R̃∗
k = Ỹ ∗

k (Uk) −R, (4.33)

where R ∈ RNy+ is a trial-independent minimization vector with positive el-
ements. This method is termed minimizing reference. As Ẽ∗

k(Uk) = R̃∗
k −

Ỹ ∗
k (Uk) = −R is constant, zero tracking error is not possible by construction.

Assuming that Ỹ ∗
k (Uk) is lower bounded by Ỹ ∗

min ∈ RNy and in combination
with Theorem 2, the aim is to achieve

lim
k→∞

Ỹ ∗
k (Uk) = Ỹ ∗

min and lim
k→∞

R̃∗
k = Ỹ ∗

min −R. (4.34)

Since broiler growth is a nonlinear process, a local minimum could be obtained
instead of Ỹ ∗

min.
In the following the so-called best recent trial index κk is required and for

Ỹ ∗
i (Ui) ∈ R+. It is defined by

κk = arg min
i∈ [min(k−NB ,0), k]

∥Ỹ ∗
i (Ui)∥WẼ

, (4.35)

and serves as a feasible substitute for the true best recent trial index given by

arg min
i∈ [min(k−NB ,0), k]

∥Ỹ ∗
min − Ỹ ∗

i (Ui)∥WẼ
.

The variable i is lower bounded by 0, which equals the most recent preliminary
trial. Note that (4.35) is application-dependent. To reduce the influence of
the measurement weight bias on κk, the slaughter weight Γk and measured
cumulative feed consumption Ỹk,f(Uk) is used:

κk = arg min
i∈ [min(k−NB ,0), k]

∥
Ỹ i,f(Ui)

Γi
∥
WẼ

(4.36)

To account for the uncertain nature of the augmented data driven model given
by (4.32), the TILC algorithm is modified into a descent type algorithm, de-
noted anchoring, by solving

Uk+1 = arg min
U∈Ωk+1

∥Ẽ∗
κk

(U)∥2
WẼ

+ ∥U −Uκk∥
2
W∆U

(4.37a)

subject to (4.33), (4.36) and

Ẽ∗
κk

(U) = R̃∗
κk
− Ỹ ∗

κk
(U) and (4.37b)

Ỹ ∗
κk

(U) = ˆ̃P ∗
κk
U + ˆ̃K∗

κk
(4.37c)
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where Ωk+1 ∈ RNuNn is the set of valid trial dependent inputs.
If the input Uk+1 does not decrease the error in (4.36), then the data driven

model is not sufficiently accurate in the neighborhood of Uκk , i.e.
ˆ̃P ∗
κk

/≈ P̃ ∗
k .

Therefore Uk+1 is rejected and Uk+2 is calculated in the neighborhood of Uκk+1 =
Uκk instead of Uk+1. This effectively ensures that the algorithm keeps exploring
the neighborhood of the recent best trial input Uκk until the data driven model
is sufficiently accurate to maximize the terminal output norm in (4.36), as the
data driven model always uses the most recent data from the last NB trials.
Consequently, if the data driven model ˆ̃P ∗

κk
is identical to the analytical model

P̃ ∗
κk

under ideal conditions and constant reference. In this case κk = k as Ẽ∗
k is

monotonically decreasing in k.
The computable solution of (4.37) has almost the same solution as (4.5)

in Section 4.1.1 (Iterative Learning Control) and results in an algorithm of
the form Uk+1 = F(Uκk , Ẽ∗

κk
(Uκk)) = F(Uκk , R̃∗

κk
− Ỹ ∗

κk
(Uκk)) that includes

feedback action though the measured terminal output via the terms Ỹ ∗
κk

(Uκk)
and ˆ̃P ∗

κk
. The slaughter weight is used to calculate Ẽ∗

κk
(Uκk), similar to (4.36),

to reduce the influence of the weight measurement bias. If combined with
maximizing reference then Ẽ∗

k(Uκk) = R and Ỹ ∗
κk

(Uκk) is only used indirectly
through ˆ̃P ∗

κk
.

Analytical Heuristic Model

To evaluate the ILC algorithm formulated in Section 4.2.3 in simulation, an
analytical linear terminal super-vector broiler growth model of Z̃k ∈ RNy is
required. This is obtained by linearizing (4.15) along the trajectory of Uk ∈
RNuNn using the first order Taylor expansion by

Z̃k(U) ≈ Z̃k(Uk) + P̃ ∗
k (U −Uk) = P̃ ∗

kU + K̃∗
k (4.38)

with

P̃ ∗
k = d Z̃k(Uk)

dUTk
∣
Uk

and K̃∗
k = Z̃k(Uk) − P̃ ∗

kUk,

where P̃ ∗
k ∈ RNy×NuNn is the terminal model matrix and K̃∗ ∈ RNy is the

terminal output constant vector unrelated to the input U ∈ RNuNn .

4.2.4 Simulation Case Study

The objective is to investigate the ability of different configurations of the data
driven optimization algorithm (4.37) to minimize the terminal FCR Ỹ ∗

k of the
heuristic broiler growth model given by (4.15) using the last NB trials, hence,
Bk = {k−NB+1, . . . , k−1}. Specifically, the performance impact of the following
is investigated:
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1. using the data driven model ˆ̃P ∗
κk

for control synthesis from (4.32), denoted
by (D), compared to the unrealistic option of using the analytical super-
vector model P̃ ∗

κk
for control synthesis from (4.38), denoted by (I), as

shown in Figure 4.10b.

2. using anchoring from (4.37) though κk from (4.36), denoted by (A), com-
pared to disabling this term by forcing κk = k, denoted by (⋅), as shown
on Figure 4.10c.

3. using the maximizing reference (4.33), denoted by (MR), compared to
the unrealistic option of using the true analytical maximum given by

R̃∗
k = Ỹ ∗

min = ¯
z[Ne], (4.39)

indicated by (⋅), as depicted on Figure 4.10d.

This results in a total of 8 different test configurations, some of which are shown
in Figure 4.10. Each test is repeated 10 times and the mean true terminal error,
∣Z̃k − R̃max∣, is used for evaluation.

To investigate the necessity for iterative learning in this data driven appli-
cation, different values of W∆U are explored under unconstrained conditions,
i.e., Ωk = RNeNu . Note that by using W∆U = 0 with a perfect model under
linear conditions results in instantaneous convergence in a single trial [sung
Ahn et al., 2006a]. Specifically, if W∆U = 0 has instantaneous convergence with
the D+A+MR algorithm compared to using W∆U > 0, then there is no need
for iterative learning.

Method and Model Configuration

The heuristic broiler growth model in Section 4.2.1 was simulated between the
initial sample Ns = 0 and the terminal sample Ne = day 35 with a sample
interval of Ts = 0.5 days, and is heuristically configured as follows: β = 0.85
as the worst case maturing rate, since feed and water consumption are the
dominating factors and correct temperature control is regarded as a catalyst.
Also α = 0.05 and σu = 0.75 [○C] have been used to give good overall sensitivity
throughout the lifespan of a broiler.

The data driven model in (4.32) is configured as the default algorithm
in Section 3.4 (Improved Slaughter Weight Forecasting) unless specified. It
is generated with Nm = 20 ensemble models using NB = 10 training batches,
Nl = 3 input and output lags. The required preliminary NPB = NB trials at
trial t = 1 for training are generated using the positive input u[n] resulting in
a 5% decreased maturing rate, G(u[n], xm[n]) = 0.95, see the example in Fig-
ure 4.11. To ensure an identical initial input U0 for all the tests, the most
recent preliminary trial k = 0 does not have any added input noise. Hence, the
objective is to decrease the terminal broiler FCR Ỹ ∗

k by 0.0537. White noise
with standard deviation of 0.3 ○C is added to the remaining NB −1 preliminary
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Figure 4.10: Illustration of some of the configurations of the broiler growth optimization
algorithm tested in Section 4.2.4. The shaded area denotes the controller, z−1 denotes a unit
delay, a dashed signal contains information from the last NB trials, {k −NB + 1, . . . , k}, and
a non-dashed signal only contains information from trial k. See Section 4.2.4 for detailed
explanation.
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Figure 4.11: Visualization of 10 preliminary trial data. Note that the large FCR standard
deviation is caused by by the measured weight bias qw,bias[n].

trials, {1 −NB , . . . , −1}. This is considered realistic, as most broiler farmers
tend to use a too high temperature with little variations from trial-to-trial.

Fast convergence conditions for the data driven TILC broiler optimization
algorithm are obtained by using a minimization constant of R = 0.04, ter-
minal tracking error cost and input change cost of WẼ = 0.01−2 and W∆U =
diag([1 ○C]−2, . . . , [1 ○C]−2). The permitted temperature change is restricted
to avoid large input fluctuations caused by data driven modeling errors in ˆ̃P ∗

κk
.

The valid input space Ωk+1 is therefore given by:

ωk+1[n] = {u ∣−γ[n] ≤ u − uκk[n] ≤ γ[n]} with (4.40)

γ[n] = 0.5 ○C + nTs
1.5 ○C

35Days

where u ∈ R is the input and γ[n] is the lower and upper temperature change
bound ranging from 0.5 ○C on day 0 to 2 ○C on day 35. This does not restrict
the permitted input space Ωk+1 for k →∞ as it changes with uκk[n].
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Simulation Results

From Figure 4.12a it can be concluded that anchoring does not provide benefits
under ideal modeling conditions, as I and I+A are almost identical – exactly as
expected. However, anchoring is beneficial in conjunction with the data driven
model, as D fails at minimizing FCR while D+A converges, but significantly
slower than, e.g., I. This makes anchoring superior under data driven modeling
conditions.

From I+MR on Figure 4.12b it can be concluded that using maximizing
reference produces similar results to the unrealistic case where the smallest
possible FCR is known. Also MR does not improve convergence conditions
with a data driven model, since D+MR and D do not converge to zero error.

Using both MR and A, as shown in Figure 4.12c, leads to the conclu-
sion that D+MR+A is the best performing implementable configuration of the
algorithm, as D does not converge despite I and I+MR+A having superior
performance. The convergence difference between I and D+MR+A is signifi-
cant and is most notably caused by the measured weight bias qw,bias[n]. To
demonstrate that this is the case, removing the bias results in Figure 4.12d by
enforcing qw,bias[n] = 0, which has a slightly slower convergence rate compared
to I and also a final FCR offset of ≈ 0.01.

In Figure 4.12e the D+MR+A algorithm is shown with different input
change cost W∆U , which demonstrates that if W∆U is configured too low, then
the algorithm does not converge. Moreover, it suggests that iterative learning
is required to solve the data driven FCR minimization problem and that TILC
provides one possible solution.

4.2.5 Experimental Study

The results in this section are from an experimental study undertaken on the
same location as Section 4.1 (FCR Optimization using Iterative Learning Con-
trol). Each batch approximately contains 40,000 ROSS 308 broilers and an
average duration of 34 days. A single trial conducted between June 27 and
August 30, 2018, is detailed in the following.

Normalized FCR cost function

Batches have different durations, which makes FCR comparison difficult. For
this reason, the FCR is normalized to the same weight ψ using the performance
measure

JFCR,ψ(yf , yw) =
yf(1 − kw

ψ
) + yw(kfψ ) − kf
yw − kw

(4.41)

denoted FCR@2.2kg for convenience, where yf ∈ R+ is the average feed con-
sumed per broiler, yw ∈ R+ is the average slaughter weight, ψ = 2.2 kg, and
kw = −1.110 kg and kf = −3.081 kg are correction factors. This expression
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Ỹ

∗ k
−

R̃
∗ m

in
[·]

I+A I D+A D

(a) Anchoring.

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 300

0.02

0.04

0.06

0.08

Trial k [·]

FC
R

Er
ro

r
Ỹ
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Figure 4.12: Simulation results – see Section 4.2.4 for detailed explanations.
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is created using official regression formulas used by the Danish broiler indus-
try[Det Danske Fjerkæraad, 2013, pp. 85], and replaces the augmented data
driven model in (4.30) by

Ỹ ∗
k (U) = JFCR,ψ(Ỹ k,f(U), Ỹ k,w(U)). (4.42)

Note that (4.42) differs from the cost function in Section 4.1 (FCR Optimization
using Iterative Learning Control).

“Extended” TILC

In Figure 4.13 the terminal system matrix ˆ̃P ∗
κk

for k = 0 is shown, which has a
significant degree of “ripple” from day 21 and onwards. This feature is caused
by ripples in the training data and falsely suggests that FCR can be decreased
through temperature fluctuations. A straightforward solution, available within
point-to-point ILC framework, is to extend the terminal ILC design to include
the last N† ∈ Z+ output samples, i.e.,

Y †
k = [y∗k[Ne −N† + 1] ⋯ y∗k[Ne]]

T ∈ RN†
+ . (4.43)

The extended ILC problem now is

Uk+1 = arg min
U∈Ωk+1

∥Ẽ†
κk

(U)∥2
W †
Ẽ

+ ∥U −Uκk∥
2
W∆U

(4.44a)

subject to (4.36),

R̃†
k = Ỹ

†
k (Uk) −R

†, (4.44b)
Ẽ†
κk

(U) = R̃†
κk
− Ỹ †

κk
(U) and (4.44c)

Ỹ †
κk

(U) = ˆ̃P †
κk
U + ˆ̃K†

κk
(4.44d)

where W †
Ẽ
∈ RN†×N† , R̃†

k ∈ R
N† , ˆ̃P †

κk
∈ RN†×N† .

Method Configuration

The input variable selection algorithm selects up to 2 variables from the avail-
able potential inputs, e.g. CO2 denoted by ui[k ∣ t] with index i, and up to
2 lags are selected per selected input, e.g. ui[k − 1 ∣ t] and ui[k − 3 ∣ t]. The
weight shape cost function is configured with Nφ = day 15, and the extended
TILC is configured with N† = 4 samples. A total of Nm = 64 ensemble models
are used, of which the remaining settings are identical to the simulation study
as described in Section 4.2.4.
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4.2. FCR Optimization using Terminal Iterative Learning Control

Experimental Results

Figure 4.15 shows relevant measured signals for k = 1, where the FCR@2.2kg
of trial k = 1 is approximately 6% smaller compared to k = 0. The terminal
broiler weight is 200g higher and the terminal cumulative feed consumption is
only 100g higher, which is a disproportionate exchange rate. The initial input
change is approximately 0.5 ○C lower for days 0−4 and 9−15, and approximately
2 ○C higher for day 27. The initial decrease in temperature decreased the broiler
growth rate, as the operator reported mild signs of cold stress in the broilers
on visual inspection.

Applying the new algorithm results in a FCR@2.2kg decrease of 5.9%
(0.059) and FCR decrease of 1.4% (0.014) for trial k = 1 – calculated using
the slaughter weight. In Figure 4.14 the historic performance of the house is
given, which shows that trial k = 1 has a very promising historically low FCR.
This result is very close to the trial-to-trial FCR decrease for the first trial of
the simulation study in Figure 4.12 with a FCR decrease of approximately 1%
(0.01).
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Figure 4.14: FCR and FCR@2.2kg performance overview of the recent 10 trials k ∈

{−9, . . . ,0} and the current trial k = 1. Trial k ∈ {−1,−2} have unusually high FCR due
to an unusually cold winter, rendering the temperature regulation unable to maintain the
desired temperature. Trial k ∈ {−4,−3,−2,−1} are the 4 trials detailed in Section 4.1.
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Figure 4.15: Experimental results for k = 1 using the new algorithm. The FCR, broiler
weight, feed consumption and measured temperature is depicted for trial k ∈ {0,1} along
with their difference in red.
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4.3. Economical Considerations

4.3 Economical Considerations

This section reflects on the potential economic impact of applying the two
developed FCR minimization algorithms. The potential savings summary is
presented in Table 4.2, and gives a naive view of the savings potential of the
algorithm. Note that the average global FCR is much higher than the nomi-
nal FCR of 1.470 in this study, e.g., the average FCR in USA is 1.83[National
Chicken Council, 2018b]. The absolute numbers cannot be considered very
accurate, as sentient biological production can sometimes give misleading re-
sults. But it serves as a clear indication for broiler FCR minimization being a
worthwhile economic endeavor. It also shows that the performance index, i.e.
FCR and FCR@2.2kg, have a huge impact on the potential savings, suggesting
that one should be cautious when comparing FCR between farms. Nonetheless,
these experimental results demonstrate the basic feasibility of the algorithms
and provide a basis for onward development.

FCR@2.2kg FCR
Slaughter Weight 2.2 2.19 [kg]

Nominal FCR 1.467 1.470 [kg/kg]
Potential FCR 1.407 1.432 [kg/kg]

Potential FCR Difference 6.0 3.8 [%]
House Feed Savings 48,200 26,700 [kg/year]

House Feed Cost Savings 13,512 8,571 [e/year]
Global Feed Savings 3.84 6.03 [billion kg/year]

Global Feed Cost Savings 1.93 1.23 [billion e/year]

Table 4.2: Potential impact summary by applying the two FCR optimization algorithms in
terms of FCR@2.2kg and FCR presented on Figure 4.14. In Denmark, feed cost of 0.32e/kg
is fairly typical. The test broiler house executes 8.3 batches per year with 38,000 broilers
and slaughter weight of 2.19kg on average. The global broiler consumption is assumed to be
83% of 120 × 109kg, as discussed in Chapter 1 (Introduction).
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5 Concluding Remarks

This chapter concludes on the research objectives stated in Sec-
tion 1.3 and provides future perspectives and reflections.

The primary objective of this study is to both minimize the environmental
impact and maximize the profit margin of broiler production though suitably
designed climate control. Specifically, to implement an “automatic farmer as-
sistant” that gradually learns the batch production process – enabling it to
improve production performance batch-to-batch.

The first research objective was to develop a data driven dynamic broiler
growth model, which was addressed in Chapter 3 (Data Driven Broiler Mod-
eling) and by the contributions of Paper A, Paper B and Paper C. In this
study, dynamic neural network (DNN) models are successfully trained on in-
dustrial scale production data. Ensemble DNN models are successfully used
to forecast broiler weight on ≈4 years of production data using environmen-
tal broiler house variables, where input data from a prior batch is used as
a substitute for unknown missing future input values. An input variable se-
lection algorithm is used to automatically determine the DNN input-output
structure, and investigate the previously unexplored temporal relationship be-
tween environmental broiler house variables and broiler growth, feed and water
consumption. Evidence for the environmental broiler house variables having
a significant dynamic influence on broiler growth, feed and drinking behavior
was established. To better cope with the broiler weight measurement bias, the
accurately measured slaughter weight is successfully included in the model, of
which the models slaughter weight forecasting ability is greatly enhanced. In-
sights into effective algorithm configuration are also investigated, which among
others suggest that at least 6 training batches are required.

The second research objective was to optimize broiler production using Iter-
ative Learning Control (ILC), which was addressed in Chapter 4 (Broiler Feed
Conversion Rate Optimization) and by the contributions of Paper D, Paper E
and Paper F. In this study, this has exclusively been done through feed conver-
sion rate (FCR) minimization by regulating the broiler house temperature. An
ILC algorithm was used in conjunction with the DNN model without broiler
measurement bias compensation, resulting in a FCR reduction of 2.4% over 2
successful trials. A modified Terminal ILC algorithm was used in conjunction
with the DNN model with broiler measurement bias compensation, resulting in
a FCR reduction of 1.4% over a single trial. Traditional Terminal ILC (TILC)
is modified by turning it into a descent type algorithm, i.e. unsuccessful opti-
mization attempts are discarded, to better cope with the uncertain nature of
the data driven DNN model, and a lack of a known minimum FCR reference
is remedied by improving performance trial-to-trial. A heuristic broiler growth
model was formulated to assist broiler optimization development in simulation,
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which most notably was used to demonstrate that the modifications are nec-
essary for FCR minimization and that an iterative searching strategy, such as
ILC, is required for FCR minimization. The heuristic broiler growth model
was also used to demonstrate that the broiler measurement bias significantly
influence performance, and that the DNN model with broiler measurement bias
compensation copes with this in simulation, which might also be the case in
practice. A combined total FCR reduction of 3.8% was obtained for the two
FCR optimization attempts – corresponding to a yearly saving of 8.500e and
26.7 tones of broiler feed per broiler house.

Future Perspectives and Reflections

It is the authors personal opinion that neural networks and the like have been
drastically overestimated and romanticized as a universal solution to any in-
tractable or hard problem in recent years. Application specific knowledge must
somehow be embedded into algorithms to facilitate a reasonable chance of suc-
cess – like the slaughter weight inclusion to compensate for the measurement
bias. Many unaddressed problems still exist, especially given the fact that this
study is the first to investigate FCR optimization by regulating environmental
climate house conditions. For convenience the future perspectives are ordered
from short to long term, thus presenting a plausible roadmap going forward.

Most notably, the developed algorithms appear to be successful in the short
term on a single location, of which its long term performance on many locations
still remains to be investigated. It is particularly interesting to investigate the
performance influence of the broiler house size, ventilation means, house dete-
rioration, and outside climate as such factors greatly influence the degree to
which the broiler house climate can be maintained. These factors are character-
ized by a “slow” or bounded rate of change trial-to-trial, which ILC is expected
to suppress satisfactory, although slightly worse performance is inevitable.

Random elements that alter the initial conditions trial-to-trial are known
to cause problems for ILC performance. Parent stock age; that governs growth
speed and initial broiler weight, changing batch start times; that changes broiler
age on a certain day, nondeterministic broiler management; that results in un-
measured deviations, and sickness; which temporarily stunts growth, give rise
to the largest concern for the developed TILC algorithm. These disturbances
can directly be dealt with through feedback, where the control signal u[n] at
sample n is a function of broiler weight m[n], i.e. u[n] = f(m[n]). Thus,
making it a gain scheduling ILC with broiler weight as scheduling parameter
– this has to the best of the authors knowledge not been subject to much re-
search in scientific literature, perhaps because it lacks a practical application.
In this way, the temperature remains “optimal” for a class of random un-
modeled disturbances regardless of broiler maturity deviations from the prior
trial. However, this requires the broiler weight measurement bias problem to
be solved, or perhaps the inclusion of time consuming manual control mea-
surements. This could be facilitated by something as simple as a lookup table
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of the ILC control signal, which is unique for a given weight as broiler weight
is monotonically increasing and the ILC control signal can be designed to be
either monotonically decreasing or increasing.

The current cross validation scheme can most notably be described as a
“leave-one-batch-out” cross validation method with a fixed “left-out” batch.
An ensemble model based on an exhaustive combination of the “left-out” batch
is expected to result in a significantly less biased model. Network weight prun-
ing techniques, such as the optimal brain surgeon algorithm, are subsequently
expected to improve performance by reducing unnecessary model complexity.
Sigmoidal-like activation functions, like atan used in this study, are expected to
produce the best results for broiler growth modeling, as they are often used for
growth curve modeling. However, alternative neural network structures could
still be worth looking into to better favor other aspects of broiler production;
like the influence of temperature and light, where radially bounded networks
could be a good starting point.

Different input variable selection (IVS) approaches could be investigated to
improve the DNN model structure correctness. Investigation of different kernel
density estimation (KDE) techniques used for regression based partial mutual
information (PMI) is perhaps the best candidate for improvement, as it could
decrease the number of model parameters. Simple but proven kernel bandwidth
rules where used as a basis for KDE in this study, but adaptive or more so-
phisticated bandwidth estimation techniques could perhaps increase accuracy
– like the copula entropy KDE. Support output variable selection (SOVS) could
most notably prove useful in data driven dynamic modeling applications. The
mutual information (MI) explained of the input Y by the input candidate S
through the support output candidate Z that is not explained by the previ-
ously selected inputs U can be calculated by I(S;Y ∣ U ;Z). This requires high
order KDE, which can be estimated using lower order estimation techniques,
e.g., by relaxing some MI assumptions[Vinh et al., 2016] in combination with
regression based PMI. In this way, a “compact” graph of support outputs and
inputs that best explain the time dependence of the primary output is created.
SOVS has to the best of the authors knowledge not been investigated in scien-
tific literature. However, as with MI-based IVS, a proper stopping criteria is
expected to be difficult to determine.

Other potential performance indexes and input variables can be investi-
gated, of which examples are provided in the order that the author think is most
likely to succeed. 1) Optimizing FCR using both temperature and light inten-
sity, where light intensity is known to be highly influential on broiler growth.
2) Include weather forecasts to reduce future uncertainty. 3) The broiler body
temperature could automatically by measured using wireless tags implanted in
a significant number of the broiler population and be used to maintain an opti-
mal body temperature through climate regulation. 4) Maximize overall batch
profit by including broiler and feed cost in the cost function. 5) Animal welfare
can be optimized by including “health” related indicators in the cost function,
such as litter ammonia development that is known to cause hook burns, i.e.
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acid burns on the feet, and is expected to be indirectly measured by the air
ammonia concentration.

A sufficient quantity of high quality data is a prerequisite for high preci-
sion data driven modeling, which ideally should cover all relevant input and
output frequencies and amplitudes. This is very hard to facilitate in practice,
especially considering that broiler production deals with live animals where
some input combinations are strictly prohibited. Adding noise to the input sig-
nal could drastically increase data quality, but most likely decrease short term
performance, which presents a dilemma. Currently, only a somewhat limited
number of broiler farmers value data accumulation, which subsequently limits
the number of broiler houses where the algorithm can be applied immediately.
Furthermore, at least 6 batches was found to be required in this study – corre-
sponding to ≈9 months of data. For this reason, a “similarity”-index could be
used to automatically identify a portfolio of similar broiler houses, which could
be used to “prime” the algorithm with data when only a few batches are avail-
able. This is expected to increase early data quantity and potentially increase
the initial convergence rate. The portfolio could also be used for outlier-batch
data identification, which most notably increase data quality.

In this context, a large scale portfolio model could perhaps yield faster con-
vergence rate of the TILC algorithm, and open the possibility of detecting rare
events using fault tolerant control techniques, e.g., impending sickness, failing
sensors and management mistakes. In this situation, distributed privacy pre-
serving algorithms could prove to be a valuable tool to increase collaboration
between farmers with minimal individual risk, i.e., a global solution based on
private data from many agents is found without revealing private data to other
agents. Given the fairly standard algorithms used in study, this approach
appears as a viable solution. This could ultimately inspire a completely de-
centralized broiler management system, without the need for competing large
scale integrators, that automatically optimize the most important aspects of the
broiler supply chain, as mentioned in Section 1.1, to meet the market demand
in terms of price, meat quality, and animal welfare.

Lastly, the developed techniques are not limited to broiler production, but
can be applied to any food production that has a mature data acquisition tra-
dition with some application dependent modifications. Broiler production has
a fairly mature data acquisition tradition, but key variables such as automatic
broiler weight and feed consumption measurements required for production op-
timization still have low priority for a majority of broiler farmers, as they only
provide indirect value. If having these key variables could guarantee safe and
automatic production optimization, it would provide a clear incentive to adopt
a mature data acquisition tradition. This presents a “chicken or the egg causal-
ity dilemma”, where broiler data acquisition tradition, production optimization
options and broiler farmers co-develop, which greatly influence the long term
success of automatic broiler optimization.
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Abstract—In this article, the dynamic influence of environmental broiler
house conditions and broiler growth is investigated. Dynamic neural network
forecasting models have been trained on farm-scale broiler batch production data
from 12 batches from the same house. The model forecasts future broiler weight
and uses environmental conditions such as heating, ventilation, and tempera-
ture along with broiler behavior such as feed and water consumption. Training
data and forecasting data is analyzed to explain when the model might fail at
generalizing. We present ensemble broiler weight forecasts to day 7, 14, 21, 28
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Results indicate that the dynamic interconnection between environmental con-
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that a comparable forecast can be obtained by using input data from the previous
batch as a substitute for future input data.
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1. Introduction

1 Introduction
Due to the growing middle class in many developing countries, the increase in
meat consumption is predicted to continue rising [OECD, 2015]. The highest
growth in meat production is foreseen in poultry meat, of which we expect
broiler meat to represent the majority. The reason being that broiler production
gives the highest yield per feed unit among land animals, making chicken meat
a relatively inexpensive source of animal protein. The poultry industry on a
world scale is predicted to steadily increase, from an average of 107.6 billion kg
of meat in 2012-2014 to 134.8 in 2024 [OECD, 2015, pp. 136] – a significant
predicted increase of 24%.

Available scientific literature on dynamic broiler models focuses mainly on
active broiler weight control by regulating feed uptake and composition, which
traditionally favors simplistic models [Wathes et al., 2008], [Aerts et al., 2003].
Feed is generally considered the biggest expense in broiler production, and
correct climate control is known to yield superior feed utilization for broiler
growth. However, no scientific literature has been found that studies the com-
plex dynamic interconnection between broiler weight and broiler house environ-
mental conditions, and will thus be the subject of this work. Such a model has
the potential of allowing active broiler weight control by regulating the broiler
environment, which is nonexistent in industry today. Especially considering
that most broiler houses use ad libitum feeding regimes, which excludes the
regulation of feed uptake.

Traditionally, empirically motivated nonlinear growth curve models have
been used to determine evolution of broiler weight. It has been extensively stud-
ied in scientific literature such as [Aggrey, 2002], [Ahmadi and Mottaghitalab,
2007] and [Hasan Eleroğlu and Duman, 2014]. A growth curve in this context is
a static curve fitted to old broiler weight data. It has a fixed structure with few
parameters that offers biologically intuitive interpretations. Common models
include the Richerds Model and Gompertz-Laird Model that are described by 4
and 3 parameters respectively, where the parameters have biologically intuitive
interpretations – such as time and size of maximum growth rate [Aggrey, 2002].
In [Lopes et al., 2008], the relation between broiler house environment and pro-
duction performance was investigated using a neural network. However, it is
not clear how to extract temporal performance (i.e. growth prediction) from
this type of model.

Dynamic broiler growth models are an extension of growth curves and has
primarily been developed for control synthesis in scientific literature. In [Aerts
et al., 2003] a time-variant online parameter estimation of a dynamic model
was successfully applied to predict future weight up to 7 days without a priori
information. The model use feed intake as input and weight as an output and
was used for model predictive control (MPC) in [Cangar et al., 2007]. This
control algorithm was tested in a laboratory setting with a stocking density of
5.3 birds/m2 and 20 birds/m2, the later to emulate farm scale density. The
mean relative weight control error was 2.7% and 7.3% for the low and high-
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density experiments respectively – suggesting that farm scale broiler production
is harder to both predict and control.

A similar result was obtained in [Demmers et al., 2010], where a small dif-
ferential recurrent neural network was used to model the feed quantity and
control the broiler weight using nonlinear MPC. In [Stacey et al., 2004] a dy-
namic broiler weight model was developed and used information about feed
uptake and composition of two feed types with known nutritional value. The
model was successfully used to control broiler weight, it was tested on farm scale
with 30,000-40,000 broilers per house and achieved results comparable to that
of a stockman. However, these studies do not take environmental conditions
into account.

In this paper we use neural network class models for forecasting, which is
a soft computing technique – a group of inexact methods that is capable of
dealing with uncertainty. More specifically, we will be using dynamic neural
networks, which has been successfully applied to model complex biological pro-
cesses. Recent applications include algae growth prediction in a laboratory
setting [Wang et al., 2015], prediction of bioethanol production in a bioreactor
[Grahovac et al., 2016], bioreactor prediction [Nair et al., 2016], yeast fermen-
tation modeling in a bioreactor [Nasimi and Irani, 2014] and state estimation
in a continuous bio reactor [Hernandez et al., 2013].

In the present effort, we present a data-driven dynamic neural network
broiler batch forecasting model. In particular, we show that dynamic interac-
tion between environmental conditions and chicken behavior in ad libitum feed
broilers is present and can be captured by a model. We do this in a data driven
framework on real farm scale production data from a state of the art broiler
house.

We have to emphasize that state of art broiler production is mainly empir-
ically driven. For this reason, we use a broiler expert employed by SKOV A/S
to interpret both the input variables and the results presented in this work.

The remainder of the article is structured as follows. In Section 2 the model,
training and validation method is described. In Section 3 the data collection
and analysis, model configuration and forecasting results are described. In
Section 4.1 we discuss the obtained experimental results followed by concluding
remarks in Section 5.

2 Model, Training and Validation Method

2.1 Model
Since the multilayer perceptron (MLP) model and its variations have been ex-
tensively researched in scientific literature we will only give a brief introduction
and describe how we apply it to our specific problem. For a thorough intro-
duction to the subject we redirect the reader to [Du and Swamy, 2014] and
[Haykin, 1994].
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2. Model, Training and Validation Method

The particular type of Dynamic Neural Network (DNN) model we use in
this work can be classified as a discrete nonlinear ARX model of the form

ŷ[k + 1 ∣W] = N (Ŷ [k], U[k + 1] ∣W) (1)

with

U[k + 1] = [u[k − n1 + 1]T ⋯ u[k − ni + 1]T ]T and (2a)

Ŷ [k] = [ŷ[k −m1 ∣W]T ⋯ ŷ[k −mj ∣W]]
T
, (2b)

where N is a MLP model, U[k] is delayed values of the input vector u[k] ∈ RN
corresponding to the i elements of n = {n1, ⋯, ni}, Ŷ [k] is delayed values
of the previous output vector ŷ[k] ∈ RM corresponding to the j elements of
m = {m1, ⋯, mj} and W is an abstract representation of all the model weights
in a vector. This particular structure has been adopted to accommodate poten-
tially long propagation delays, while still aiming to keep the number of weights
relatively low.

The DNNmodelN is selected with one hidden layer with hyperbolic tangent
activation function in the hidden layer and linear activation function in the
output layer. It can be shown that N is an universal function approximator,
meaning that it has the capacity for approximating any system to any accuracy
[Du and Swamy, 2014, chap. 4.2]. In matrix-vector representation, (1) equals

ŷ[k + 1 ∣W] =W o tanh(X ) + θo (3)

with

X =
j

∑
a=1

W h
y,aŷ[k −ma + 1 ∣W] +

i

∑
b=1

W h
u,bu[k − nb + 1] + θh,

where W o is the output weights, W h
y,a is the delayed output weights, W h

b is the
delayed input weights, θh is the hidden layer bias and θo is the output bias. A
visual representation of (3) is depicted on Figure 1.

2.2 Model Validation
We partition the available batches into three categories, namely training, pre-
diction, and evaluation. In ascending order from the latest batch is the evalu-
ation batch, prediction batch, and the remaining batches are training batches.
The training batches are used to find the network weights W through train-
ing. The latest training batch is used in an early stopping setting to avoid
over-fitting by selecting the model that generalizes best to this batch.

We generate 64 models with randomly initialized weights and train each
one individually on the same training data. We then use the ensemble mean
and standard deviation of all the individual model forecast runs to represent
the “true” model forecasting output in open loop from day 7 to 34. We will
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ŷ[k]

Figure 1: Visual representation of (3) with one input and one output for simplicity. Neurons
are represented with blue circles, which contain an activation function and bias each. Note
that all incoming signals to a neuron are multiplied by a weight. The operator z−a produce
a delay of a samples.

investigate the impact of using old input data from the prediction batch to
represent the best guess for future input U[k] in the evaluation batch. To
demonstrate the model’s ability to forecast broiler weight throughout the batch,
we forecast the weight from all preceding samples to day 7, 14, 21, 28 and 34
– denoted weight on day forecasting.

2.3 Model Training
The dynamic neural network is trained by minimizing the cost function

1
B

B

∑
b=1

Kb

∑
k=κ

∣∣y[k ∣ b] − ŷ[k ∣ κ, b,W]∣∣22
Ny(Kb − κ + 1)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ED

+ᾱ ∣∣W ∣∣22
²
EW

, (4)

where B is the number of training batches, κ is the index of the first output,
and Kb is the number of samples in batch b. The target output at sample k
given batch b is denoted y[k ∣ b], while the predicted network output at sample
k, initialized at sample κ, using future input values from batch b with model
weights W, is denoted ŷ[k ∣ κ, b,W]. In this context, initialization refers to the
initial values of (2). ∣∣⋅∣∣2 is the vector 2-norm.

Both the inputs and outputs are normalized to a mean of 0 and standard
deviation of 1 during training. The network weights W are initialized using
the Nguyen-Widrow algorithm as explained in [Nguyen and Widrow, 1990].
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The last term is a scalar regularization term punishing the size of the NW
system weights W, where ᾱ is the regularization weight. The regularization
weight ᾱ is determined iteratively through Bayesian Regulation as described in
[Burden and Winkler, 2008]. We normalize the regularization weight to make
the cost functions comparable between runs, and is calculated according to
ᾱ = α/β with:

α = γ

2EW
β = ND − γ

2ED
γ = NW − α trace(G−1) (5)

Where EW and ED originate from (4) and γ, 0 ≤ γ ≤ NW , is a measure of
how many of the NW parameters are used. Lastly, G is the hessian matrix of
the joint cost βED + αEW according to (6a), where I is the identity matrix
of appropriate dimensions. It is partially approximated through the jacobian
JD of ED in (6b), similar to the Levenberg Marquard algorithm. The scalar
constants α and β are iteratively updated between training epochs, with initial
conditions α = 0 and β = 1.

G = d
2(βED + αEW)
dW dWT

= d
2(βED)
dW dWT

+ 2αI (6a)

≈ JTDJD + 2αI with JD = β dED
dWT

(6b)

The cost function (4) is minimized using the Levenberg-Marquardt opti-
mization algorithm by means of the Ceres Solver library [Sameer Agarwal and
Others, 2015]. It is an algorithm that efficiently solves large scale least square
problems.

3 Experiment
This work is based on data gathered from a ≈20 year old state of the art broiler
house located in the northern Denmark. We use data from 12 batches, collected
over a period of 19 months. Each batch contains roughly 40,000 broilers.

3.1 Data Analysis
The inputs to the model consist of the available environmental variables: the
measured temperature, humidity and CO2, and the references of the light in-
tensity, ventilation level, and heating level. The model outputs consist of the
available broiler behavior indicators: the measured weight along with feed and
water consumption per bird.

We intentionally distinguish between reference, demand and measured vari-
ables. Reference variables are independent, demand variables are determined
by a deterministic entity like a controller outside the model and measured vari-
ables are dependent on the model process.
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Figure 2: The inputs and output data from the available batches. The black shaded area
denotes one standard deviation from the mean value.
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To elaborate, humidity, temperature, and CO2 measurements are measured
during closed loop operation and is controlled through both the ventilation and
heating demands. For this reason, these variables are not independent, which
has been known to cause problems in closed loop identification [Rajamani Do-
raiswami and Stevenson, 2014]. We do not consider this an issue as all closed
loop controlled variables are considered inputs to the model and therefore no
deterministic output feedback is present. Keep in mind that reference inputs
for controlled variables is determined by the broiler farmer, whom we consider
a non-deterministic entity, making it an open loop identification problem with
restricted input space. Hence, it still remains to be confirmed if enough exci-
tation of the correlated input variables are present to accurately represent the
desired operational input space.

In order to understand the results we give our interpretation of the input and
output variables, which are depicted on Figure 2. For this reason, we emphasize
the difference between what the model “knows” through training data, and the
“unknown” validation and prediction data, which can help explain if the model
has difficulties at generalizing. We also point out known sources of error that
can influence the model’s forecasting ability.

Input variables

First we give an example of the aforementioned correlated input variables,
which is most clearly illustrated on the evaluation batch. Consequently, the
ventilation demand is lower and both heating demand and measured CO2 is
higher throughout the batch. As this can be considered significantly different
from the training data this will test the models ability to generalize.

As an extension of this, we note that the ventilation demand is negatively
correlated with both the measured CO2 and positively correlated with the mea-
sured temperature. Furthermore, the measured humidity appears correlated
with the ventilation demand, but this is in fact caused by a larger physical
organic mass in the broiler house as the broilers grow throughout the batch.

We note a low degree of variation in temperature across all available batches,
which we attribute to it being a controlled variable with tighter margins than
e.g. CO2. The prediction batch has a lower than average temperature near the
batch end, and for this reason we expect to see deviations if the model fails
at generalizing. Consequently the model is only valid for tightly temperature
controlled broiler houses. Lastly, we note that the light intensity reference is
quite spiky, which is caused by manual overriding by the farmer.

Output variables

First off, broiler weight is highly positively correlated with both the cumula-
tive feed and water consumption, which makes sense as the two are necessary
for both survival and growth of the broilers. We note that bird weight has
been reported by our customers to be highly predictable from feed and water
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(a) Example of forecasting from day 7 to 34.
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Figure 3: The precision of the individual models is illustrated through both the ensemble
mean and standard deviation. The solid blue evaluation forecasts are the ensemble mean
generated with models initialized with evaluation batch data and future inputs from the
evaluation batch. The solid red prediction forecasts are generated with the same procedure,
but with future inputs from the prediction batch. To be specific, the blue traces uses future
input data from the current batch, where the red traces uses future input data from a previous
batch. The blue and red shaded areas are the ensemble standard deviation.
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consumption, which can be illustrated by the fact that the three have similar
variations and behavior. Furthermore, it is unknown if and when the farmer
has changed feed type for any of the batches.

It is a common problem within broiler production that the measured weight
is negatively biased from day 15 and onwards. We believe that this among
others is due to the broilers outgrowing their skeletal capacity, resulting in a
reluctance for the heavier broilers to jump up on the weight pads placed in the
broiler house. This has been corrected by multiplying a manually configured
and time varying “behavior” constant with the measured weight. We only have
the corrected weight which naturally leads to some uncertainty. The projected
slaughterhouse weight on day 34 are 2138g and 2091g for the prediction and
evaluation batch respectively – a difference of 47g. The weighing pad measured
a weight of 2007g and 2140g on this day, resulting in a difference of -84g and
2g compared to the slaughterhouse weight, respectively.

3.2 Model Configuration and Results
For this work we use h = 7 hidden neurons with input delays of n ∈ {0, 1, 2}
samples and output delays of m ∈ {0, 1, 9} samples in (1), resulting in a model
with 220 free parameters. We find that the output delay of ≈ 1 day has a
stabilizing effect on the forecasting. We have good experience with a sampling
interval of Ts = 3 hours and first output training sample κ = 10 (day 1.25) in
(4).

On Figure 3a a forecasting example from day 7 to 34 is presented, while
weight on day forecasting on day 7, 14, 21, 28 and 34 from all preceding samples
that is depicted on Figure 3b.

4 Discussion

4.1 Forecasting example
In this subsection we discuss Figure 3a. We see that both prediction and
evaluation forecasts produce good overall forecasting capabilities, in the sense
that it tracks the overall target weight throughout the batch. Comparing the
use of prediction and evaluation forecast, we see a slightly higher mean weight
of 45g on day 34 for the prediction forecast. This is close to the slaughterhouse
weight difference of 47g on this day, despite the weight being ≈ 100g lower
(≈9% of the slaughter weight). This indicates that the model captures at least
some of the dynamic interconnection between the two forecasts, as the climate
conditions are the only difference.

The model uses future prediction of the cumulative feed and water con-
sumption to support the weight forecast. We see that the model underestimates
both the feed and water consumption at day 34 by ≈6% and ≈8% respectively
for the evaluation forecast, which can explain part of the ≈9% underestimated
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weight. It supports that broiler weight can be inferred from the cumulative feed
and water consumption, as these figures are quite close to the underestimated
slaughter weight.

4.2 Weight on day forecasting
In this subsection we discuss Figure 3b. Again, we see that both prediction and
evaluation weight on day forecasts produce good overall forecasting capabilities,
in the sense that the forecast is close to the measured weight for the target days.

Common for the weight on day forecasts is that the ensemble standard
deviation tends to decrease over time – which is expected as the forecasting
horizon diminish. Furthermore, keep in mind that differences between the two
forecasts are caused by different future inputs, as they are initialized with the
same data – as seen around day 13, where the humidity and CO2 is exited
in the evaluation batch. If both forecasts react, it is caused by the model
initialization with the evaluation data – as observed around day 31, where the
weight measurement plateaus.

The weight on day 34 prediction forecast tends to be higher than the pre-
diction forecast, which is also the case for the two batches. This difference
diminishes gradually from day 7 and onwards, which the model attributes to
the overall climate differences in the respective batches. We see that the mea-
sured weight on day 34 differs significantly from the projected slaughterhouse
weight. The model appears to be able to pick this up just before the broiler
weight plateaus at around day 31. This suggests that the model has learned
the weighing pad behavior from the training data, and not the “actual” broiler
weight.

Only the ensemble standard deviation around day 14 prediction is consis-
tently deviating from the weight measurement, where the others tend to in-
crease throughout the batch. Furthermore, models simulated from around day
8-15 appear to increase the forecasting ensemble standard deviation for both
models, indicating that an unfamiliar combination of weight, feed and water
consumption is observed in the evaluation data. Alternatively, both the pre-
diction and evaluation batch contains different CO2 from the training data for
this time interval. Regardless, it indicates that the model is having difficulties
at generalizing correctly for this interval in particular.

Comparing the evaluation and prediction forecast, we see that they resemble
each other well in terms of ensemble standard deviation as the shaded area is
similar for the two forecasts, indicating that input data from the previous batch
can be used to represent the ensemble standard deviation of the current batch
despite different performance.
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5 Concluding Remarks
In this present work DNN forecasting models have been trained on farm scale
broiler batch production data from 12 batches. We have produced and inter-
preted a forecast from day 7 to 34 and a weight on day forecast to day 7, 14, 21,
28 and 34 from all preceding days along with displaying the prediction ensemble
standard deviation. We found an overall good agreement between measured
broiler weight and the weight forecasts, but limited to the measured weight,
which is known to be negatively biased onwards of day 15. Most importantly,
we found that a dynamic interconnection between environmental broiler house
conditions and broiler weight is present, and that it can be captured at least
partially by the developed forecasting model. We analyzed the training data
and forecasting data to explain the underlying reasons for some of these devia-
tions. Additionally, we found that environmental input data from the previous
batch can represent the ensemble standard deviation of the current batch, and
is considered a reasonable substitute for future environmental input data.

Future work includes: Investigating state estimation as an alternative to
reinitializing the model at every time step in the weight on day forecasting.
Establishing a measure of how much the model has to generalize from known
training data to forecasting data, as this was an intricate part of evaluating the
quality of this work. Determine the optimal number of neurons, input/output
delays and input/output variables.

SKOV A/S has submitted a patent application covering the presented con-
cept and intends on implementing the developed forecasting algorithm in ex-
isting equipment.
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Abstract—The global demand for poultry meat is predicted to increase by
18% between 2015-17 and 2027, which motivates the need for better tools for
production monitoring, planning and optimization. This paper presents the first
results on broiler (chicken for meat production) weight forecasting intended for
production planning and monitoring using environmental broiler house con-
ditions – such as heating, ventilation, and temperature. We investigate the
dynamic impact of environmental conditions on broiler growth, which is known
to be highly significant but unexplored in scientific literature. The forecasting
is carried out using ensemble dynamic neural network models trained on past
production data with mutual information based input variable selection. To
investigate the potential of the proposed method, an extensive case study on al-
most 3.5 years of industrial farm scale production data from a state-of-the-art
broiler house is carried out. The dynamic impact of environmental conditions
on broiler growth is found to be significant and useful broiler weight forecasts are
obtained – effectively providing a foundation for future research on optimization
of broiler production.

Keywords—agricultural engineering; biological system modeling; recurrent
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1. Introduction

1 Introduction
Due to the growing middle class in many developing countries, the increase in
meat consumption is predicted to continue rising [OECD, 2018, pp. 22]. The
highest growth in meat production is foreseen in poultry meat, of which we
expect broiler (chicken for meat production) meat to represent the majority.
One reason being that broiler production has the highest yield per feed unit
among land animals, making chicken meat a relatively inexpensive source of
animal protein. The poultry industry on a world scale is predicted to steadily
increase, from an average of 118.1 billion kg of meat in 2015-2017 to 139.0
billion kg in 2027 [OECD, 2018, pp. 37] – a significant predicted increase of
18%. This drives the need for better tools for production monitoring, planning
and optimization, where this paper presents the first results on broiler weight
forecasting intended for production planning and monitoring. The intended
end goal is production optimization, where production planning tools will aid
the development of production optimization strategies.

Empirically motivated nonlinear growth curve models have traditionally
been used to determine the evolution of broiler weight. These models have
been extensively studied in scientific literature such as [Aggrey, 2002], [Ah-
madi and Mottaghitalab, 2007] and [Hasan Eleroğlu and Duman, 2014]. A
growth curve in this context is a function of time with a fixed structure fit-
ted to past broiler weight data. Common models include the Richerds Model
and Gompertz-Laird Model that are described by 4 and 3 parameters respec-
tively, where the parameters have biologically intuitive interpretations – such
as time and size of maximum growth rate [Aggrey, 2002]. See [Demuner et al.,
2017] for common growth curve models and parameters for the most popu-
lar broiler strains, including ROSS 308 used in this study. In [Lopes et al.,
2008], the relationship between broiler house environment and production per-
formance was investigated using a non-dynamic neural network. Likewise, in
[Diez-Olivan et al., 2018] quantile regression forests-based modeling, a non-
dynamic method, was among others used to predict broiler weight on week
3, 5 and 6 using broiler house environment. However, it is not clear how to
extract temporal performance, i.e. day-to-day growth prediction, from such
non-dynamic models.

Dynamic broiler growth models are an extension of growth curves and have
primarily been developed for control synthesis in scientific literature. In [Aerts
et al., 2003] a time-variant online parameter estimation of a dynamic model
was successfully applied to predict future weight up to 7 days ahead without
a priori information. The model uses feed intake as input and weight as out-
put and was used for model predictive control (MPC) in [Cangar et al., 2007].
This control algorithm was tested in a laboratory setting with a stocking den-
sity of 5.3 birds/m2 and 20 birds/m2, the latter to emulate farm scale density.
The mean relative weight control error was 2.7% and 7.3% for the low and
high-density experiments respectively – suggesting that farm scale broiler pro-
duction is harder to both predict and control. A similar result was obtained in
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[Demmers et al., 2010], where a small differential recurrent neural network was
used to model the feed quantity and control the broiler weight using nonlinear
MPC. In [Stacey et al., 2004] a dynamic broiler weight model was developed
and used information about feed uptake and composition of two feed types
with known nutritional value. It was successfully used for broiler weight con-
trol and achieved results comparable to that of a stockman on farm scale broiler
production with 30,000-40,000 broilers per house.

Hence, the available scientific literature on dynamic broiler models are very
sparse and focuses exclusively on active broiler weight control by regulating
feed uptake and composition. This is understandable, as feed is considered
the biggest expense in broiler production. However, this research is incompat-
ible with state-of-the-art broiler industry as it uses ad libitum feeding regimes,
which excludes feed uptake regulation. Regulation of environmental broiler
house conditions, such as temperature, are compatible with industry, and if
managed correctly are known to minimize the required feed, water, and elec-
tricity to produce a mature broiler. No prior scientific modeling literature
has been found studying the complex dynamic interconnection between broiler
weight and broiler house environmental conditions, and will thus be the subject
of this work. In this paper dynamic neural network (DNN) class models are
used for forecasting and mutual information (MI) based input variable selection
(IVS) for automatic input configuration.

State-of-the-art industrial broiler production typically executes 5-8 batches
per house per year, of which identical broiler houses in terms of physical con-
struction, management and climate nonetheless consistently exhibit different
growth and feed uptake performance. Hence, data from multiple houses can-
not easily be pooled together, which limits modeling to a single house. A
parameter drift caused by naturally changing production conditions, such as
the broiler house deteriorating and the broiler and feed performance increases,
prevents indefinite data accumulation and renders old production data invalid.
Hence, broiler production data is a very limited resource. Note that data quan-
tity requirements increase exponentially with the number of inputs, input lags
and output lags for the DNN [May et al., 2011]. To make best possible use
of the limited production data, IVS is used to select as few significant inputs
and lags as possible. No prior scientific literature on IVS of broiler growth
and environmental variables has been found, and will also be a subject of this
work.

IVS is a critical step in data driven modeling, where appropriate input
variables are selected from available data. The IVS discipline is diverse and
has many perspectives and applications – for an overview of time series IVS
see [May et al., 2011], and for feature selection see [Brown et al., 2012]. Given
our application, we narrow our scope to model free filter type IVS algorithms
– also known as filter type IVS. One class of statistical IVS is based on MI.
By definition, mutual information I(X;Y ) is the reduction in uncertainty with
respect to the random variable Y due to the observation of the random variable
X [May et al., 2008b]. MI is often calculated by estimating the underlying
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marginal and joint probability density functions (PDFs) through kernel density
estimation (KDE). Such an IVS algorithm was formulated in [Sharma, 2000],
and modified in [May et al., 2008b] among others. It uses successive regression
to remove selected information from the input candidates and target output and
estimates partial mutual information (PMI), while relying on computationally
heavy bootstrapping to determine a stopping criteria. Alternatively, the Copula
entropy can be used to estimate MI[Chen et al., 2014].

Dynamic neural networks have been successfully applied to model complex
biological processes. Recent applications include algae growth prediction in a
laboratory setting [Wang et al., 2015], prediction of bioethanol production in
a bioreactor [Grahovac et al., 2016], bioreactor prediction [Nair et al., 2016],
yeast fermentation modeling in a bioreactor [Nasimi and Irani, 2014], state es-
timation in a continuous bio reactor [Hernandez et al., 2013], and prediction of
dissolved oxygen in wastewater treatment [Sadeghassadi et al., 2018]. Likewise,
mutual information based IVS has been applied extensively to environmental
modeling, such as IVS for prediction of rainfall [Sharma, 2000], salinity [Bow-
den et al., 2005], Water Quality [May et al., 2008a], storm water runoff [He
et al., 2011], flood forecasting [Chen et al., 2014], and rainfall-runoff [Li et al.,
2015]. Other recent applications include return temperature estimation in mix-
ing loops [Overgaard et al., 2017], and Coriolis flow-meters for two-phase flow
[Wang et al., 2017].

In the present effort, we present a data-driven dynamic neural network
broiler weight forecasting model with MI based IVS. In particular, we show that
dynamic interactions between environmental conditions and broiler weight in
ad libitum feed broilers are present and can be captured by such a model. We
do this in a data driven framework on real farm scale production data from a
state-of-the-art broiler house. Preliminary results were presented in [Johansen
et al., 2017]. Hence, the scientific contribution of this paper is a new application
of dynamic neural networks and MI based IVS for broiler weight forecasting,
in addition to an IVS analysis of broiler weight and environmental variables.

The remainder of the paper is structured as follows. The DNN model is
described in Section 2, the MI based IVS is described in Section 3, and the DNN
model and IVS are combined to a forecasting algorithm in Section 4 along
with the forecasting evaluation criteria. The experimental verification setup
is described in Section 5, consisting of a single forecasting trial in Section 6,
and an analysis of all trials in Section 7. Concluding remarks are provided in
Section 8.

2 Dynamic Neural Network Model (DNN)

2.1 Model
Since the multilayer perceptron (MLP) model and its variations have been ex-
tensively researched in scientific literature we will only give a brief introduction
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and describe how we apply it to our specific problem. For a thorough intro-
duction to the subject we redirect the reader to [Du and Swamy, 2014] and
[Haykin, 1994].

The particular type of Dynamic Neural Network (DNN) model used in this
work can be classified as a discrete-time nonlinear ARMAX model given by

ŷ[k + 1 ∣ b, p,W] = N (Ŷ [k], U[k] ∣W) ∀p ≤ k (1a)
ŷ[k + 1 ∣ b, p,W] = y[k + 1 ∣ b] ∀k < p (1b)

with

U[k] = [u[k − n̄1 ∣ b]T ⋯ u[k − n̄Nn̄ ∣ b]T ]T

Ŷ [k] = [ŷ[k − m̄1 ∣ b, p,W]T ⋯ ŷ[k − m̄Nm̄ ∣ b, p,W]T ]T

where ŷ[k ∣ b, p,W] ∈ RNy is the model output at sample k ∈ Z+, initialized with
data from batch b ∈ Z at sample p ∈ Z+ with the NW model weights W ∈ RNW ,
y[k ∣ b] ∈ RNy is the measured output and u[k ∣ b] ∈ RNu is the measured in-
put at batch b and sample k, N ∶RNyNm̄ × RNuNn̄ → RNy is a MLP model,
U[k] ∈ RNuNn̄ is delayed values of the input vector u[k ∣ b] corresponding to
the Nn̄ ∈ Z+ elements of n̄ = {n̄1, . . . , n̄Nn̄}, and Ŷ [k] ∈ RNyNm̄ is delayed values
of the past output vector ŷ[k ∣ b, p,W] corresponding to the Nm̄ ∈ Z+ elements
of m̄ = {m̄1, . . . , m̄Nm̄}. The sample number k and initialization sample p for
the model output ŷ[k ∣ b, p,W] is bounded by p ∈ [1;Ns,b] and k ∈ [p + 1;Ns,b]
where Ns,b ∈ Z+ is the number of samples in batch b. This particular struc-
ture has been adopted to accommodate potentially long propagation delays,
while keeping the number of weights relatively low. Model initialization occurs
through (1b), where k is implicitly lower bounded by 1 for both y[k ∣ b] and
u[k ∣ b].

The DNNmodelN is selected with one hidden layer with hyperbolic tangent
activation function in the hidden layer and linear activation function in the
output layer. It can be shown that N is an universal function approximator,
meaning that it has the capacity of approximating any system at any accuracy
[Du and Swamy, 2014, chap. 4.2]. In matrix-vector representation, (1a) is
written explicitly as

ŷ[k + 1 ∣ b, p,W] =W o tanh(X + θh) + θo (3)

with

X =
Nm̄

∑
i=1

W h
y,iŷ[k − m̄i ∣ b, p,W] +

Nn̄

∑
j=1

W h
u,ju[k − n̄j ∣ b],

where Nh ∈ Z+ is the number of neurons in the hidden layer, X ∈ RNh , W o ∈
RNy×Nh is the output weights, W h

y,i ∈ RNh×Ny is the delayed output weights,
W h
u,j ∈ RNh×Nu is the delayed input weights, θh ∈ RNh is the hidden layer bias
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n̄1

n̄Nn̄

m̄1

m̄Nm̄

ŷ[k + 1]

u[k]
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ŷ[k]

Network
Delay

Layer
Hidden Output

Layer

Figure 1: Visual representation of (3) with one input and one output for simplicity. Neurons
are represented with blue circles, which contain an activation function and bias each. Note
that all incoming signals to a neuron are multiplied by a weight. The operator z−1 produces
a delay of 1 sample, while a blue box produce a delay equal to its number.

and θo ∈ RNy is the output bias. A visual representation of (3) is depicted on
Figure 1.

Input and output specific delays selected by the IVS are accommodated by
modifying the structure of W h

u,j and W h
y,i. For example, if the inputs indexed

1 and 3 are selected with delay of j = 2, Nu = 4 inputs, Nh = 3 hidden neurons,
then W h

u,j equals

W h
u,2 =

⎡⎢⎢⎢⎢⎢⎣

W1 0 W2 0
W3 0 W4 0
W5 0 W6 0

⎤⎥⎥⎥⎥⎥⎦
. (4)

2.2 Model Training
The dynamic neural network is trained by iteratively minimizing the cost func-
tion

EB(W) =

Er,B
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

∑
b∈B

NP

∑
p=1

Ns,b

∑
k=Pp

∣∣y[k ∣ b] − ŷ[k ∣ Pp, b,W]∣∣22
Nr,B

+ᾱ

EW
∣∣W ∣∣22 (5)

with

Nr,B = ∑
b∈B

NP

∑
p=1

Ns,b

∑
k=Pp

Ny = NBNPNy(Ns,b + 1) −NBNy
NP

∑
p=1

Pp,
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where B = {B1, . . . ,BNB} denotes the NB ∈ Z+ training batch indexes used
for training, Ns,b ∈ Z+ is the number of samples in batch b, and Nr,B ∈ Z+ is
the total number of residuals in Er,B ∈ R+ with batch indexes B. ∣∣⋅∣∣2 is the
standard Euclidean 2-norm. Both the inputs and outputs are normalized to a
mean of 0 and standard deviation of 1 during training. The network weights
W are initialized using the Nguyen-Widrow algorithm as explained in [Nguyen
and Widrow, 1990].

Each batch is divided into NP ∈ Z+ Sub-Batches with initial starting times
denoted by P = {P1, . . . , PNP }, which we find speeds up training and decreases
the risk of converging to a poor local minima. Consequently, for each batch
b ∈ B we get NP sets of trajectories with different initial conditions to minimize,
as illustrated on Figure 2, where each output is weighted equally.
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Figure 2: Example of the Sub-Batch trajectories with Sub-Batch starting time at day
P = {0, 14}.

The last term of the cost function is a scalar regularization term punishing
the size of the NW system weights W, where ᾱ ∈ R+ is the regularization
weight. The regularization weight ᾱ is determined iteratively through Bayesian
Regulation as described in [Burden and Winkler, 2008]. We normalize the
regularization weight to make the cost functions comparable between trainings,
and is calculated according to ᾱ = α/β with:

α = γ

2EW
β =

Nr,B − γ
2Er,B

γ = NW − α trace(G−1) (6)

Where EW ∈ R+ and Er,B originate from (5) and γ, 0 ≤ γ ≤ NW , is a measure
of how many of the NW parameters are unused. Lastly, G ∈ RNW×NW is the
Hessian matrix of the joint cost βEr,B+αEW as calculated in (7a), where I is the
identity matrix of appropriate dimensions. It is partially approximated through
the Jacobian Jr,B ∈ RNr,B+NW×NW of Er,B in (7b), similar to the Levenberg
Marquard algorithm. The scalar constants α ∈ R+, β ∈ R+ and ᾱ ∈ R+ are
iteratively updated after each training iteration, with initial conditions α = 0
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and β = 1.

G =
d2(βEr,B + αEW)

dW dWT
=
d2(βEr,B)
dW dWT

+ 2αI (7a)

≈ JTr,BJr,B + 2αI with Jr,B = β
dEr,B

dWT
(7b)

Cross validation in combination with early stopping is applied to avoid over-
fitting and increase the models ability to generalize to inputs not present in
the training data. This is facilitated by selecting the model weights W among
all training iterations with the smallest cost Eb̃(W) calculated with the testing
batch b̃ ∈ Z. Note that the testing batch is only used for early stopping and not
for training of W, i.e. b̃ ∉ B. This type of cross validation could accurately be
termed leave-one-batch-out cross validation, but is a special case of the holdout
cross validation method – see [Arlot and Celisse, 2010] for a comprehensive
review of cross validation methods.

The cost function (5) is minimized using the Levenberg-Marquardt (LM)
optimization algorithm by means of the Ceres Solver library [Sameer Agarwal
and Others, 2015]. Ceres implements an exact step LM variant based on [Mad-
sen et al., 2004]. It is an algorithm that efficiently solves large scale least square
problems on the form

W(B, b̃) = arg min
W

[1
2
EB(W) = ∣∣FB(W)∣∣22], (8)

where EB ∶RNW → R is the cost function to be minimized, FB ∶RNW → RNr,B+NW
is a vector with the Nr,B+NW residuals of EB, W ∈ RNW is the weights and
W(B, b̃) ∈ RNW is the optimal weights found by the algorithm with training
batches B and early stopping using batch b̃ as discussed previously. Note that
the problem is not guaranteed to be convex, and consequently W(B, b̃) is only
guaranteed to be a local minimum. In the following the dependence on W is
implicit for the residuals FB(W) and its Jacobian JFB ∶RNW → R(Nr,B+NW)×NW

given by JFB(W) = dFB(W)

dWT . LM is an iterative procedure and requires an
initial weight guess. The weights are updated according to W ←W +∆W by
solving for the weight change ∆W ∈ RNW in

(JTFBJFB + µI)∆W = −JTFBFB, (9)

where µ ∈ R+ is the damping parameter, using the Cholesky Factorization.
The LM algorithm is a trust region method and controls the step size with the
damping parameter µ, of which a larger value will reduce the step size. This is
controlled by the ratio between the actual and predicted cost change given by

ρ = EB(W) −EB(W +∆W)
ÊB(0) − ÊB(∆W)

, (10)
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where 0 is the zero-vector, and ÊB(∆W) ≈ EB(W +∆W) is an approximation
of EB(W +∆W) in W given by

ÊB(∆W) = EB(W) +∆WTJTFBFB +∆WTJTFBJFB∆W.

If the cost function is successfully decreased by ∆W, then the step is accepted
and the damping parameter µ is updated according to

µ← µ ⋅max{ 1
3 , 1 − (2ρ − 1)3}, (11)

otherwise the step is rejected and the damping parameter is increased according
to µ ← µ ⋅ 2η with η ∈ Z+ being the number of consecutive rejected updates.
Note that if 1

2 < ρ then µ is decreased, which increases the trust region, as it
indicates that JFB is a good approximation. This process is repeated until W
converges, or 1000 training iterations have elapsed.

3 Mutual Information-based Input Selection

3.1 Information Theory
The information entropy of the random variable X is given by

H(X) = −∫
X
p(x) ln p(x)dx, (12)

and is a measure of how much information is contained by X. Note that this
measure extends to multivariate inputs as well, in which case it is a measure
of the collective information of all variables. The mutual information I(X;Y )
is the reduction in uncertainty with respect to the random variable Y due to
the observation of the random variable X, and is given by

I(X;Y ) = −∫
Y
∫
X
p(x, y) ln p(x, y)

p(x)p(y)
dxdy. (13)

Alternatively, it can be regarded as the amount of information X provides about
Y, and vice versa. It can be shown to be a function of the linear correlation
coefficient RXY ∈ [−1; 1] in case of linear and Gaussian distributed inputs given
by

I(X;Y ) = −1
2

ln(1 −R2
XY ). (14)

However, mutual information is more robust due to its insensitivity to noise
and data transformations, i.e. nonlinearity [May et al., 2011]. Through resub-
stitution (12) and (14) can be estimated by

Ĥ(X) = − 1
n

n

∑
k=1

ln f̂X(X[k]) and (15a)

Î(X;Y ) = 1
n

n

∑
k=1

ln f̂X,Y (X[k], Y [k])
f̂X(X[k])f̂Y (Y [k])

, (15b)
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where f̂X(⋅) and f̂Y (⋅) are the estimated marginal density function of X and
Y , respectively, and f̂X,Y (⋅, ⋅) is the estimated joint density function of X and
Y [Beirlant et al., 1997]. Intuitively, the nominator of (15b) equals the denomi-
nator if X and Y are uncorrelated, as f̂X(X[k])f̂Y (Y [k]) = f̂X,Y (X[k], Y [k]),
and consequently does not add any new information, as ln 1 = 0. With X =
{X1, . . . ,Xi}, Y = {Y1, . . . , Yj} and x ∈ Ri the notation for multivariate mutual
information and i-variate joint density estimation is

I(X;Y ) ≜I(X1, . . . ,Xi;Y1, . . . , Yj) and
f̂X(x) ≜f̂X1,...,Xi(x1, . . . , xi).

The partial mutual information (PMI) is a measure of the information be-
tween two variables X and Y , excluding the information from a third variable
Z. It can be regarded as a measure of how much mutual information is not
explained by Z, which is useful for determining if an input variable provides ad-
ditional information about an output variable. In terms of mutual information
and information entropy it is given by:

I(X;Y ∣ Z) = I(X;Y,Z) − I(X;Z) (16)
=H(X,Z) +H(Y,Z) −H(X,Y,Z) −H(Z)

The relationship between information entropy, mutual information and par-
tial mutual information is visualized on Figure 3. Applying (19) on a dataset
is illustrated on Figure 4.

H(Y )H(X)

I(X;Y )I(X ∣Y ) I(Y ∣X)

(a) MI
H(Y )H(X)

H(Z)

I(X∣Y ;Z) I(Y ∣X;Z)

I(Z∣X;Y )

I(X;Y ∣Z)

I
(X

;Z
∣Y

) I
(Y

;Z
∣X

)

(b) PMI

Figure 3: Venn diagram representation of MI and PMI.
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Figure 4: The estimated probability density distribution f̂X,Y (x, y) given by (19) of two
correlated variables x and y. The linear correlation coefficient is -0.005 in this case, suggesting
that x and y are very close to being uncorrelated. The KDE represents the underlying
correlated distribution significantly better in this case. The Mutual Information Î(x;y) =

0.204 given by (15b), suggesting that information of y can be obtained from x, as the 95%
critical value for Gaussian noise with n = 400 samples equals 0.0567 [May et al., 2008a].

3.2 Kernel Density Estimation (KDE)
To calculate the joint PDFs in (15), we employ kernel density estimation. The
d-variate Gaussian kernel density estimator (KDE) can be formulated by

f̂X(x) = 1
n

n

∑
k=1

KH̄(x −X[k]) with (17a)

KH̄(y) =
K(H̄−1

y)

det{H̄}
and (17b)

K(z) = 1
√

(2π)d
exp(−1

2
zT z). (17c)

Where (17a) and (17b) are the multivariate parzen window with x, y, z ∈ Rd,
H̄ ∈ Rd×d being the kernel bandwidth or smoothing matrix, n is the number of
samples in the known data X ∈ Rd×n, and X[k] ∈ Rd denotes the k’th sample
of X. In this work we use the generalized Scott’s rule [Wolfgang Härdle and
Werwatz, 2004, pp. 73] given by

H̄ = Σ1/2 h̄S with h̄S = n−1/(d+4), (18)

where Σ ∈ Rd×d is the covariance matrix of the known data X ∈ Rd×n and
h̄S ∈ R. Furthermore, (17c) is the kernel function, where we use the multivariate
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Gaussian density function. The full expression for (17) equals

f̂X(x) =
n

∑
k=1

exp(− 1
2(x −X[k])T (h̄2

SΣ)−1(x −X[k]))

n
√

(2π)d det(h̄2
SΣ)

. (19)

[Li et al., 2015] investigates different kernel bandwidth selection algorithms
for the IVS algorithm in [May et al., 2008b] under non-normal conditions, as
[May et al., 2008b] assumes normality through the Gaussian reference rule.
Using alternative bandwidth selection algorithms lead to increased selection
accuracy in IVS for rainfall and runoff prediction. However, we have not found
it necessary to investigate alternative bandwidth selection algorithms for our
purposes – suggesting that the data might be close to Gaussian.

3.3 Input Variable Selection (IVS)
The task of progressively selecting input variables can be formulated as fol-
lows. Let X denote the set of lagged input candidates, S = {S1, . . . , Sm−1}
the (m − 1) previously selected lagged inputs with S ⊆ X and Y being the
target output. The m’th lagged input candidate with most new information is
selected according to

Sm = arg max
C∈X/S

I(C,S;Y ) = arg max
C∈X/S

I(C;Y ∣ S). (20)

This is repeated until Sm provides no significant new information about Y ,
and Sm is not added to S. Originally, the 95 percentile critical bootstrap value
was used to estimate a termination threshold, but since it is computationally
heavy [May et al., 2008b] compared alternatives. Termination criterias based
on the Akaike Information Criterion, modified Hampel outlier test and PMI
lookup table based on Monte Carlo simulations of normally distributed noise
for different sample sizes were compared. We have good experience with using
the 95-percentile tabulated PMI as depicted on Figure 5, but it should be noted
that [May et al., 2008b] found that this method gives biased values for non-
Gaussian distributed inputs. Realizing that this table is approximately log-log
linear in the number of samples n, the following approximation is found (See
Figure 5):

Î(95)(n) = 1.7134 ⋅ n−0.518 (21)

Calculation of (20) requires estimation of an (m+1) dimensional probability
density function using (19), and is therefore increasingly dependent on the data
quality for larger m – both in terms of number of samples and increasing data
sparsity in higher dimensional spaces. This phenomenon is called the curse of
dimensionality and is illustrated in Table 1. Hence, calculation of higher order
MI is not preferred, as we cannot make any guarantees regarding data quality
for broiler production.

141



Paper B.

102 103

10−1.5

10−1

10−0.5

Number of samples n [·]

Î
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Figure 5: Tabulated PMI and an approximation [May et al., 2008b].

Dimension Sample Size
1 4
2 19
3 67
4 223
5 768
6 2790
7 10700
8 43700
9 180700
10 842000

Table 1: Sample size required to maintain a constant standard error in a general regression
neural network [May et al., 2011].

3.4 Regression based PMI
This method is taken from [May et al., 2008b] and uses the KDE based con-
ditional expectation known as the Nadaraya-Watson estimator for regression.
It is the regression of Y given the observed X, denoted by E[Y ∣X], where the
j’th sample is calculated by

E[Y ∣X =X[j]] = 1
n

∑nk=1 Y [k]KH̄(X[j] −X[k])
∑nk=1KH̄(X[j] −X[k])

. (22)

For simplicity, the removal of known “information” through regression of the
elements of B from the variable A is written as

M(A ∣B) = A −E[A ∣B].

The key idea behind this method is to estimate the partial mutual infor-
mation by removing the known mutual information from the selected inputs
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through successive regression. Let (⋅)i denote the i’th successive regression of
(⋅), then them’th iteration of the selected inputs S = {S1

1 , . . . , S
m−1
m−1} of Xk ∈X

equals

Xm
k =

⎧⎪⎪⎨⎪⎪⎩

M(Xm−1
k ∣Sm−1

m−1) m > 1
Xk m = 1

. (23)

Notice that Xm
k depends on up to m regressions – one for each previously

selected element of S. To demonstrate, X4
k is obtained from the following suc-

cessive regressions of the previously selected variables, {S3, S2, S1}, according
to:

X1
k =Xk S1

3 = S3 S1
2 = S2 S1

1 = S1

X2
k =M(X1

k ∣S1
1) S2

3 =M(S1
3 ∣S1

1) S2
2 =M(S1

2 ∣S1
1)

X3
k =M(X2

k ∣S2
2) S3

3 =M(S2
3 ∣S2

2)
X4
k =M(X3

k ∣S3
3)

Note that the first row contains the original values, and each subsequent row
is a regression based only on the previous row.

Using (23), the IVS problem formulated in (20) can be approximated by

Sm = arg max
C∈X/S

[I(C;Y ∣ S) ≈ I(Cm−1;Y m−1)], (24)

which has the benefit of only requiring 2-dimensional density function estimates
compared to the previous (m − 1). When implementing this algorithm, the
values of (⋅)m are calculated from (⋅)m−1 after Sm has been selected to avoid
unnecessary recalculation.

4 Broiler Weight Forecasting and Evaluation
This section describes how the DNN model in Section 2 and the MI based IVS
in Section 3 are used for broiler weight forecasting along with how the forecasts
are evaluated.

4.1 Forecasting Trial Setup
The aim of forecasting trial t ∈ {1, . . . ,Nt} is to forecast future outputs p<k<Ns,t
from the present moment p ∈ Z+ throughout trial t, only based on past batches
{1−NPB , . . . , t−1} withNBP preliminary batches prior to trial t=1. The batches
are segmented into the following categories, as depicted on Figure 6, and equals:
evaluation batch {t}, prediction batch {t−1}, testing batches {t−2}, and the re-
maining batches are denoted training batches {1−NPB , . . . , t−3}. The training
and testing batches are used to find the network weights W through train-
ing. The latest training batch is used in an early stopping setting to avoid
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Figure 6: Visual representation of how batches are selected for forecasting trial t. The
training and testing batches {NPB , . . . , t−2} are used to train a model as described in Sec-
tion 2. When forecasting future outputs at the evaluation batch {t} ahead of the present
moment p < k, then substitute future inputs from the prediction batch {t−1} are used up to
sample Ns,t−1 in the evaluation batch {t}.

over-fitting. In order to forecast future outputs on the evaluation batch {t},
unknown future input values are required of which we use the inputs from the
prediction batch {t−1} as substitute up to sample k≤Ns,t−1.

4.2 DNN Model IVS
IVS for the DNN model described in Section 2 requires selection of lags from
both inputs and outputs, due to its recurrent structure. As all inputs and
outputs are not guaranteed to be present in all the batches for trial t, up to
NB ∈ Z+ potential batches are selected for the IVS algorithm by maximizing

Bt = arg max
B̃

Nũ(B̃)Nỹ(B̃) min{NB̃(B̃),NB} + 1
max{B̃}−min{B̃}+1

s.t. B̃ ⊆ {1 −NPB , . . . , t − 3}
(25)

where Bt is the set of batches used for IVS and training of trial t, B̃ is a set of
potential batch indexes, Nũ(B̃) and Nỹ(B̃) are the number of potential inputs
and outputs with batch indexes B̃. As the broiler house naturally changes
over time, a forgetting factor is introduced by upper bounding the number of
potential training batches to NB through the term min{NB̃(B̃),NB}. The
term 1

max{B̃}−min{B̃}+1 < 1 ensures that the most recent batches take priority if
more than NB potential batches can be selected, where min{B̃} is the smallest
and max{B̃} is the biggest index in B̃.

The input candidates X are constructed from both the potential input
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ũ ∈ RNũ(Bt) and output ỹ ∈ RNỹ(Bt) candidates from Bt according to

X = {ũi[k − k̃] ∣ k̃ ∈ [1;NL,ũ] ∧ i ∈ [1;Nũ(Bt)]} ∪⋯
{ỹi[k − k̃] ∣ k̃ ∈ [1;NL,ỹ] ∧ i ∈ [1;Nỹ(Bt)]} (26)

where ũi[k− k̃] or ỹi[k− k̃] denotes the i’th element of ũ or ỹ delayed by k̃ ∈ Z+
samples, and NL,ỹ ∈ Z+ and NL,ũ ∈ Z+ denotes the maximum output and
input lag, respectively. This results in a total of NL,ũNũ(Bt)+NL,ỹNỹ(Bt)
candidates. When calculating the KDE from X using (19), data from all
batches are used simultaneously. To account for the largest lag, equivalent
of NL,max = max{NL,ũ,NL,ỹ}, the first NL,max samples are excluded from each
batch – resulting in a total of ∑b∈Bt(Ns,b −NL,max) samples.

A separate IVS for each ỹi ∈ ỹ is carried out, where IVS with Y = ỹi of the
potential candidates X from (26) is denoted iS. The overall IVS results in

St =⋃
Nỹ(Bt)

i=1
iS, (27)

which is used to configure the DNN model given by (1a) as follows. The
resulting selected outputs and inputs used by the DNN model are given by

u = {ū ∈ ũ ∣ k ∈ [0;NL,ũ] ∧ ū[n − k] ∈ St} and (28a)
y = ỹ. (28b)

The input and output lags in (3) are given by

n̄ = {k̃ ∈ [0;NL,ũ] ∣ i ∈ [1;Nũ(Bt)] ∧ ui[k − k̃] ∈ St} (29a)
m̄ = {k̃ ∈ [0;NL,ỹ] ∣ i ∈ [1;Nỹ(Bt)] ∧ yi[k − k̃] ∈ St} (29b)

The weightsW h
u,k̃

andW h
y,k̃

from (3) is configured as follows. Column i ∈ [1;Nu]
of W h

u,k̃
with delay k̃ is non-zero if ui[k− k̃] ∈ St, and column i ∈ [1;Ny] of W h

y,k̃

with delay k̃ is non-zero if yi[k − k̃] ∈ St – see (4) for an example. The weights
W o, θo and θh are always fully populated.

4.3 Evaluation and Prediction Forecasting
When forecasting future outputs from sample p to sample k at trial t, then
future inputs u[k ∣ t] are required due to the dynamic model structure – as
briefly discussed in (4.1). To alleviate this, the known “future” inputs from the
past batch t−1 is used as substitute for the unknown future inputs for batch t
by modifying (1) according to

ŷ∗[k + 1 ∣ t, p,W] =
⎧⎪⎪⎨⎪⎪⎩

N (Ŷ ∗[k], U∗[k] ∣W), p ≤ k
y[k + 1 ∣ t], k < p

(30a)

u∗[k ∣ t] =
⎧⎪⎪⎨⎪⎪⎩

u[k ∣ t − 1] p < k
u[k ∣ t] k ≤ p

(30b)
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with

U∗[k] = [u∗[k − n̄1 ∣ t]T ⋯ u∗[k − n̄Nn̄ ∣ t]T ]T and

Ŷ ∗[k] = [ŷ∗[k − m̄1 ∣ t, p,W]T ⋯ ŷ∗[k − m̄Nm̄ ∣ t, p,W]T ]
T

where ŷ∗[k + 1 ∣ t, p,W] and u∗[k ∣ t] is the prediction forecasting output and
input. When forecasting using (30), i.e. ŷ∗[k + 1 ∣ t, p,W], we denote it pre-
diction forecasting, and when using (1), i.e. ŷ[k + 1 ∣ t, p,W], we denote it
evaluation forecasting. The key difference between (1) and (30) is the use of
u[k ∣ t − 1] in (30b), as it ensures that the unavailable u[k ∣ t] for p < k is not
used for forecasting – this is also explained on Table 2. Note that only (1) is
used for training, and that both evaluation and prediction forecasts uses the
exact same model weights W.

Past
(k ≤ p)

Future
(p < k)

U t t

Y t ≈ t
(a) Evaluation

Past
(k ≤ p)

Future
(p < k)

U t t − 1
Y t ≈ t

(b) Prediction

Table 2: The objective is to forecast future outputs Y for p < k at trial t – denoted by ≈ t.
Evaluation forecasting (a) unrealistically relies on future inputs U for p < k at trial t, while
prediction forecasting (b) realistically relies on past inputs U for p < k at trial t − 1. The
difference between the two methods has been highlighted with a gray box. Note that both
forecasting approaches rely on past inputs and outputs for initialization, i.e., U and Y for
k ≤ p.

4.4 Ensemble Evaluation and Prediction Forecasting
We generate ensemble forecasts with Nm sub-models trained with different ini-
tial weights on the same training data denoted {W1(Bt, t−2), . . . ,WNm(Bt, t−2)}.
The ensemble evaluation and prediction forecasting mean of output index l ∈ Z+
are respectively given by

ˆ̄yl[k ∣ t, p] = 1
Nm

Nm

∑
i=1

ŷl[k ∣ t, p,Wi(Bt, t−2)] and (32a)

ˆ̄y∗l [k ∣ t, p] = 1
Nm

Nm

∑
i=1

ŷ∗l [k ∣ t, p,Wi(Bt, t−2)], (32b)

where Wi(Bt, t−2) is the i’th sub-model weight with batch indexes Bt and
early stopping applied on batch t−2. We use the ensemble model mean to
represent the “true” model output, as it is expected to be significantly more
robust against initialization effects.
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ˆ̄y∗l [k ∣ t, p]
Prediction Forecast

ˆ̄yl[k ∣ t, p]
Evaluation Forecast

yl[k ∣ t]
Measured

M(JJ
∗

l )

Evaluation and Prediction Difference

Prediction Forecasting
Performance
M(J

∗

l )

Evaluation Forecasting
Performance
M(Jl)

Figure 7: Overview of how (35) is related to (33) and (34).

4.5 Forecasting Evaluation Criteria
To evaluate the ensemble models’ forecasting ability throughout trial t, the fore-
casting evaluation and prediction root mean square error (RMSE) is calculated
for trial t and output l by:

Jl(t) =

¿
ÁÁÁÀ

Ns,t−1−1
∑
p=1

Ns,t−1

∑
k=p+1

∣∣yl[k ∣ t] − ˆ̄yl[k ∣ t, p]∣∣22
1
2Ns,t−1 (Ns,t−1 − 1)

(33a)

J ∗
l (t) =

¿
ÁÁÁÀ

Ns,t−1−1
∑
p=1

Ns,t−1

∑
k=p+1

∣∣yl[k ∣ t] − ˆ̄y∗l [k ∣ t, p]∣∣22
1
2Ns,t−1 (Ns,t−1 − 1)

(33b)

Where Jl(t) ∈ R+ is the evaluation forecasting performance of trial t, J ∗
l (t) ∈

R+ is the prediction forecasting performance of trial t, yl ∈ R is the l’th index
of y ∈ RNy , and the factor 1

2Ns,t−1 (Ns,t−1 − 1) is a normalization constant.
Furthermore, the impact of using substitute future inputs can be quantified by
the difference between ˆ̄yl[k ∣ t, p] and ˆ̄y∗l [k ∣ t, p], according to

JJ ∗
l (t) =

¿
ÁÁÁÀ

Ns,t−1−1
∑
p=1

Ns,t−1

∑
k=p+1

∣∣ˆ̄yl[k ∣ t, p] − ˆ̄y∗l [k ∣ t, p]∣∣22
1
2Ns,t−1 (Ns,t−1 − 1)

. (34)

The mean RMSE performance of all trials t ∈ {1, . . . ,Nt}, as depicted on Fig-
ure 7, is then calculated according to

M(Jl) =
1
Nt

Nt

∑
t=1
Jl(t), (35a)

M(J ∗
l ) = 1

Nt

Nt

∑
t=1
J ∗
l (t) and (35b)

M(JJ ∗
l ) = 1

Nt

Nt

∑
t=1
JJ ∗

l (t), (35c)

147



Paper B.

whereM(Jl),M(J ∗
l ) ∈ R+ are the mean evaluation and prediction RMSE per-

formance, andM(JJ ∗
l ) ∈ R+ is the RMS evaluation and prediction forecasting

difference.

4.6 Forecasting Procedure Summary
Forecasting trial t is carried out as follows:

1) Preselect up to NB batches according to (25) from the prior batches Bt ⊆
{1−NPB , . . . , t−3}.

2) Formulate ũ from Bt and X from ũ and ỹ. From each of element in ỹ carry
out an IVS as described in Section 3 to calculate St using (27).

3) From St determine the MLP model N structure governed by {n̄, Wh
u,i, m̄,

Wh
y,j} as described in Section 4.2, and the inputs u and outputs y using

(28).

4) Train Nm sub-model weights {W1, . . . ,WNm} with different initial condi-
tions by minimizing (5) as described in Section 2.2.

5) Calculate the ensemble prediction forecast ˆ̄y∗l [k ∣ t, p] and evaluation fore-
cast ˆ̄yl[k ∣ t, p] for all initial samples p ∈ [1;Ns,t−1 − 1] and k ∈ [p+ 1;Ns,t−1]
using (32).

6) Calculate the mean prediction and evaluation forecasting RMSEM(Jl) and
M(J ∗

l ) given by (33a), and the RMS evaluation and prediction forecasting
difference.

A visual overview of prediction forecasting is depicted on Figure 8.

5 Experimental Forecasting: Description
This work is based on data gathered from a ≈20 year old state-of-the-art broiler
house located in the northern Denmark – not the same as used in [Johansen
et al., 2017]. We use data from 29 batches, collected over a period of 3 years
and 4 months. Each batch contains 38155 broilers on average with standard
deviation 2329.

The potential inputs to the model consist of the available environmental
variables for this broiler house: The measured inside temperature, outside tem-
perature and humidity, light intensity reference, ventilation demand, and heat-
ing demand. Note that measured CO2 was not included, as it was only present
in 8 of 29 batches. The model outputs consist of the available broiler behavior
indicators: the measured weight along with feed and water consumption per
bird.

We intentionally distinguish between reference, demand and measured vari-
ables. Reference variables are independent, demand variables are determined
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Prediction Batch {t−1}

Forecasting
Horizon

p < k ≤ Ns,t−1

Testing Batch {t−2} Time k

Substitute Unknown
Future Inputs u∗[k ∣ t]

using (30)
Present
Moment

p

Training Batches
{1−NPB , . . . , t−3}

Evaluation Batch {t}

Preselect Training Batches
Bt ⊆ {1−NPB , . . . , t−3}

using (25)

Apply IVS and Calculate St
using (27)

Determine Model Structure
from St using Section 4.2

Bt

St {n̄, W h
u,i, m̄, W

h
y,j}

{W1, . . . ,WNm}

Train Model Weights
using using (32)

Prediction Forecast
ˆ̄y∗[k ∣ t, p] ∀p < k ≤ Ns,t−1

using (32b)

Past
k ≤ p

Future
p < k

Cross Validation

Figure 8: Visual overview of prediction forecasting. For evaluation forecasting replace
ˆ̄y∗[k ∣ t, p] from (32b) with ˆ̄y[k ∣ t, p] from (32a).

by a deterministic entity like a controller outside the model, and measured
variables are dependent on the model process.

To elaborate, humidity and temperature measurements are measured dur-
ing closed loop operation and are controlled through both the ventilation and
heating demands. Note that temperature is tightly controlled compared to
humidity for safety reasons. For this reason, these variables are not indepen-
dent, which has been known to cause problems in closed loop identification
[Rajamani Doraiswami and Stevenson, 2014]. We do not consider this an issue
as all closed loop controlled variables are considered inputs to the model and
therefore no deterministic output feedback is present. Note also that refer-
ence inputs for controlled variables is determined by the broiler farmer, whom
we consider a non-deterministic entity, making it an open loop identification
problem with restricted input space. We give an example of this in Section 6.1.

5.1 Weight On Day Forecasting
Currently, the broiler industry is particularly attuned to the broiler weight on
particular samples, e.g. samples equivalent of day 7, 14, 21 and 28, which
among others are used to determine when a batch is expected to be ready
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for slaughter. Therefore the models’ ability to forecast the output at these
days from all prior samples is investigated, which we denote weight on day
forecasting. The model output sample k is fixed, e.g. k = day 28, and the
forecasting horizon is determined through the variable initialization sample p,
i.e. p = day 7, for p < k. Note that this differs from traditional forecasting,
where p is fixed and k is variable.

5.2 Experimental Forecasting Overview
A detailed forecasting case study of the most recent trial, t = Nt, is presented
in Section 6. The data used for modeling is analyzed to help explain when the
forecasts deviate from future measured values. An example of a prediction and
evaluation forecast from day 14 is presented, along with a prediction and evalu-
ation weight on day forecast as described in Section 5.1 – both to demonstrate
the forecasting application aspects.

An overview of all Nt trials are presented in Section 7. A summary of
the selected inputs and outputs from the IVS method is presented and trends
are identified. The trial prediction and evaluation RMS forecasting error is
visualized and analyzed for all model outputs to investigate the performance
of the proposed method.

5.3 Method Configuration
We use a sample interval of 3 hours with the first sample at midnight (00:00)
on the first day regardless of the actual start time of the batch due to technical
limitations, which permits the time of day to be partially captured. The mean
value of the data within each sample period is used.

We have good experience with Nm = 64 sub-models and Nh = 7 hidden
neurons in the hidden layer of the model. On average this results in 230 free
model parameters across all trials. According to the Gaussian Regularization,
this results in an average of γ = 21 (8.5% of the model weights) unused weights
across all trials. We find this reasonable, as the model has room to handle ad-
ditional complexity. We have good experience with NP = 5 sub-batch training
start times at day P = {2,7,14,21,28} in (5).

As we cannot guarantee the data-quality in broiler production, we deliber-
ately limit the amount of selected variables and number of lags – see Section 4.2
for more information. A maximum of NB = 10 training and NPB = 11 prelim-
inary batches are used – resulting in a total of Nt = 18 trials. As each batch
roughly contains 250 samples, Table 1 suggests that no more than 5 inputs
should be selected. As the IVS is independently carried out for each of the
outputs, a maximum of 18 lagged inputs can be selected. We consider input
and output lags up to NL,ũ = NL,ỹ = 16 samples – equivalent of 2 days. Fur-
thermore, we restrict the search space of the IVS, S, to 3 input classes (e.g.
measured temperature) per output where each input class ũ can have up to 2
lags.
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6 Experimental Forecasting: Trial Case Study
This sections describes a detailed case study of the most recent trial denoted
by t=18 – see Section 5.2 for more information.

6.1 Trial Data Analysis
To understand the trial results we give our interpretation of the input and
output variables, which are depicted on Figure 9. We emphasize the difference
between what the model “knows” through training data, and the “unknown”
validation and prediction data, which can help explain if the model has dif-
ficulties at generalizing. We also point out known sources of error related to
broiler production that can influence the model’s forecasting ability. The IVS
results for this trial are depicted on Table 3 with rounded rectangles, which we
will not comment on in the following.

Input variables

First we give an example of the aforementioned correlated input variables.
It is most clearly illustrated on the prediction batch on Figure 9, where the
ventilation demand is negatively correlated with the temperature and humidity.
The intuition is that the broilers introduce both heat and water into the air in
the broiler house, increasing the temperature and humidity, which are removed
through ventilation.

A rule of thumb by the hatchery supplying the day old broilers is to keep
the temperature at ≈30 ○C in the beginning of the batch and decrement it by
1 ○C every 3 days until 20 ○C. The beginning temperature appears to be ≈4
○C offset in this case. We note a low degree of variation in temperature across
all batches, compared to e.g. humidity. The overall measured temperature of
the prediction- and evaluation batch appear to have similar behavior as the
training and testing data. However, the prediction batch is on average ≈1 ○C
higher onwards of day ≈11.

The heating demand for the prediction and evaluation batch have signif-
icantly higher fluctuations onwards of day 15, which are caused by a below
average outside temperature. Lastly, we note that the light intensity reference
data are quite spiky, which is caused by a light program emulating the day and
night cycle.

Output variables

Broiler weight is highly positively correlated with cumulative feed and water
consumption, as the two are necessary for both survival and growth of the
broilers. Bird weight has been reported by customers to be highly predictable
from feed and water consumption – supported by the fact that the three have
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Figure 9: The inputs and output data from the batches used in the most recent trial t = Nt.
The black shaded area denotes one standard deviation from the mean value. Each batch
contains 38155 broilers on average with standard deviation 2329.
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similar variations and behavior. Note that it is unknown if and when the farmer
has changed feed type for any of the batches.

We note that the feed consumption is distinctly lower for the evaluation
batch compared to the training, testing and prediction data, but the measured
broiler weight and water consumption are within one standard deviation of the
training and testing data. For this reason, we expect the prediction forecast to
be higher than the evaluation forecast.

It is a common problem within broiler production that the measured weight
is negatively biased from day 15 and onwards. This problem was first reported
by [Newberry et al., 1985], but has subsequently received limited academic at-
tention. [Chedad et al., 2000] hypothesized that the automatic weighting sys-
tem was used less frequently by heavier broilers through image analysis, which
was subsequently confirmed in [Chedad et al., 2003]. This has been corrected
by multiplying a manually configured and time varying “behavior factor” with
the measured weight, e.g., 1.1 at day 34. We only have the corrected weight
available, which naturally leads to some uncertainty.

6.2 Discussion of Figure 10a
We see that both the prediction and evaluation forecasts show good over-
all forecasting capability, in the sense that it tracks the measured output
shape throughout the batch – however, the model has a tendency to under-
estimate for all outputs. Comparing the prediction and evaluation forecasts,
ˆ̄yl[k ∣ t, p]− ˆ̄y∗l [k ∣ t, p], we note a difference of −8g broiler weight, 87g feed and
62ml water – essentially predicting a similar broiler weight for less feed and
water. Comparing this with the measured data of the prediction- and evalu-
ation batch on Figure 9 at the end of the evaluation batch, we see that the
evaluation batch produces the same amount of meat with 3.8% less feed and
1.1% less water, which supports the previous observation. This indicates that
the model captures at least some of the dynamic interconnection between the
two forecasts, as the climate conditions are the only difference between the
prediction and evaluation forecasts.

6.3 Discussion of Figure 10b
We see that the under-estimation trend is present when forecasting weight after
day 14, as the weight on day 7 and 14 forecasts show good agreement with the
measured weight. The weight on day 21 and 28 forecasts are underestimated
when forecasting from before day ≈22, which is caused by a higher than average
growth in this period. To elaborate, between day ≈7 to ≈24 the broiler weight
is more than one standard deviation lower than the training and testing data,
but it is close to the mean broiler weight after day ≈24 – the ensemble model
cannot explain this from the input data. This could be caused by biased broiler
weight measurements in this interval.
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(a) Forecasting from p = day 14 to batch end. See Section 4.3 for details.
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Figure 10: The solid blue evaluation forecasts are generated with models initialized with
evaluation batch data and future inputs from the evaluation batch. The solid red prediction
forecasts are initialized with evaluation batch data, but with substitute future inputs from
the prediction batch. The blue traces use future input data from the current batch, and the
red traces use substitute future input data from the previous batch. The blue and red bold
lines are the ensemble model means, while the shaded areas denote the ensemble standard
deviation. Figure 10a depicts a single forecast from day p = 14 to the batch end. Figure 10b
aims at showing the weight forecast of Figure 10a for all start samples, p, on specific days,
k, marked with vertical solid black lines. The vertical dashed line on Figure 10b marks the
forecast on Figure 10a. The horizontal solid black lines show the measured weight for that
day.
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Comparing the evaluation and prediction forecasts, we see that they re-
semble each other well in terms of ensemble model standard deviation as the
shaded area is similar for the two forecasts, indicating that substitute input
data from the previous batch can be used to represent the ensemble standard
deviation of the current batch despite different ensemble model means.

7 Experimental Forecasting: Trial Evaluations
This section provides an overview of all 18 trials – see Section 5.2 for more
information.

7.1 Input Selection Discussion
In Table 3 a summary of all selected inputs, input lags and output lags is
depicted. In the following, we discuss the selection trends for each output.

Selected Lags S (% selected of all trials)
Y Relevant Potential Input Variables X 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Br
oi
le
r
W
ei
gh

t
In
pu

t

Measured Relative Humidity 28 22 11 0 17 0 6 22 28 11 17 17 6 6 0 0
Measured Temperature 0 0 6 6 11 6 6 6 0 0 0 0 0 6 0 0
Light Intensity Reference 22 0 0 0 0 6 28 0 0 0 0 0 0 0 0 0
Measured Outside Temperature 6 11 0 11 11 11 17 6 6 11 6 6 0 11 11 11
Ventilation Demand 17 6 11 22 11 0 11 22 17 0 6 17 6 0 22 11

O
ut
pu

t Broiler Weight 100 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Feed Consumption 39 11 6 0 0 6 0 11 11 0 22 11 39 11 17 17
Water Consumption 44 6 6 0 0 0 11 28 6 28 17 0 22 11 6 17

Fe
ed

C
on

su
m
pt
io
n

In
pu

t

Heating Demand 0 0 22 6 0 0 6 6 6 0 0 17 0 0 0 28
Measured Relative Humidity 11 11 22 11 6 33 11 17 11 0 11 11 0 0 0 0
Measured Temperature 11 6 22 6 0 0 0 0 0 0 0 0 0 0 0 0
Light Intensity Reference 11 0 0 0 0 0 0 11 6 0 0 6 11 11 6 17
Measured Outside Temperature 0 11 22 11 0 6 11 6 0 6 22 6 11 0 11 22
Ventilation Demand 17 0 22 0 6 6 11 0 0 0 6 6 11 0 6 0

O
ut
pu

t Broiler Weight 39 28 17 0 22 0 33 0 6 0 0 0 11 11 17 17
Feed Consumption 100 61 0 39 0 0 0 0 0 0 0 0 0 0 0 0
Water Consumption 100 50 0 39 0 0 6 0 6 0 0 0 0 0 0 0

W
at
er

C
on

su
m
pt
io
n

In
pu

t

Heating Demand 0 0 6 0 0 0 6 0 0 0 0 0 0 0 0 0
Measured Relative Humidity 6 17 6 6 0 11 11 6 0 0 6 6 6 11 0 6
Measured Temperature 11 0 6 6 0 0 0 0 0 0 0 0 0 0 6 0
Light Intensity Reference 44 0 6 0 0 0 0 44 11 0 0 0 0 0 0 6
Measured Outside Temperature 0 6 6 0 0 6 6 0 0 0 6 17 6 17 17 0
Ventilation Demand 39 0 17 0 0 11 11 11 0 6 28 6 0 0 0 6

O
ut
pu

t Broiler Weight 0 6 11 0 0 28 17 17 6 22 6 6 0 22 0 39
Feed Consumption 61 0 22 0 0 0 17 11 0 6 22 0 6 0 0 0
Water Consumption 100 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 3: Overview of the selected inputs, input lags and output lags for each of the Nt =18
trials. A separate IVS of the selected lags X resulting in the selected lags S is presented for
each output Y . The lags used in the most recent trial is marked with a solid black bars, while
our interpretation of trends are marked with shaded gray bars. Note that Light Intensity
Reference was only present in 12/18 tests.
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Broiler weight

The primarily selected inputs for the broiler weight are the measured relative
humidity, measured outside temperature and ventilation demand. The mea-
sured relative humidity appears to have a short and long horizon with lags at
0-2 and 7-11 – equivalent of “now” and a day ago (8 samples per 24 hour). The
measured outside temperature appears to have no clear trends in the selected
lags, which suggest a seasonal dependence rather than a dependence on outside
temperature. The ventilation demand also appears to have no clear trends, but
an argument for small clusters at around lag 0, 3, 7, 11 and 14 can be made
with a periodicity of ≈4 lags (12 hours).

The selected outputs for the broiler weight appear to be strongly correlated
with lag 0 and 1 of itself. It also appears to be dependent on the two other
outputs, either very recently at lag 0 and 1 or after lag 7. A similar, but entirely
heuristic claim was made in [Johansen et al., 2017].

Feed Consumption

The primary selected inputs for the feed consumption are the measured relative
humidity and measured outside temperature. The measured relative humidity
appears to be selected within the first 8 lags. Like the broiler weight input
selection, the measured outside temperature appears to have no clear trends.

The selected outputs for the feed consumption are primarily between lag 0
and 3 for both the feed consumption and water consumption. Broiler weight
appears to have a short term component between lag 0 and 6 and a long term
component between lag 12-15.

Water Consumption

The primary selected inputs for the water consumption are the ventilation de-
mand, light intensity reference and measured relative humidity. The ventilation
demand appears to have a weak trend between lag 0 and 11 – an argument can
be made for small clusters at lag 0, 2, 6 and 10. The light intensity reference
has a strong trend at lag 0 and 7, indicating a day rhythm as they are spaced
≈24 hours apart. The measured relative humidity appears to have no strong
trends, but it is likely that there are small clusters at lag 1, 5, 12 and 15.

The selected outputs for the water consumption appear to be strongly cor-
related with lag 0 and 1 of itself, like the broiler weight output. Broiler weight
appears to have a long term component between lag 5 and 15, possibly with
a small cluster at lag 7, 13 and 15. Feed consumption appears to have two
clusters, one between lag 0 and 2, and one between lag 6 to 10.

Other Trends

The measured temperature was not primarily selected for any of the outputs
– but it appears to have great influence on the ensemble model presented in
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Section 6. This might suggest that the temperature is in an optimum range
for the majority of the batches, as we know that temperature has a strong
influence on broiler growth. Alternatively, this might be due to it being tightly
controlled.

Heating demand was not primarily used for any of the outputs, but comes
quite close in feed consumption. Hence, heating demand might contribute little
to broiler forecasting.

Disease and antibiotics are known to have a significant influence on broiler
growth. Due to the random and sparsely appearing nature of these variables, it
is difficult to incorporate into a dynamic model, which will influence the fore-
casting performance. Note that other tools, such as fault detection algorithms,
are better at dealing with such information.

7.2 Trial Performance Evaluations
In this section we comment on the RMS forecasting error depicted on Figure 11
and Table 4 From Figure 11 we see no pattern for broiler weight and feed con-
sumption, but an argument could be made for a seasonal influence for the water
consumption with a period of ≈6 trials – equivalent to ≈1 year. This is not a
source of concern, as the main objective is broiler weight forecasting. Most
importantly, J ∗ appears to consistently track the trend of J , suggesting that
substituting unknown future inputs with inputs from a previous batch does
not degrade performance significantly. From the mean RMS forecasting errors
from Table 4, we see that M(JJ ∗)≠0 and M(J ∗)≈M(J ) for all outputs –
see Figure 7 for clarification. This strongly suggests that using substitute future
inputs in forecasting does not deteriorate forecasting performance significantly,
while simultaneously suggesting that the broiler house conditions have a signifi-
cant impact on the outputs, e.g., a RMSE difference of 2.7g in the case of broiler
weight forecasting. In conclusion, the method is shown to be practically appli-
cable to broiler weight forecasting and the achieved mean forecasting RMSE of
66.8g is acceptable in state-of-the-art broiler industry.

Output Mean Forecasting RMSE
M(J ∗) M(J ) M(JJ ∗)

Weight [g] 66.8 64.1 35.5
Feed [g/bird] 90.2 87.8 63.6
Water [ml/bird] 185.8 169.2 133.2

Table 4: The mean prediction and evaluation forecasting RMSE along with their difference
are calculated using (35).
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Figure 11: Prediction and evaluation RMS forecasting error calculated using (33) and (34)
of all trials, where a dashed line is the mean from Table 4.
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8 Concluding Remarks
In this work the first results on broiler weight forecasting intended for produc-
tion planning and monitoring by means of environmental broiler house condi-
tions have been presented using dynamic neural network models with mutual
information based input variable selection. The method only uses past produc-
tion data, and an extensive case study on almost 3.5 years of production data
was conducted to verify the validity of the proposed method. The dynamic
impact of environmental conditions on broiler growth is investigated and found
to be significant, which was previously known to be highly significant but un-
explored in scientific literature. The mean forecasting broiler weight root mean
square error across 18 forecasting trials was found to be 66.8g, making the
method potentially useful in industry. This effectively provides a foundation
for future research on optimization of broiler production.

Future work on broiler weight forecasting includes improving the mean fore-
casting root mean square error by exploring state estimation, modifying the
method to better cope with biased broiler weight measurements, and determin-
ing the optimal number of neurons. Lastly, a forecasting confidence measure
based on how much the model has to generalize from known training data to
prediction data would help assess the forecasting quality.
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1. Introduction

1 Introduction
Due to a growing middle class in developing countries, the global poultry meat
demand is expected to increase by 18% by 2027[OECD, 2018, pp. 24, 37].
The largest increase is expected in broiler (chicken for meat production) meat,
which motivates the need for better broiler production monitoring, planning,
and optimization tools. This paper presents the first results on broiler slaughter
weight forecasting intended for production planning and monitoring, in addi-
tion to aiding the development of future production optimization strategies.

Available dynamic broiler growth models in scientific literature are very
limited and exclusively use feed uptake and composition as input variables,
which is understandable as feed is considered the biggest expense in broiler
production. In [Aerts et al., 2003], a time-variant parameter estimation model
was used to predict broiler weight 7 days ahead without a priori information.
In [Stacey et al., 2004], a dynamic model using feed uptake and composition
of two feed types with known nutritional value was used to predict broiler
growth. In [Demmers et al., 2010], a small differential recurrent neural network
was used to model broiler growth using feed uptake. However, these models
are incompatible with state-of-the-art broiler industry, as it uses ad libitum
feeding and drinking regimes – excluding production optimization using feed
uptake regulation.

A viable production optimization strategy is to regulate the production en-
vironment, such as temperature and humidity, which if done correctly, is known
to minimize the production footprint in terms of feed, water, and electricity.
The only compatible scientific dynamic modeling literature are [Johansen et al.,
2017] and [Johansen et al., 2019], which both apply dynamic neural network
models for broiler weight forecasting using environmental conditions. Those
works aim at forecasting the day-to-day broiler weight, of which measurements
are known to be biased after day 15-21. Although the bias mechanism is un-
clear, it does make it difficult to use such a model for production optimization.
It introduces additional uncertainty when accessing broiler weight, of which
deviations between the actual and predicted slaughter weight results in re-
duced meat yield, i.e., inefficient slaughter. This problem was first reported by
[Newberry et al., 1985], but has subsequently received limited academic atten-
tion. [Chedad et al., 2000] hypothesized that the automatic weighting system
was used less frequently by heavier broilers through image analysis, which was
subsequently confirmed in [Chedad et al., 2003].

Dynamic neural networks have been successfully applied to model many
other complex dynamic biological processes. Recent applications include pre-
diction of dissolved oxygen in wastewater treatment [Sadeghassadi et al., 2018],
prediction of bioethanol production in a bioreactor [Grahovac et al., 2016],
bioreactor prediction [Nair et al., 2016], algae growth prediction in a labora-
tory setting [Wang et al., 2015], yeast fermentation modeling in a bioreactor
[Nasimi and Irani, 2014] and state estimation in a continuous bio reactor [Her-
nandez et al., 2013].
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This paper is a continuation of [Johansen et al., 2019], and its main scientific
contribution is to extend the broiler weight forecasting algorithm to slaughter
weight forecasting, by including the slaughter weight in the training. This im-
proves the forecasting algorithm’s slaughter weight forecasting performance and
allows for further analysis of the biased measured broiler weight. In [Johansen
et al., 2019] the hyper-parameters were chosen heuristically, such as number
of hidden neurons and sampling interval. Thus, the secondary contribution of
this paper is to provide insights into the effective hyper-parameter settings.

The remainder of the paper is structured as follows. In Section 2 the broiler
slaughter weight forecasting method is described, of which the forecasting trial
setup is described in Section 2.2, the nominal algorithm is described in Sec-
tion 2.3, and the improved algorithm is presented in Section 2.4. In Section 3
the experimental verification is described, consisting of data, test, evaluation
criteria and results. Finally, concluding remarks are provided in Section 4.

2 Method

2.1 Notation

Let ∣∣a∣∣2 =
√
aTa be the standard Euclidean 2-norm of the vector a. Let b and

c be sets, then #b denotes the cardinality of b and b/c={x ∈ b ∣ x ∉ c} is the
difference of b and c.

2.2 Forecasting Trial Setup
Industrial state-of-the-art broiler production is carried out in batches, where
a large group of day-old broilers are simultaneously matured in a controlled
production environment. When the group reaches its intended weight they
are simultaneously slaughtered, of which the process is repeated following a
thorough cleaning. Accurate slaughter weight forecasting helps the farmer to
decide when the broilers have the desired weight. Hence, the aim of forecasting
trial t ∈ Z is to forecast future broiler weight throughout the evaluation batch t
based on past batches denoted by {1−NPB , . . . , t−1}, where NPB preliminary
batches are available before the first trial t=1. The batches are partitioned
into three categories – namely training {1−NPB , . . . , t−2}, prediction {t−1},
and evaluation {t} as depicted on Figure 1. The training batches are used to
train a dynamic model, which is used to forecast future outputs throughout
the evaluation batch t.

Due to the dynamic model structure, unknown future inputs ahead of the
present moment p ∈ Z+ are required to forecast future outputs on the evaluation
batch t. To alleviate this, [Johansen et al., 2019] use “future” inputs from the
prediction batch t−1 as a substitute for unknown “future” inputs ahead of the
present moment p at the evaluation batch t as illustrated on Figure 1. Using
unknown “future” inputs to evaluate slaughter weight prediction is difficult, as
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batches have different length and slaughter information is only known at the
end of each batch.

In this study, future inputs ahead of the present moment p from the eval-
uation batch t is unrealistically used to forecast future outputs – hence, the
prediction batch t−1 is unused.

Evaluation Batch
{t}

Prediction Batch
{t−1}

Forecasting
Horizon

Training Batches
{1−NPB , . . . , t−2}

Batch
Iterations

Substitute
Unknown

Future Inputs

Present
Moment

Figure 1: Illustration of forecasting and batch-segmentation for forecasting trial t with NPB
preliminary batches.

2.3 Nominal Forecasting Algorithm
This work extends the broiler weight forecasting algorithm presented in [Jo-
hansen et al., 2019], of which relevant details are briefly recounted.

Model

The particular type of Dynamic Neural Network (DNN) model used in this work
can be classified as a discrete-time nonlinear autoregressive-moving-average
model with exogenous inputs given by

ŷ[k + 1 ∣ b, p,W] = N (Ŷ [k], U[k] ∣W) ∀p ≤ k (1a)
ŷ[k + 1 ∣ b, p,W] = y[k + 1 ∣ b] ∀k < p (1b)

with

U[k] = [u[k − n̄1 ∣ b]T ⋯ u[k − n̄Nn̄ ∣ b]T ]T

Ŷ [k] = [ŷ[k − m̄1 ∣ b, p,W]T ⋯ ŷ[k − m̄Nm̄ ∣ b, p,W]T ]T

where ŷ[k ∣ b, p,W] ∈ RNy is the model output at sample k ∈ Z+, initialized
with data from batch b ∈ Z at sample p ∈ Z+ with the NW model weights
W ∈ RNW , y[k ∣ b] ∈ RNy is the measured output and u[k ∣ b] ∈ RNu is the
measured input at batch b ∈ Z and sample k ∈ Z+, N ∶RNyNm̄ ×RNuNn̄ → RNy is
a Multilayer perceptron (MLP) model, U[k] ∈ RNuNn̄ is delayed values of the
input vector u[k ∣ b] corresponding to the Nn̄ elements of n̄={n̄1, . . . , n̄Nn̄},
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and Ŷ [k] ∈ RNyNm̄ is delayed values of the past output vector ŷ[k ∣ b, p,W]
corresponding to the Nm̄ elements of m̄={m̄1, . . . , m̄Nm̄}. The sample number
k and initialization sample p for the model output ŷ[k ∣ b, p,W] is bounded by
p ∈ [1;Ns,b] and k ∈ [p+1;Ns,b] where Ns,b is the number of samples in batch b.
This particular structure has been adopted to accommodate potentially long
propagation delays, while keeping the number of weights relatively low. Model
initialization occurs through (1b), where k is implicitly lower bounded by 1 for
both y[k ∣ b] and u[k ∣ b].

The DNN model N is chosen to have one hidden layer with hyperbolic
tangent activation function in the hidden layer and linear activation function
in the output layer. In matrix-vector representation, (1a) is written explicitly
as

ŷ[k + 1 ∣ b, p,W] =W o tanh(X + θh) + θo (3)

with

X =
Nm̄

∑
i=1

W h
y,iŷ[k − m̄i ∣ b, p,W] +

Nn̄

∑
j=1

W h
u,ju[k − n̄j ∣ b],

where Nh ∈ Z+ is the number of neurons in the hidden layer, X ∈ RNh , W o ∈
RNy×Nh is the output weights, W h

y,i ∈ RNh×Ny is the delayed output weights,
W h
u,j ∈ RNh×Nu is the delayed input weights, θh ∈ RNh is the hidden layer bias

and θo ∈ RNy is the output bias.

Input Variable Selection (IVS)

For detailed information about the IVS algorithm see [Johansen et al., 2019].
State-of-the-art broiler production typically execute 5-8 batches per house per
year. The production parameters naturally change over time as the broiler
house deteriorates and both the broiler and feed performance increases. This
effectively results in a parameter-drift, which drastically reduces the amount of
usable production data – although the parameter-drift rate has not yet been
investigated. Furthermore, data quantity requirement scales exponentially with
the number of inputs, input lags and output lags for the algorithm[Johansen
et al., 2019]. To alleviate this problem, mutual information based IVS is used
to select the most significant inputs, input lags and output lags to make best
use of the available production data.

The IVS result is included in the forecasting algorithm by modifying the
structure of W h

u,j , n̄, W h
y,i, and m̄. For example, if the inputs indexed 1 and

3 are selected with delay of j =2, Nu =4 inputs, Nh =3 hidden neurons, then
W h
u,j equals

W h
u,2 =

⎡⎢⎢⎢⎢⎢⎣

W1 0 W2 0
W3 0 W4 0
W5 0 W6 0

⎤⎥⎥⎥⎥⎥⎦
. (4)
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Keep in mind that all inputs and outputs are not guaranteed to be present in
all the available batches. To maximize the amount of available information, up
to NB ∈ Z+ potential batches are selected for the IVS algorithm by maximizing

Bt = arg max
B̃

Nũ(B̃)Nỹ(B̃)min{#B̃, NB} + min{B̃}
max{B̃}+1

s.t. B̃ ⊆ {1 −NPB , . . . , t − 2}
(5)

where Bt is the set of batches used for IVS and training of trial t, B̃ is a set of
potential batch indexes, Nũ(B̃) and Nỹ(B̃) is the number of potential inputs
and outputs with batch indexes B̃, andNB is the maximally considered batches.
The term min{B̃}

max{B̃}+1 < 1 ensures that the most recent batches take priority, if
more than NB batches are available, where min{B̃} is the smallest index and
max{B̃} is the largest index.

Model Training

The model weights are found through training by solving

W(Bt) = arg min
W̃

∑
b∈Bt/min{Bt}

Eb(W̃)
#Bt − 1

(6)

with

Eb(W̃) =
NP

∑
p=1

Ns,b

∑
k=Pp

∣∣y[k ∣ b] − ŷ[k ∣ Pp, b, W̃]∣∣22
Nr,b

+ ᾱ∥W̃∥2

Nr,b =
NP

∑
p=1

Ns,b

∑
k=Pp

Ny = NPNy(Ns,b + 1) −Ny
NP

∑
p=1

Pp

whereW(Bt) ∈ RNW is the trained weights with batch indexes in Bt, W̃ ∈ RNW
is the potential weights, and Ns,b ∈ Z+ is the number of samples in batch b. The
initial network weights W̃ are initialized using the Nguyen-Widrow algorithm as
explained in [Nguyen and Widrow, 1990]. (6) is minimized using the Levenberg-
Marquardt algorithm with early stopping applied to the oldest batch in Bt –
equivalent of min{Bt}. Early stopping is facilitated by selecting the model
weights W̃ among all training iterations with the smallest cost Emin{Bt}(W̃)
during training. Note that batch min{Bt} is only used for early stopping and
not directly for training in (6).

Each batch is divided into NP ∈ Z+ Sub-Batches with initial starting times
denoted by P ={P1, . . . , PNP }, which we find speeds up training and decreases
the risk of converging to a poor local minima. Consequently, for each batch
we get NP sets of trajectories with different initial conditions to minimize, as
illustrated on Figure 2, where each output is weighted equally.

The last term of the cost function, ᾱ∣∣W̃ ∣∣22, is a scalar regularization term
punishing the size of the NW system weights W̃, where ᾱ ∈ R+ is the regular-
ization weight. The regularization weight ᾱ is determined iteratively through
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Figure 2: Example of the Sub-Batch trajectories with Sub-Batch starting time at day
P ={0, 14}.

Bayesian Regulation as described in [Burden and Winkler, 2008] and [Johansen
et al., 2019].

2.4 Improved Slaughter Weight Forecasting Algorithm
Automatic weighing pads are commonly used for weighing broilers, which re-
quire one or more broilers to physically stand on the pad to be measured. The
measured broiler weight is known to be negatively biased onwards of day 15-21,
although the exact mechanism behind this bias is not known, which has been
partially corrected by introducing a heuristic time-dependent correction factor.
For instance, in [Johansen et al., 2017] it was postulated that the negative bias
could be caused by the broilers outgrowing their skeletal capacity, resulting in a
reluctance for the heavier broilers to jump onto the pad. Note that a standard
deviation between the measured local weight and the slaughter weight of more
than 100g, equivalent of 5% of the total slaughter weight, is not uncommon.

The slaughter weight is considered very accurate and is included by over-
riding the last measured local weight at sample k =Ns,b of each batch. Extra
emphasis is then placed on the slaughter weight at sample k =Ns,b in the cost
function, while samples onwards of Nφ ∈ Z+ are weighted less. A function
achieving the desired behavior is given by

φ(k) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1, k < Nφ
1 + (Ns,b −Nφ)(γ − 1), k = Ns,b
γ, otherwise

(7)

where φ∶Z+ → R is the cost shaping function, Nφ ∈ Z is the start cost shaping
sample number, and γ ∈]0; 1[ is the cost shaping weight. On Figure 3 an
example of (7) is depicted. Note that Pp ≤ Nφ for all p is required to avoid
changing the relative weighting of other variables, such as feed consumption,
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as

1
Ns,b − Pp + 1

Ns,b

∑
k=Pp

φ(k) = 1
Ns,b − Pp + 1

Ns,b

∑
k=Pp

1 = 1.

Rewriting (6) to include the slaughter weight and the weight shaping function
φ(k) given by (7), results in

W∗(Bt,Nφ, γ) = arg min
W̃

∑
b∈Bt/min{Bt}

E∗
b (W̃,Nφ, γ)

#Bt − 1
(8)

with

E∗
b (W̃,Nφ, γ) =

NP

∑
p=1

Ns,b

∑
k=Pp

Eb
Nr,b

+ ᾱ∥W̃∥2

Eb =
Ny

∑
i=1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣∣Γb − ŷi∣∣22 φ(k), k = Ns,b ∧ i = iw
∣∣yi − ŷi∣∣22 φ(k), k ≠ Ns,b ∧ i = iw
∣∣yi − ŷi∣∣22, otherwise

where yi = yi[k ∣ b] is the target output, ŷi = ŷi[k ∣ Pp, b, W̃] is the model output,
Γb is the slaughter weight of batch b, and iw is the index of the measured weight.

0 5 10 15 20 25 30 350

2

4

6

8

Samples k [·]

φ
(k

)
[·]

visualization of the cost shaping function φ(k)

k < Nφ

Nφ ≤ k < Ns,b

k = Ns,b

Figure 3: Visualization of the cost shaping function φ(k) with Nφ =20, Ns,b =34 and γ =0.5.
The blue, green and red values correspond to a separate case of (7).

2.5 Ensemble Forecasting
To make the forecasting algorithm more robust against weight initialization
effects, the ensemble mean of Nm ∈ Z+ sub-models are used to represent the
“true” model output. Each sub-model is trained on the same training data,
but with different initial weights. The ensemble forecasting model mean of trial
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t ∈ Z+ and output l ∈ Z+ for the two algorithms are given by

ˆ̄yl[k ∣ t, p] =
Nm

∑
i=1

ŷl[k ∣ t, p,Wi(Bt)]
Nm

and (9a)

ˆ̄y∗l [k ∣ t, p,Nφ, γ] =
Nm

∑
i=1

ŷl[k ∣ t, p,W∗
i (Bt,Nφ, γ)]
Nm

, (9b)

where ˆ̄yl[k ∣ t, p] and ˆ̄y∗l [k ∣ t, p,Nφ, γ] are the ensemble forecasting mean of
the nominal and improved algorithm, Wi(Bt) is the i’th trained sub-model
weight using the nominal algorithm (6), andW∗

i (Bt,Nφ, γ) is trained using the
improved algorithm (8).

3 Experimental Results

3.1 Data Description
The data used in this work is gathered from an ≈20 year old state-of-the-art
broiler house located in northern Denmark and consists of 35 batches corre-
sponding to more than 4.5 years of production data. The data is from the
same location as [Johansen et al., 2019], but it includes the measured slaughter
weight in addition to 6 more batches. An overview of the data is depicted on
Figure 4, where the inputs consist of inside and outside temperature, humidity,
light intensity, and CO2, while the outputs consist of broiler weight, cumulative
feed, and water consumption.

Output Data Description

The weight, cumulative feed and water consumption are all strongly positively
correlated with each other, which makes intuitive sense given that feed and wa-
ter are both required for broiler growth. The broiler weight standard deviation
is increasing with time until day 31, where the mean weight drops a little –
this is caused by the fastest growing batches being terminated as the broilers
have reached their target weight and are therefore slaughtered.

On Figure 5, the last locally measured weight is compared with the mea-
sured slaughter weight. In this case, the local measured weight has been quite
nicely corrected with the previously mentioned correction factor, as the mean
error is quite low. However, a standard error of 115.9g is quite significant, which
suggests that there is still room for improvements as the “behavior” constant
has not corrected the biased weight problem completely.

Input Data Description

The fundamental assumption behind this work is that the inputs can explain
the difference in the otherwise strongly correlated outputs.
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Figure 4: Overview of the 35 batches used for this forecasting study. The bold line denotes
the mean value and the shaded area denotes a standard deviation of the available data. Note
that inputs refer to U and outputs refer to Y in (1).
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Figure 5: Comparison between measured local weight and slaughter weight, with mean
difference of 27.4g with a standard deviation of 115.9g, and median error of 45g.

The inside temperature is known to be the most influential climate variable
for broiler growth in the industry. The broiler supplier recommends an almost
linearly decreasing temperature, starting at 30 ○C at day 0 and ending at 20
○C at day 27, where it remains for the duration of the batch. This particular
broiler house has a higher initial temperature of 34 ○C with a standard deviation
of around 1○C, and a terminal temperature of 20○C at day 34 instead of 27.
Hence, this location uses higher than recommended temperature.

The outside temperature is known to influence the climate control systems’
ability to regulate the inside climate conditions, as outside air is used for ven-
tilation. When averaging the outside temperature, it is very close to normally
distributed with mean ≈9 ○C and standard deviation ≈5 ○C.

The mean humidity increases almost linearly from 50% to 70% throughout
the batch and is positively correlated with the amount of biological material
in the house. As the temperature decreases, less ventilation is often possible,
resulting in higher humidity.

The mean light intensity decreases from ≈100% to 50% throughout the batch
with a quite narrow standard deviation.

The mean CO2 generally start out at around 1500 ppm at day 0, peaks at
day 15-20 at around 2000 ppm, and ends at 1500 ppm. European law states
that CO2 levels cannot exceed 3000 ppm, so the influence of this variable might
be limited.

Note that compared to [Johansen et al., 2017] and [Johansen et al., 2019],
both the heating rate and ventilation rate are not included in this work, as
excluding them results in more accurate forecasts. This is caused by a mismatch
between the future substituted inputs from the prediction batch and the actual
future values, sometimes resulting in highly unrealistic scenarios.
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3.2 Default Algorithm Configuration
The default configuration from [Johansen et al., 2019] is unaltered unless speci-
fied, with the aim of making the results somewhat comparable. It uses NB =10
training batches, Nm =64 sub-models, Nh =7 neurons in the hidden layer, and
NP =5 sub-batch training start times at day P ={2,7,14,21,28}. The sample
interval is changed from Ts =3 hours in [Johansen et al., 2019] to Ts =12 hours
to reduce training time.

The input variable selection algorithm selects up to 2 input variables from
the available inputs, e.g. temperature denoted by ui[k ∣ b] with index i, and up
to 2 lags are selected per input, e.g. ui[k − 1 ∣ b] and ui[k − 3 ∣ b]. In [Johansen
et al., 2019] 3 input variables were selected, which is reduced to 2 in this study
as fewer input candidates are used.

3.3 Test Evaluation Criteria
The objective of this study is to investigate the proposed algorithm’s slaughter
weight forecasting ability. The evaluation metric is root mean square error
(RMSE), as it can be interpreted as the standard error, similar to the training
cost function. The forecasting RMSE of all Nt tests between the slaughter
weight Γt at sample Ns,t and the weight forecast at sample Ns,t from the prior
∆ ∈ Z+ samples, i.e. p ∈ {Ns,t −∆, . . . ,Ns,t − 1}, is defined by

ˆ̄J∆ =

¿
ÁÁÁÀ

Nt

∑
t=1

Ns,t−1
∑

p=Ns,t−∆

(ˆ̄yiw[Ns,t ∣ t, p] − Γt)
2

Nt∆
(10a)

ˆ̄J ∗
∆ =

¿
ÁÁÁÀ

Nt

∑
t=1

Ns,t−1
∑

p=Ns,t−∆

(ˆ̄y∗iw[Ns,t ∣ t, p,Nφ, γ] − Γt)
2

Nt∆
(10b)

where ˆ̄J∆ is the forecasting RMSE of the nominal algorithm and ˆ̄J ∗
∆ is the

RMSE of the improved algorithm. Hence, it is possible to investigate forecast-
ing performance at different forecasting horizons, e.g. a 7 day horizon with a
sample interval Ts of 12 hours is obtained with ∆=14. Furthermore, the RMSE
between the measured local weight and the slaughter weight is calculated by

J0 =

¿
ÁÁÀNt

∑
t=1

(yiw[Ns,t ∣ t] − Γt)2

Nt
, (11)

which allows for comparison of the algorithms with the locally measured weight
used for training prior to slaughter.

3.4 Test Description
In the following, several tests are specified with the intention of providing
insights into effective configuration of the improved slaughter weight forecasting
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algorithm. Each test explores the effect of one or two parameters by changing
it from the default configuration described in Section 3.2.

Test #1 investigates the effect of including the slaughter weight through the
weight shaping function as detailed in Section 2.4. The measured local
weight is used as a baseline through J1 with ∆=1. The statistical signif-
icance of using the improved algorithm is determined using an ANOVA-
factor analysis with 5% significance level of the residuals, i.e., ˆ̄y∗w−Γ. This
test assumes normally distributed variables, which are checked using the
Anderson-Darling normal distribution test with a 5% significance level.

Test #2 investigates different settings of the weight shaping parameters Nφ
and γ in (7). Setting Nφ =day {12, 15, 18, 21}, the aim is to determine
the bias onset – currently, it is believed to be around day 15-21. Setting
γ ={0, 0.1, 0.2}, the aim is to investigate the influence of γ.

Test #3 investigates the effect of different number of training batches NB ,
and subsequently the parameter-drift rate – as discussed in Section 2.3.
NB =10 training batches were heuristically chosen in [Johansen et al.,
2019] and [Johansen et al., 2017] – corresponding to ≈1.5 years of pro-
duction data.

Test #4 investigates the number of hidden neuronsNh, which has been heuris-
tically chosen to be Nh =7 in [Johansen et al., 2019] and [Johansen et al.,
2017].

Test #5 investigates sample interval Ts, which has been heuristically chosen
to be 3 hours in [Johansen et al., 2019] and [Johansen et al., 2017].

Note that multiple test-iterations can be combined to form a “steepest
descent”-like parameter optimization algorithm. Such an approach has only
been carried out for the two new parameters Nφ and γ in the following. An
exhaustive search is not practically feasible, as the test suite takes around 33
hours to complete.

3.5 Test Results
The test results of the five test cases described in Section 3.4 are depicted on
Table 1.

Test #1

On Figure 6 a box plot of the slaughter weight prediction errors for Test #1
with ∆=1 is depicted. It shows that the median measured weight error is 50g
with an interquartile range of 145g – suggesting that the measured weight has a
large variation. The nominal algorithm has a median weight error of -154g and
interquartile range of 100g – suggesting that the nominal algorithm is highly
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Table 1: Experimental Test Results

The colored circles denote the relative test score, with green being the best
and red the worst performing, while † denotes the default configuration.

Note that ∆ is the forecasting horizon in (10).

Type
Last Sample Last 7 Days
(∆=1) (∆=14)

Te
st

#
1 J0 106.5 106.5

ˆ̄J∆ 162.4 167.1
ˆ̄J ∗
∆

† 65.4 73.6

Nφ [Day] γ [⋅] ˆ̄J ∗1 [g] ˆ̄J ∗14 [g]

Te
st

#
2

12 0 75.0 76.7
12 0.1 90.0 89.6
12 0.2 90.8 88.5
15† 0† 65.4 73.6
15 0.1 83.2 91.1
15 0.2 93.4 90.8
18 0 71.1 76.2
18 0.1 85.4 87.3
18 0.2 89.2 91.8
21 0 77.6 83.6
21 0.1 88.6 94.0
21 0.2 95.6 96.6

NB [⋅] ˆ̄J ∗1 [g] ˆ̄J ∗14 [g]

Te
st

#
3

14 76.0 86.4
12 66.2 69.7
10† 65.4 73.6
8 77.7 84.6
6 65.3 77.0
4 116.8 150.5

Nh [⋅] ˆ̄J ∗1 [g] ˆ̄J ∗14 [g]

Te
st

#
4

11 73.0 79.1
9 72.0 78.6
7† 65.4 73.6
5 66.2 72.2
3 71.4 71.7

Ts [Hours] ˆ̄J ∗1 [g]

Te
st

#
5 24 90.7

12† 65.4
6 70.8
3 65.0
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negatively biased for slaughter weight forecasting. The modified algorithm has
a median weight error of -8g and interquartile range of 96g – suggesting that
using the slaughter weight greatly increases the accuracy of the algorithm but
not necessarily the precision. Comparing the RMSE for the most recent sample
(∆=1) and last 7 days (∆=14) listed in Table 1 shows that the improved algo-
rithm is superior to both the measured local weight and the nominal algorithm.

The Anderson-Darling test cannot reject that any of the residuals with ∆=1
of the three groups for Test #1 are normally distributed at a 5% significance
level. According to the ANOVA factor analysis, the means of all groups are
significantly different at a 5% significance level. The means of the nominal and
improved method is significantly different with a p-value of 0.044, which might
be susceptible to change with growing sample sizes.
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Figure 6: Box plot of Test #1 residuals of the measured weight J0, and both the nominal
algorithm ˆ̄

J1 and improved algorithm ˆ̄
J
∗

1 with ∆=1 . See Section 3.3 for details.

Test #2

The best performing weight shaping parameters are NΦ =15 and γ =0. The
best performing configurations with fixed NΦ uses γ =0, which makes sense as
it avoids discontinuous jumps between the slaughter weight and the measured
weight during training. If the shape of φ(k) was changed to monotonically
decrease from 1 to 0 between NΦ and Ns,t−1, then better performance might
be obtained. Similarly, the best performing configurations with fixed γ uses
NΦ =15, where a lower or higher value results in decreased performance. This
coincides nicely with the previously stated heuristic claim that the measured
broiler weight is biased onwards of day 15.
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Test #3

The best choice of number of batches with ∆=1 and ∆=14 areNΦ ={6, 10, 12}.
As NB =4 produces significantly worse results than NB =6, it is recommended
to use more than 4 batches for training. Similarly, given that NB =14 and
NB =8 produce worse results, a NB around {10, 12} is recommended because
they consistently have good ˆ̄J ∗

1 and ˆ̄J ∗
14. However, as NB =6 has good perfor-

mance, the valid range is expected to be between 6 and 12. This result agrees
well with the heuristic parameter drift claim discussed in Section 3.4.

Test #4

The best choice of number of hidden neurons are Nh ={5, 7}, where Nh =5
is better with a very short forecasting horizon and Nh =7 is better for longer
forecasting horizon. Due to a similar performance it could be advantageous to
use Nh ≈ 5, as it reduce the maximal number of model parameters in W from
248 to 178, before input selection is applied to reduce the input space.

Test #5

According to the test, the best choice of sampling interval are Ts ={3, 12} hours.
Given a huge training time difference between the two, a sampling interval of
Ts =12 hours is preferred. However, a sampling interval of Ts =24 hours is not
recommended.

4 Concluding Remarks
In this paper, a broiler weight forecasting algorithm, based on dynamic neural
network, has been adapted for slaughter weight forecasting and tested on 4.5
years of production data from a single industrial scale state-of-the-art broiler
farm. By emphasizing the slaughter weight significantly more than the locally
measured weight during training, which is commonly known to be negatively
biased onwards of day 15-21, it was possible to significantly reduce the fore-
casting root mean squared error from 162.4g to 65.4g. Different algorithm
settings were investigated to provide insights into the optimal algorithm con-
figuration, where we among others found that the measurement bias appears
to start around day 15.

Future work includes using the model for growth optimization, disease de-
tection using fault detection algorithms by including antibiotic administration
information, along with automatic data-filtration algorithms to remove/identify
corrupted/false production data.
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Abstract—In this paper the first recorded attempt at optimizing broiler
growth using iterative learning control under state-of-the-art production condi-
tions is presented. The work is motivated by a significant predicted increase
in global broiler meat, where existing optimization techniques are incompatible
with state-of-the-art broiler production. The proposed method regulates broiler
growth using broiler house temperature based on norm optimal iterative learning
control, which is a model based control technique. To compensate for the lack
of mathematical broiler growth models in scientific literature, dynamic neural
network models are used, which is a data driven modeling technique. Practical
results from a state-of-the-art broiler house appear promising, but not conclu-
sive, although a maximum decrease in required feed of 2.5% was obtained.
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1. Introduction

1 Introduction
Global poultry meat production is predicted to increase by 18% between 2015-
17 and 2027 to a total of 139 billion kg [OECD, 2018, pp. 37], of which
broiler meat represents the majority. This motivates the need for better broiler
optimization techniques, where available research exclusively focuses on broiler
weight control through feed uptake regulation. However, this research is not
compatible with state-of-the-art broiler industry, as ad Libitum feeding regimes
are primarily used, i.e., feed uptake regulation is not possible. Broiler climate
regulation, e.g. temperature, humidity and CO2, is compatible with state-of-
the-art industry, where correct management is known to lower the amount of
feed, water and electricity required to produce a mature broiler significantly
– making such methods environmentally and financially desirable. This paper
documents the first experimental results on optimizing broiler growth through
temperature regulation in scientific literature.

Broiler production is a biological batch process, which is known to be highly
nonlinear and time varying, making traditional linear modeling and control
tools inadequate [Bonné et al., 2004]. Iterative Learning Control (ILC) is a
high precision control tool that iteratively improves the performance of repet-
itively operating dynamic systems, which makes it a potential candidate for
broiler growth optimization. It is a relatively recent but well-established field
of study in control theory and can be traced back to [Uchiyama, 1978] and [Ari-
moto et al., 1984]. The objective for the batch process is to track a reference
trajectory as closely as possible, which is known or experienced to yield good
performance. ILC solves this problem by applying feedback from the error of
the current and past batches [Wang et al., 2009]. In [Duran-Villalobos and
Lennox, 2013] ILC has been applied successfully to a fermentation process. In
[Maeda et al., 2015] an ILC algorithm is combined with a disturbance observer
to remove near-repetitive disturbances, and it is tested and verified on an exca-
vator. Other recent and noteworthy contributions include [Márquez-Vera et al.,
2014], [Lim and Barton, 2014], and [Shen and Wang, 2014]. Model free ILC is
not an option, as the input sign depends on the input, e.g., too hot or cold tem-
perature decrease performance. We use norm optimal ILC, which is a popular
branch of ILC, where the ILC input is optimal respect a cost function. The
idea was formalized in [Furuta and Yamakita, 1986] and further developed in
[Amann et al., 1996]. Noteworthy application examples include [Zhang, 2008],
[van Zundert et al., 2016] and [Bolder and Oomen, 2015].

Norm optimal ILC is a model based technique, and since no mathemati-
cal models exist of the broiler growth process in scientific literature, ensemble
dynamic neural network (DNN) class models are used as a viable alternative.
Such techniques have successfully been applied to model complex biological
processes and have been extensively studied in scientific literature – see [Jo-
hansen et al., 2019] and [Johansen et al., 2017] for detailed explanations and
descriptions of such models. Combining ILC schemes with a data driven mod-
eling method is not a novel idea – recent examples include [Bolder and Oomen,
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2015] and [Xu et al., 2013]. A similar combination of optimal ILC and ensem-
ble dynamic neural network model, as used in this work, has been proposed in
[Zhang, 2008], but has not been applied to broiler production before.

In this work broiler growth is optimized using constrained norm optimal
ILC by regulating temperature – arguably the most influential climate variable
in state-of-the-art broiler production. The model used for ILC is a data driven
dynamic neural network model with automatic input variable selection, which
has been described in detail in [Johansen et al., 2019]. Experimental results of
applying the proposed method to state-of-the-art industrial broiler production
are obtained.

In Section 2 a data driven norm optimal ILC algorithm is described, which
is adapted to broiler growth optimization in Section 3. Experimental results
are described in Section 4, while concluding remarks are provided in Section 5.

2 Method

2.1 Iterative Learning Control (ILC)
In super-vector notation, consider the plant with the tracking error given by

Yk(Uk) = PkUk +Kk and (1a)
Ek(Uk) = R − Yk(Uk), (1b)

with
Yk = [yk[Ns]T ⋯ yk[Ne]T ]

T ∈ RNY , (2a)

Uk = [uk[Ns]T ⋯ uk[Ne]T ]
T ∈ RNU and (2b)

R = [r[Ns]T ⋯ r[Ne]T ]
T ∈ RNY , (2c)

where (⋅)k denotes the k’th trial, Ns is the start sample, and Ne is the end
sample. Yk ∈ RNY , Uk ∈ RNU , R ∈ RNY and Ek ∶RNU → RNY are the super-
vector output, input, reference and tracking error. yk[n] ∈ RNy , uk[n] ∈ RNu
and r[n] ∈ RNy are the n’th output, input and reference. NY = Ny(Ne −Ns + 1)
and NU = Nu(Ne −Ns + 1). Pk ∈ RNY ×NU is the super-vector system matrix,
and Kk ∈ RNY is effects unrelated to the input Uk.

ILC aims at iteratively finding the next input sequence Uk+1 such that
the output sequence Yk+1 converges to the desired reference sequence R in k,
corresponding to

lim
k→∞

Yk+1(Uk+1) = R. (3)

In this work input constrained norm optimal ILC is used to calculate the next
ILC input Uk+1 by solving

Uk+1 = arg min
U

∥Ek(U)∥2
WE

+ ∥U −Uk∥2
W∆U

s.t. Cl ≤ U −Uk ≤ Cu
(4)
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where ∥x∥Q =
√
xTQx is the weighted euclidean norm, U ∈ RNU is the opti-

mization variable, Cl ∈ RNU and Cu ∈ RNU are the lower and upper bounds on
the ILC input change relative to the last input Uk, WE ∈ RNY ×NY is the output
error cost matrix, and W∆U ∈ RNU×NU is the input change cost matrix.

In the following, (4) is formulated as a quadratic minimization problem.
Rewriting the tracking error in terms of the input change, conveniently denoted
∆U = U−Uk, results in

Ek(U) = R − Pk [Uk +∆U] −Kk = Ek(Uk) − Pk∆U.

Grouping the cost function in (4) by ∆U and Ek(Uk) yields

∥∆U∥2
(PT
k
WEPk+W∆U )

+ ∥Ek(Uk)∥2
WE
− 2Ek(Uk)TWEPk∆U,

which can be reformulated as a quadratic minimization problem with con-
straints by

Uk+1 = Uk+ arg min
∆U

1
2∥∆U∥2

Q1
+QT2 ∆U

s.t. Cl ≤ ∆U ≤ Cu
(5)

with

Q1 = 2PTk WEPk + 2W∆U and
Q2 = −2PTk WEEk(Uk).

This problem can be solved by standard quadratic programming algorithms,
such as Matlab’s quadprog implementation. To get an idea of the solution of
(5) without constraints, we solve for the norm optimal ILC input change ∆U
in

0 =
d( 1

2∥∆U∥2
Q1

+QT2 ∆U)
d∆U

= Q1∆U +Q2,

resulting in the optimal solution given by

∆U = −Q−1
1 Q2 =

Lk³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
(PTk WePk +W∆U)−1

PTk WE Ek(Uk),

where 0 < PTk WEPk +W∆U of which we impose 0 < W∆U and 0 < WE . Note
that apart from the definiteness, no particular structure is imposed on WE and
W∆U , hence, a different weight can be assigned to each sample.

The unconstrained solution of (5) has the shape of

Uk+1 = Uk +LkEk(Uk), (6)
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and is known as an first order ILC feedback law. It is illustrated on Figure 1.
According to [Xu, 2011], this relatively simple first order control law is ade-
quate, even for highly nonlinear and uncertain systems. Assuming static P , K
and L, then

Ek+1(Uk+1) = R − Yk+1(Uk+1)
= R − P Uk+1 −K
= R − P Uk −K − P LEk(Uk)
= (I − PL)Ek(Uk). (7)

Hence, to design a asymptotically stable ILC controller in the trial domain
k, the eigenvalues of the matrix (I − PL) must be inside the unit circle. The
fastest converging controller is obtained with L = P −1 [sung Ahn et al., 2006],
which in the case of norm optimal ILC is obtained with We = I and W∆U =
0. This makes intuitive sense as Ek+1(Uk) = (I − PP −1)Ek(Uk) = 0, i.e., it
converges in a single trial. Practical issues often arise when calculating P −1,
as P is often ill conditioned, large and non-invertible, which norm optimal ILC
does not suffer from to the same extend due to the regularization effect from
the weighting matrices WE and W∆U .

Ek(Uk) UkR
Lk Pk

Yk(Uk)Uk+1

Σ z-1

I

Σ
-

Kk

Σ

Figure 1: A graphical illustration of (1) and (6), where the ILC governed by (6) is highlighted
for clarity.

2.2 Data Driven Model
The system matrix Pk required for ILC in (5) is unknown for broiler production,
as no mathematical models exists in scientific literature, which is remedied
by approximating Pk by the ensemble data driven model system matrix ˆ̃Pk
according to Pk ≈ ˆ̃Pk. Nb ∈ Z+ prior batches are used for the data driven model
generation as depicted on Figure 2. To calculate the next input Uk+1 the most
recent batch, k, is used to calculate ˆ̃Pk using the model trained with batch
k−Nb−1, . . . , k−1.

Dynamic neural Network Model

The model used in this work is a dynamic neural network (DNN) and has been
described in detail in [Johansen et al., 2019]. We only elaborate on its structure
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Batch kBatch k−Nb−1, . . . , k−1 Batch k + 1

Calculate ˆ̃PkModel Training Next Batch

Figure 2: Visual segmentation of how batches are selected and used.

in the following and refer the reader to [Johansen et al., 2019] for the training
specifics.

The particular type of DNN model used in this work can be classified as a
discrete-time nonlinear ARMAX model of the form

ŷk[n + 1] = N (Ŷk[n], Uk[n], Dk[n]) ∀Ns ≤ n (8a)
ŷk[n + 1] = yk[Ns] ∀Ns > n (8b)

with

Ŷk[n] = [ŷk[n − m̄1]T ⋯ ŷk[n − m̄Nm̄]]
T
, (9a)

Uk[n] = [uk[n − n̄1]T ⋯ uk[n − n̄Nn̄]T ]
T and (9b)

Dk[n] = [dk[n − n̄1]T ⋯ dk[n − n̄Nn̄]T ]
T
, (9c)

where N ∶RNyNm̄ ×RNuNn̄ ×RNdNn̄ → RNy is the DNN neural network model,
Uk[n] and Dk[n] are delayed values of the input vector uk[n] ∈ RNu and
disturbance vector dk[n] ∈ RNd corresponding to the Nn̄ elements of n̄ =
{n̄1, ⋯, n̄Nn̄} ∈ Z+, Ŷk[n] is delayed values of the previous model output vector
ŷk[n] ∈ RNy corresponding to the Nm̄ elements of m̄ = {m̄1, ⋯, m̄Nm̄} ∈ Z+,
and Ns is the start sample.

The DNNmodelN is selected with one hidden layer with hyperbolic tangent
activation function in the hidden layer and linear activation function in the
output layer. In matrix-vector representation, (8) is written explicitly as

ŷk[n + 1] =W o tanh(X + θh) + θo with (10)

X =
Nm̄

∑
i=1

W h
y,iŷk[n − m̄i] +

Nn̄

∑
j=1

W h
ud,j[

uk[n − n̄j]
dk[n − n̄j]

],

where Nh is the number of neurons in the hidden layer, X ∈ RNh , W o ∈ RNy×Nh
is the output weights, W h

y,i ∈ RNh×Ny is the delayed output weights, W h
ud,j ∈

RNh×(Nu+Nd) is the delayed input weights, θh ∈ RNh is the hidden layer bias
and θo ∈ RNy is the output bias.

The structure of N is automatically configured using mutual information
based input variable selection, whereW h

ud,j andW h
y,i can be sparsely populated

to accommodate specific input and output lags, along with n̄ and m̄. The ma-
trices and vectorsW h

ud,j , W o, W h
y,i, θo and θh are determined through training.

For detailed information regarding the training and automatic configuration
we redirect the reader to [Johansen et al., 2019].
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DNN Super-vector Model

We linearize (8) in Uk to calculate P̂k ≈ Pk such that it can be used by the ILC
algorithm described in Section 2.1. Applying a first order Taylor expansion in
Ûk yields

Ŷk(U) ≈ Ŷk(Uk) + P̂k [U −Uk] = P̂kU +Kk (11)

with

P̂k =
d Ŷk(Uk)
dUTk

∣
Uk

and Kk = Ŷk(Uk) − P̂k Uk,

where Ŷk(Uk) is the simulation output of (8).
The DNN model described in Section 2.2 can be generalized as a nonlinear

dynamic system by

xk[n + 1] = F (xk[n], uk[n], dk[n]) and (12a)
ŷk[n] =H(xk[n]) (12b)

with the state vector xk[n] given by

xk[n] = [xk,ŷ[n]T xk,u[n]T xk,d[n]T ]
T ∈ RNx ,

xk,ŷ[n] = [ŷk[n]T ⋯ ŷk[n −max{m̄}]T ]
T
,

xk,u[n] = [uk[n − 1]T ⋯ uk[n −max{n̄}]T ]
T and

xk,d[n] = [dk[n − 1]T ⋯ dk[n −max{n̄}]T ]
T
,

where n is the sample number, F ∶RNx×RNu×RNd → RNx is the state transition
equation, H ∶RNx → RNy is the measurement equation. Under these conditions
P̂k can be calculated through

P̂k =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 . . . 0
Ck[Ns+1]Bk[Ns] 0 ⋱ ⋮

⋮ ⋱ ⋱ 0

Ck[Ne][
Ns+1
∏

i=Ne−1
Ak[i]]Bk[Ns] . . . Ck[Ne−1]Bk[Ns] 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

with:

Ak[n] =
dxk[n + 1]
dxTk [n]

Bk[n] =
dxTk [n + 1]
duk[n]

Ck[n] =
dyk[n]
dxTk [n]

(13)

In this work all model states are measured, which is exploited by construct-
ing xk,ŷ[n] from the measured output yk[n], by assuming

xk,ŷ[n]T = [ŷk[n]T ⋯ ŷk[n −max{m̄}]T ]
T

≈ [yk[n]T ⋯ yk[n −max{m̄}]T ]
T (14)
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when calculating Ak[n], Bk[n] and Ck[n] – essentially linearizing along the
measured trajectory. This might introduce unwanted noise and bias to the
states used to calculate P̂k and K̂k, but for this initial study it is preferred over
having a long simulation horizon.

Ensemble Super-vector Model

We generate Nmodels models with different initial weights to reduce the risk of
using a poor model, as the training of the model is not convex. For convenience,
the super-vector notation of (11) for the i’th model at trial k is given by

Ŷk,i(U) = P̂k,iU + K̂k,i, (15)

then the ensemble version of (11), denoted ˆ̃Yk, equals

ˆ̃Yk(U) = 1
Nmodels

Nmodels

∑
i=1

Ŷk,i(U) = ˆ̃PkU + ˆ̃Kk with (16)

ˆ̃Pk =
1

Nmodels

Nmodels

∑
i=1

P̂k,i and K̂k =
1

Nmodels

Nmodels

∑
i=1

K̂k,i.

This approximate ensemble model is used when calculating the next trial input
Uk+1 in (5), by setting Pk ← ˆ̃Pk, under the assumption that ˆ̃Pk ≈ Pk.

3 Broiler Growth Optimization
Our aim is to optimize broiler growth by minimizing the feed conversion ratio
(FCR) given by

FCR = Feed Consumed
Broiler Weight

, (17)

using the ILC algorithm presented in (5), which translates into using less feed
to produce the same amount of broiler meat. This requires a suitable tar-
get reference R to be specified, which requires application specific knowledge
about broiler growth and feed uptake behavior. To benchmark the broiler
strains growth potential the manufacturer conducts small scale experiments
under ideal climate conditions, which does not always transfer well to industrial
scale manufacturing – especially considering that apparently identical broiler
houses consistently produce different results.

The growth of the ROSS 308 broiler strain used in this study is described
by a third order polynomial by the manufacturer. Our strategy is to fit a
third order polynomial to feed consumption and broiler weight of the output
data Yk denoted Y fit

k , which is “compressed” to emulate increased growth and
“stretched” to emulate decreased feed uptake. The benefit of this approach is
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that we try to modify the existing broiler behavior without forcing a “standard”
reference, which might be unrealistic.

In this work Broiler Weight is maximized by compressing it 1% and feed
consumption is minimized by stretching it 1%. We generate this reference at
the first trial instance only to investigate convergence properties of the ILC
algorithm, resulting in the reference at sample n given by

R[n] = [Y
fit
0, weight[n ⋅ 1.01]
Y fit

0, feed[n ⋅ 0.99] ] (18)

where Y fit
0, weight and Y fit

0, feed is the third order weight and feed consumption
polynomial.

3.1 Input Constraints
In this section we describe how we formulate the input constraints Cl and Cu
used in (5). The intended function of this feature is to limit the amount of
input change in case of a poor model. Given that broilers are more sensitive to
temperature changes early in the batch we use

cu[n] = cs +
ce − cs
Ne −Ns

⋅ (n −Ns) and (19a)

cl[n] = −cu[n], (19b)

where cu[n] is an upper bound at sample n, cl[n] is a lower bound at sample
n, cs is the upper bound at sample Ns, 0 < cs is the constraint at Ns while
0 < ce is the constraint at Ne.

The input constraints for the temperature is conservatively set to Ns = day
0, Ne = day 34, cs = 0.5 ○C and ce = 2 ○C. An example of this is depicted on
Figure 3.

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

20

25

30

35

Time [Days]

Te
m

p.
[◦ C

]

Last input Input constraints

Figure 3: Example of temperature constraints with Ns = day 0, cs = 0.5 ○C, Ne = day 34
and ce = 2 ○C. The last input corresponds to Uk[n], and the input constraints correspond to
Uk[n] + cu[n] and Uk[n] + cl[n].
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3.2 Weight Matrices
The norm optimal ILC weight matrices given by W∆U and WE are selected to
be constant diagonal matrices for simplicity using Bryson’s rule according to

W∆U = diag(W∆U [Ns], ⋯, W∆U [Ne]) and (20a)
WE = diag(WE[Ns], ⋯, WE[Ne]) (20b)

with

W∆U [n] = (1 ○C)−2 and

WE[n] = diag((12.5g)−2
, (1.6 ⋅ 12.5g)−2),

where the constant 1.6 is a fairly common feed conversion ratio and the 12.5 g
weight cost is heuristically chosen.

3.3 Limitations to the test-setup
The climate control system used in this test only has capacity for 8 linearly
interpolated points for each reference, outside of the interval of these 8 points
the value is equal to the closest point. As each point can be placed freely, we
have good experience with using a knot-free B-spline algorithm[Luong] con-
figured to use second order b-splines (linear interpolation) to find the 8 best
fitting points. Note that the state-of-the-art broiler industry unanimously uses
smooth temperature references, hence, this is not expected to pose any signifi-
cant limitation.

It is a long standing problem for the broiler industry to measure broiler
weight accurately onwards of day 15-21, where the broiler weight is negatively
biased. It is typically corrected by multiplying a time dependent “behavior”
constant to the measured weight, which naturally leads to some uncertainty.
For this reason, the slaughter weight reported by the slaughter house is used
to evaluate the performance of the algorithm, as it is an accurate sample mean
produced by weighing all broilers from the batch. Note that the amount of
feed is known to be accurately measured. Because the batches have different
durations and slaughter weight, we normalize them by calculating the FCR at
day 34 using

FCR@34(yf , yw, t) =
(yf − kf)34 days + kf t
(yw − kw)34 days + kwt

, (21)

where yf ∈ R+ is the average feed consumed per broiler, yw ∈ R+ is the av-
erage slaughter weight, t is the slaughter age in days, and kw = −1.110 kg
and kf = −3.081 kg are correction factors. This expression is created using
official regression formulas used by the Danish broiler industry[Det Danske
Fjerkæraad, 2013, pp. 85].
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3.4 Algorithm Configuration
A total of Nmodels = 64 DNN models are used in the model generation for the
ILC design, which is configured as follows. The output variables, ŷk[n], used
equal: weight, cumulative feed consumption, and water consumption – water
consumption is not used by the ILC algorithm. The input variable, uk[n],
equals: (indoor) temperature. The disturbance variables, dk[n], is determined
through variable selection from: humidity, outside temperature, heating rate,
light intensity, CO2, day number, and ventilation rate. The algorithm uses a
sample interval of 24 hours. The input variable selection algorithm is configured
to find up to 2 delays among the set {0, 1, 2}. Furthermore, the up to 3
significant disturbance variables are selected from the disturbance candidate
list.

3.5 Algorithm Summary
Starting with k = 1, the Broiler ILC algorithm to calculate the next input Uk+1
from the measured output Yk(Uk) is as follows:

1. Calculate the target reference R as described in Section 3.

2. Train Nmodels models according to Section 2.2.

3. Calculate the ensemble data driven system matrix ˆ̃Pk in (16) as described
in Section 2.2 and Section 2.2.

4. Calculate the next input Uk+1 using the algorithm in (5), the constraints
in Section 3.1, the target reference calculated in 1) and the weights as
described in Section 3.2.

5. Convert Uk+1 to 8 linearly interpolated points as described in Section 3.3

6. Get approval from a broiler application export and the farmer, then apply
it to batch k + 1.

7. Record slaughter weight on completion of batch k + 1 then k ← k + 1 and
goto step 2)

4 Experimental Results
A total of 4 trials where carried out on a state-of-the-art broiler house located
in northern Denmark between September 2017 and March 2018, corresponding
to almost 6 months of testing. The 10 most recent batches prior to the test are
denoted pretest and are used for comparison.

The results from the house is depicted on Figure 4. Due to extraordinarily
cold weather the heating system could not cope sufficiently in batch k ∈ {3, 4}.
The measured temperature is depicted on the bottom left of Figure 4, where
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Figure 4: Results of applying the proposed ILC algorithm. The reference R is generated as
described in Section 3.
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batch k = 3 has a distinct negative spike at day 10 of 5 ○C, and batch k = 4 has a
small spike of 3 ○C at day 4 and an offset of 2-3 ○C from the reference onwards
of day 20. A broiler application expert considers this difference significant,
especially in the beginning of the batch where the broilers are most sensitive
to temperature deviations, hence, these batches are discarded when evaluating
the proposed algorithms performance.

The test results are depicted on Figure 4. First off, trial k ∈ {1,2} progres-
sively converge towards the reference R, as intended, where k = 2 is very close.
This convergence behavior is unrealistic, as it is expected to asymptotically
converge to R – this is, however, caused by a positive weight measurement bias
as discussed previously in Section 3.3. The FCR for k ∈ {1, 3, 4} are all quite
close to the pretest mean.

The “stretching”-based reference generating strategy appears to be applied
on a particularly high performing batch, which means that the ILC algorithm
favors a heavier broiler with more feed compared to the pretest mean. This
is not considered an issue, however, it is unexpected that FCR is lowered by
increasing the feed uptake. The measured broiler weight is high for k ∈ {1, 2},
while the feed consumption only increases for k = 1.

In Table 1 the normalized test results are depicted. The FCR@34 is slightly
worse for batch k = 1 with an FCR@34 increase of 0.013, which is within a
standard deviation of the pretest mean. Batch k = 2 has a 0.025 lower FCR@34
compared to the pretest mean, corresponding to almost 2 standard deviations,
which appear very promising. Hence, the trend appears to be negative from the
first two batches, exactly as desired, but further testing is required to evaluate
the performance of the proposed method.

FCR@34 [⋅] Note
Pretest 1.486 ± 0.017 mean ± std
R 1.445 (-0.043)

k = 1 1.499 ( 0.013)
k = 2 1.461 (-0.025)
k = 3 1.544 ( 0.058) Discarded
k = 4 1.549 ( 0.063) Discarded

Table 1: Normalized Experimental Results. The pretest batches consists of 10 prior batches
before the test, where (⋅) denotes the relative value to the pretest mean.

Finally, we would like to comment on the influence of the weight bias. The
difference between the last measured weight in the broiler house and the slaugh-
ter weight for both the pretest and testing batches have a standard deviation
of 76g. This is a known issue within the broiler industry, as discussed in Sec-
tion 3.3, which we suspect makes it harder for the data driven algorithm to
optimize FCR. For reference, a slaughter weight change of 76g for the pretest
batches results in a change of FCR@34kg of around 0.05, which is alot compared
to a standard deviation of 0.017 for the pretest batches.
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5 Concluding Remarks
In this paper a data driven norm optimal ILC algorithm has been formulated
with the aim of optimizing broiler FCR under state-of-the-art production condi-
tions. Two trials have successfully been carried out, along with two discarded
trials, on a state-of-the-art broiler house. The practical test results show a
promising trend, but further testing is required to determine the effectiveness
of the proposed method. Hence, the proposed algorithm’s ability to optimize
broiler FCR given more trials are not demonstrated conclusively yet.

Future work includes compensating for biased weight measurements and im-
proving the performance of the data driven model, developing a broiler growth
simulation framework to investigate the theoretical convergence properties of
the proposed algorithm, and finally more practical testing to verify the algo-
rithm’s potential.
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repeated executions of the same finite duration task. Dynamic neural network
models are used given the absence of mathematical models of the growth pro-
cess. Traditional ILC is modified to maximize the terminal broiler weight and
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1. Introduction

1 Introduction
Broiler (chicken for meat production) growth maximization reduces the amount
of feed, water and electricity required to produce a mature broiler. A major
motivation factor in this area is that the global demand for poultry meat is
predicted to increase by 19% between 2013-2015 and 2025 to 131.3 billion
kg [OECD, 2016, pp. 127], of which broiler meat will represent the majority.
Industrial state-of-the-art broiler production typically has 30-40,000 broilers
per batch, produces 2050g broilers in 34 days from 42g newly hatched broil-
ers, and employs ad libitum feeding and drinking strategies. Tight bounds on
the production environment must be met to facilitate optimal growth, which
requires manual tuning of each broiler shed by a broiler application expert.
Active feed control is not practically feasible in state of the art broiler pro-
duction as ad libitum feeding regimes are used; temperature control, on the
other hand, is highly influential and practically feasible. Broiler production is
mature in terms of data acquisition due to tight biosecurity and traceability
requirements. This, in turn, drives the need to automatically optimize perfor-
mance in a data driven framework by suitably designed temperature control.
Given the absence of mathematical models of the growth process and the re-
peated nature of broiler production, Iterative Learning Control (ILC) provides
a potential solution.

The first work on ILC is widely credited to [Arimoto et al., 1984] and is
applicable to systems executing a finite duration operation over and over again.
Once an execution is complete, the system resets to the starting location and
the next execution can begin. In the literature, each execution is termed a
trial (or a pass or iteration) and the duration of each trial is known as the trial
length. Let uk[n] be the control input, r[n] the reference, yk[n] the output
and ek[n] the tracking error – all of appropriate dimensions for trial k and
sample n. Then the goal of ILC is to force the tracking error ek[n] to converge
to 0 in k such that yk[n] = r[n] for k →∞. Hence the control action is chosen
to sequentially improve performance from trial-to-trial. A simple ILC law to
compute the control input on trial k+1 is uk+1[n] = uk[n]+γek[n+λ] with the
integer 0 < λ and the real scalar gain γ. This is known as phase-lead ILC due to
the parameter λ > 0, i.e., information ahead of the current sample n is used. It
is causal since trial k is completed but in a non-ILC setting this would otherwise
be non-causal. The phase-lead ILC law can be designed without a model of
the process dynamics by using empirical type rules to chose the parameters γ
and λ. Another simple structure ILC law was the basis of the results reported
in [Arimoto et al., 1984] (using so-called D-type ILC) and many designs using
such control laws have been experimentally validated. A starting point for the
literature is the survey papers [Bristow et al., 2006] and [Ahn et al., 2007].

Model based ILC will be required in many cases and this area has been
the subject of much research for both linear and nonlinear dynamic models.
These include algorithms based on minimizing a suitably chosen cost function
with applications including gantry robots, e.g., [Paszke et al., 2013], additive
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manufacturing, e.g., [Lim et al., 2017] and an extension to robotic-assisted
stroke rehabilitation for the upper-limb with supporting clinical trials [Freeman
et al., 2015]. This paper gives the first results on a new application of ILC to
food production.

Dynamic neural networks (DNNs) are used because no mathematical mod-
els exist describing the dynamic relationship between climate conditions and
broiler growth, and broiler production is a biological batch process which tends
to be highly nonlinear and time varying. It is a nonlinear data driven modeling
technique capable of approximating any non-discontinuous system – for a thor-
ough introduction see [Du and Swamy, 2014] and [Haykin, 1994]. Such models
have been successfully applied to model complex biological processes, of which
non-control related applications include broiler growth forecasting [Johansen
et al., 2017][Johansen et al., 2019], prediction of bioethanol production [Gra-
hovac et al., 2016] and yeast fermentation modeling [Nasimi and Irani, 2014].
In this paper they are used as a basis for model based ILC design. Traditional
ILC is modified to maximize the terminal broiler weight and better cope with
the uncertain nature of the data driven model. To evaluate the proposed al-
gorithm in simulation, a heuristic broiler growth model is formalized based on
the experience and knowledge of a broiler application expert.

The heuristic broiler growth model is formulated in Section 2, the data
driven broiler growth maximization algorithm is developed in Section 3 and
tested in Section 4.

1.1 Notation
Let uk[n] ∈ RNu denote a signal at trial k and sample n, then Uk is the super-
vector version of uk[n] in the finite time interval between the first sample Ns
and last sample Ne according to

Uk = [uk[Ns]T ⋯ uk[Ne]T ]
T ∈ RNuNn (1)

with a total of Nn = Ne −Ns +1 samples and Ũk = uk[Ne] denotes the terminal
super-vector signal. Let a denote a vector and A a square matrix, then ∥a∥A =√
aTAa is the weighted euclidean norm and ∥a∥ =

√
aTa is the euclidean norm.

Let b and c be sets, then #b denotes the cardinality of b and b/c = {x ∈ b ∣ x ∉ c}
is the difference of b and c.

2 Heuristic Broiler Growth Model
The motivation behind developing the following heuristic broiler growth model
is to test the data driven broiler growth optimization algorithm proposed in
Section 3.3 in a simulation environment. Please note that only past growth
model data, and not the growth model, is used for control synthesis, which
would also be the case under real production conditions. Hence, it is only
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necessary for the model to portray basic broiler growth behavior present in
industrial state-of-the-art broiler production and is based on the experience
and knowledge of a broiler application expert.

The model’s primary objective is to test the algorithm’s ability to iteratively
learn a unique time series of broiler state dependent temperature inputs that
maximize the terminal broiler growth, while simulating reduced growth for
both negatively- and positively suboptimal temperature inputs. Such a broiler
growth model can be represented with a discrete time dynamic nonlinear model
by

x[n + 1] = x[n] + TsG(u[n], x[n]) with x[Ns] = 0, (2a)
z[n] = Rw(x[n]) and (2b)
y[n] = z[n] + q[n], (2c)

where x[n] ∈ R+ is the broiler maturity in “effective growth days”, z[n] ∈ R+ is
the true broiler weight, y[n] ∈ R+ is the measured broiler weight, u[n] ∈ R is
the temperature input and Ts ∈ R+ is the sampling interval in days. Note that
under real production conditions the temperature input u[n] is a reference for
the climate control system, which for simplicity is assumed to achieve perfect
tracking. In (2a), we introduce the smooth maturing rate function G∶R×R+ →
[β; 1] where β ∈ [0; 1[ is the worst case broiler growth rate due to temperature.
Finally, Rw ∶R+ → R+ is a smooth and strictly increasing function mapping the
broiler maturity into broiler weight and q[n] is the measurement noise.

The growth of the widely used ROSS 308 fast growing broiler strain is
described by the manufacturer in [Aviagen, 2014, pp. 3] and equals

Rw(t) =
−18.3 t3 + 2.2551 t2 + 2.9118 t + 54.739

1000
(3)

where Rw(t) ∈ R+ is the broiler weight reference in kg and t ∈ [0,70] is the
time in “effective growth days”. Expressing broiler growth Rw(x[n]) in terms
of the broiler maturity in “effective growth days” through x[n] results in real-
istic growth behavior, as it accurately captures the nonlinear nature of broiler
growth.

We find a modified normal distribution to be an appropriate expression for
the maturing rate function G, as it has a unique maximum and the intuitive
nature of the standard deviation can be exploited to design how sensitive G
should be to temperature errors. We specifically use

G(u[n], x[n]) = β + (1 − β) exp
⎧⎪⎪⎨⎪⎪⎩

ln(β − α
β − 1

)[u[n] − ū(x[n])
σu

]
2⎫⎪⎪⎬⎪⎪⎭
, (4)

where ū(x[n]) is the temperature maximizing G, G(ū(x[n]), x[n]) = 1, and
σu ∈ R+ is the constant temperature sensitivity. The temperature sensitivity
is the temperature input error, u[n]−ū(x[n]), resulting in decreased matur-
ing rate of α – equivalent of G(ū(x[n])±σu, x[n])=1−α with α∈]0; 1−β[. The
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intention is to allow the broiler application expert to heuristically specify the
decreased growth rate for a specific temperature error. On Figure 1 the com-
ponents of the maturing rate function G is visualized. For a more accurate
temperature sensitivity, the broilers’ feathering and ability to regulate their
own body temperature should also be considered – possibly making σu time
and state dependent. However, this is left as a subject for future work.
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Figure 1: Visualization of the maturing rate function G(x[n], u[n]) for x[n] = 0 with
worst case broiler growth rate β = 0.85, α = 0.05, maximizing input ū(x[n]) = 34 [

○C] and
temperature error sensitivity σu = 0.75 [

○C].

The optimal temperature profile is unknown in the industry, but typical
temperature profiles for the ROSS 308 fast growing broiler transition almost
linearly between the initial temperature of ūs = 34 ○C at day ts = 0 to ūe = 21
○C at day te = 34. This corresponds to a temperature drop of (ūe − ūs), which
we model as being proportional with the maturity x[n] according to

ū(x[n]) = ūs +∆Tx[n] with ∆T = ūe − ūs
te − ts

. (5)

Consequently, the optimal temperature at sample n depends on x[n−1], which
depends on all prior inputs.

Inspecting G shows that x[n] is maximized by the unique input ū(x[n])
satisfying

G(u[n], x[n]) < G(ū(x[n]), x[n]) = 1 ∀u[n] ≠ ū(x[n]).

With β ≤ G ≤ 1 the largest possible maturity x̄[n] equals

x̄[n] = max{x[n]} = Ts
n

∑
i=1

max{G(u[i], x[i])} = nTs.

As Rw is strictly increasing, the largest possible true broiler weight z̄[n] equals

z̄[n] = max{z[n]} = max{Rw(x[n])} = Rw(max{x[n]}) = Rw(nTs).
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2. Heuristic Broiler Growth Model

This ensures that suboptimal control results in suboptimal growth, as expected
in real broiler production where either a too low or high temperature results in
decreased broiler growth.

On Figure 2 the behavior of the broiler model is depicted for different tem-
perature inputs. Interestingly, if the temperature is positively suboptimal, e.g.,
u[n] = ū(x̄[n])+1 ○C, then G converges to 1 for n→∞, and if the temperature
is negatively suboptimal, e.g., u[n] = ū(x̄[n]) − 1 ○C, then G converges to β
for n → ∞. This is caused by the decreasing ū(x[n]) for increasing x[n] –
supported by the fact that broiler farmers tend to use positively suboptimal
temperatures.
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Figure 2: Visualization of the broiler growth model with different inputs. The top plot
depicts the maturing rate function G(u[n], u[n]) as a function of the input u[n] and the
bottom plot depicts the output y[n]. The model settings equal that of Figure 1 with Ts = 1
day.

Lastly, when evaluating the ILC algorithm proposed in Section 3.3, an an-
alytical linear terminal super-vector broiler growth model of Z̃k ∈ RNy is re-
quired. It is obtained by linearizing (2) along the trajectory of Uk ∈ RNuNn
using the first order Taylor expansion according to

Z̃k(U) ≈ Z̃k(Uk) + P̃k (U −Uk) = P̃kU + K̃k (6)

with

P̃k =
d Z̃k(Uk)
dUTk

∣
Uk

and K̃k = Z̃k(Uk) − P̃kUk,
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where P̃k ∈ RNy×NuNn is the terminal model matrix, and K̃ ∈ RNy is the termi-
nal output constant vector unrelated to the input U ∈ RNuNn .

3 Broiler Growth Optimization

3.1 Terminal Iterative Learning Control (TILC)
TILC is a method that can be applied to a repeating process, with the aim
of iteratively learning the input sequence Uk ∈ RNuNn such that the terminal
process output Ỹk(Uk) ∈ RNy tracks the desired terminal reference R̃ ∈ RNy
denoted by

lim
k→∞

Ỹk(Uk) = R̃. (7)

This problem can be solved using constrained Norm Optimal Point-To-Point
ILC, which aims at tracking the output at specific samples. As TILC only aims
at tracking the terminal output, TILC is a specialization of Point-To-Point
ILC. Adapting the constrained Norm Optimal Point-To-Point ILC algorithm 1
in [Chu et al., 2015] to the special case of TILC yields the problem

Uk+1 = arg min
U∈Ω

∥Ẽk(U)∥2
WẼ

+ ∥U −Uk∥2
W∆U

(8a)

subject to
Ẽk(U) = R̃ − Ỹk(U) and (8b)
Ỹk(U) = P̃U + K̃, (8c)

where Ω is the set of valid inputs, 0 < WẼ ∈ RNy×Ny is the positive definite
tracking error cost matrix, 0 < W∆U ∈ RNuNn×NuNn is the positive definite
input change cost matrix, and Ẽk(U) ∈ RNy is the terminal tracking error
given by (8b). The super-vector model used for control synthesis by the ILC is
given by (8c), where P̃ ∈ RNy×NuNn is the terminal system matrix, and K̃ ∈ RNy
represents terminal effects unrelated to the input U ∈ RNuNn . The intuition
behind (8) is to reduce the terminal tracking error by finding an input in the
neighborhood of Uk that norm-optimally minimizes the cost function given by
(8a).

If perfect tracking is not feasible, Ỹk(U) ≠ R̃ ∀U ∈ Ω; then [Chu et al.,
2015] shows that the input monotonically converges to

lim
k→∞

Uk+1 = arg min
U∈Ω

∥R̃ − P̃U − K̃∥2
WẼ

, (9)

equivalent of the algorithm converging to the smallest possible tracking error.
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3. Broiler Growth Optimization

3.2 Data Driven Model
The objective of the data driven model is to enable control synthesis without a
mathematical broiler growth model, by synthesizing P̃ and K̃ from (8c) using
past production data. Using a nonlinear discrete time data driven model we
intend to capture the broiler growth dynamic using data from the past Nb
trials, {{Uk−Nb+1, Yk−Nb+1}, ⋯, {Uk, Yk}}, of which the Nb data indexes are
conveniently denoted by

Dk = {k −Nb + 1, ⋯, k}. (10)

For data driven model synthesis at trial k, data from the trial indexes denoted
by Dk−1 are required. Trial data prior to the first trial, k<1, are denoted
preliminary trials, e.g., {U−2, Y−2}. Hence, a total of Nb preliminary trials are
required for model synthesis for the first trial, k = 1, denoted by the indexes
D0 = {1 −Nb, ⋯, 0}. The data driven model is choosen to be a NARMAX type
neural network model with Nl input and output lags, a single hidden layer
with NN neurons and hyperbolic tangent activation function in the hidden
layer according to

ŷk[n + 1 ∣W, s] =W o tanh(X + θh) + θo (11)

with

X =
Nl−1
∑
i=0

W h
y,iŷk[n − i ∣W, s] +W h

u,iuk[n − i],

where W o ∈ RNy×NN , X ∈ RNN , θo ∈ RNN , W h
y,i ∈ RNN×Ny , W h

u,i ∈ RNN×Nu and
θh ∈ RNN are model parameters abstractly stored in W, while ŷk[n ∣W, s] is
the model output at sample n, initialized at sample s with model weights W.
Initialization in this case refers to

ŷk[n ∣W, s] = yk[n] ∀n ≤ s, (12)

where n is implicitly lower bounded by the start sample Ns, Ns ≤ n, for both
yk[n] and uk[n]. The model weights are found through training by solving

W(B) = arg min
W

∑
b∈B/min{B}

Jb(W)
#B − 1

(13)

with

Jb(W) = ᾱ∥W∥2 +
NS

∑
i=1

Ne

∑
n=Si

∥yb[n] − ŷb[n ∣W, Si]∥2

Ny(Ne − Si + 1)

where B is a set of batch-indexes used for training and S = {S1, ⋯, SNS} is
the set of NS initialization locations, which was found to speed up training
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as described in [Johansen et al., 2019]. It is minimized using the Levenberg-
Marquardt algorithm with early stopping applied on the oldest batch index in
B, denoted by min{B}, according to Jmin{B}(W) to prevent overtraining. The
regularization constant ᾱ ∈ R+ is found iteratively through Bayesian regular-
ization to prevent overfitting. The model weights W are initialized using the
Nguyen Widrow initialization scheme. For detailed information regarding the
training see [Johansen et al., 2017] and [Johansen et al., 2019].

As (13) is not a convex optimization problem, the weights W(B) are not
guaranteed to be the global minimum. To decrease the probability of ending
up in a local minimum, the ensemble mean of Nm models trained with different
initial model weights is used. The ensemble data driven model simulated from
sample Ns with data from batch b, {Yb, Ub}, equals

ŷk,b[n] =
1
Nm

Nm

∑
l=1

ŷb[n ∣Wl(Dk/b),Ns], (14)

where Wl(Dk/b) is the l’th training of W(Dk/b) with the batch indexes Dk/b
to separate training data and simulation data. The terminal super-vector en-
semble data driven model required for (8) is obtained by linearizing (14) along
the trajectory of Ub using the first order Taylor expansion

Ỹk(U) ≈ ˆ̃Yk,b + ˆ̃Pk,b(U −Ub) = ˆ̃Pk,bU + ˆ̃Kk,b (15)

with

ˆ̃Pk,b =
d ˆ̃Y k,b
dUTb

∣
Ub

and ˆ̃Kk,b = ˆ̃Yk,b(Ub) − ˆ̃Pk,bUb

where U ∈ RNuNn is the super-vector input used in (8c). The data driven model
is retrained for every k and b.

3.3 Data Driven TILC Broiler Optimization
The objective of the method is to obtain the maximal terminal broiler weight,
which is unknown in broiler production. One reason for this is that artificial
genetic selection progressively increases the growth rate. To cope with this the
reference is redefined to

R̃k = Ỹk(Uk) +R, (16)

where R ∈ RNy is a strictly positive trial-independent maximization constant
vector, and this method is denoted maximizing reference. As Ẽk(Uk) = R̃k −
Ỹk(Uk) = R is constant, zero tracking error is unobtainable by construction.
Assuming that Ỹk(Uk) is upper bounded by Ỹmax ∈ RNy in combination with
(9), then we hope that

lim
k→∞

Ỹk(Uk) = Ỹmax and lim
k→∞

R̃k = Ỹmax +R. (17)
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3. Broiler Growth Optimization

However, as broiler growth is a nonlinear process, a local maximum might be
obtained instead of Ỹmax.

In the following the notion of the best recent trial index κk is required and
for Ỹ i(Ui) ∈ RNy+ it is defined by

κk = arg max
i∈ [max(k−Nb,0);k]

∥Ỹ i(Ui)∥WẼ
, (18)

and serves as a feasible substitute for the true best recent trial index given by

arg min
i∈ [max(k−Nb,0);k]

∥Ỹ max − Ỹ i(Ui)∥WẼ
.

Note that i is lower bounded by 0, which equals the most recent preliminary
trial and that the particular expression of (18) is application-dependent. To
cope with the uncertain nature of the data driven model given by (15) the
TILC algorithm is modified into a descent type algorithm, denoted anchoring,
by solving

Uk+1 = arg min
U∈Ωk+1

∥Ẽκk(U)∥2
WẼ

+ ∥U −Uκk∥
2
W∆U

(19a)

subject to (16), (18),
Ẽκk(U) = R̃κk − Ỹκk(U) and (19b)

Ỹκk(U) = ˆ̃Pk,κkU + ˆ̃Kk,κk (19c)

where Ωk+1 ∈ RNuNn is the set of valid trial dependent inputs. Note that if the
input Uk+1 does not decrease the error in (18), then the data driven model is
not sufficiently accurate in the neighborhood of Uκk , i.e.

ˆ̃Pk,κk /≈P̃k. Therefore
Uk+1 is rejected and Uk+2 is calculated in the neighborhood of Uκk+1 = Uκk
instead of Uk+1. This effectively ensures that the algorithm keeps exploring the
neighborhood of the recent best trial input Uκk until the data driven model is
sufficiently accurate to maximize the terminal output norm in (18), as the data
driven model always uses the most recent data from the last Nb trials. Conse-
quently, if the data driven model ˆ̃Pk,κk is identical to the analytical model P̃κk
under ideal conditions and constant reference, then κk = k as Ẽk is monotoni-
cally decreasing in k.

The computable solution of (19) equals

Uk+1 = Uκk + arg min
∆U∈Ωk+1−Uκk

1
2
∥∆U∥2

Q1
+QT2 ∆U (20)

with

Q1 = 2( ˆ̃PTk,κkWẼ
ˆ̃P k,κk +W∆U) and

Q2 = −2 ˆ̃PTk,κkWẼẼκk(Uκk)
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where ∆U = U − Uκk and results in an algorithm of the form Uk+1 = F (Uκk ,
Ẽκk(Uκk)) = F (Uκk , R̃κk − Ỹ κk(Uκk)) that facilitates feedback though the
measured terminal output through Ỹκk(Uκk) and ˆ̃Pk,κk . If combined with
maximizing reference then Ẽk(Uκk) = R and Ỹκk(Uκk) is only used indirectly
through ˆ̃Pk,κk . This problem can be solved using standard quadratic program-
ming solvers, such as Matlab’s quadprog.

4 Simulation Study

4.1 Simulation Study Description
The objective of this simulation study is to investigate the ability of different
configurations of the data driven optimization algorithm given by (19) to max-
imize the terminal broiler weight Ỹk of the heuristic broiler growth model given
by (2). We specifically investigate the performance impact of:

1. using the data driven model ˆ̃Pk,κk for control synthesis from (15), in-
dicated by (D), compared to unrealistically using the analytical super-
vector model P̃κk for control synthesis from (6), indicated by (I), as de-
picted on Figure 3b.

2. using anchoring though κk from (18), indicated by (A), compared to
disabling it by forcing κk = k, indicated by (⋅), as depicted on Figure 3c.

3. using maximizing reference from (16), indicated by (MR), compared to
unrealistically using the true analytical maximum given by

R̃k = Ỹmax = z̄[Ne], (21)

indicated by (⋅), as depicted on Figure 3d.

This results in a total of 8 different test configurations, of which some are
depicted on Figure 3. Each test is repeated 10 times and the mean true absolute
terminal error, ∣Z̃k − R̃max∣, is used for evaluation.

4.2 Method and Model Configuration
The heuristic broiler growth model in Section 2 is simulated between the initial
sample Ns = 0 and the terminal sample Ne = 35 with a sample interval of Ts = 1
day, and is heuristically configured as follows. We use β = 0.85 as the worst
case maturing rate, as feed and water consumption are the dominating factors,
while correct temperature control is regarded as a catalyst. We use α = 0.05
and σu = 0.75 [○C] as we regard it as a good overall sensitivity throughout the
lifespan of a broiler.

The measurement noise q[n] is found by analyzing the frequency spectrum
of production data. As broiler growth is an under-damped process the “true”
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Figure 3: Illustration of some of the configurations of the broiler growth optimization
algorithm tested in Section 4. The shaded area denotes the controller, z−1 denotes a unit
delay, a dashed signal contains information from the last Nb trials, {k −Nb + 1, ⋯, k}, and
a non-dashed signal only contains information from trial k. See Section 4.1 for detailed
explanation.
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broiler weight is approximated by a second order polynomial ŷk,pol,2 between
day 3 and 21, where the weight measurement yk is expected to be the most
reliable. The fit errors, yk−ŷk,pol,2, of 31 batches are depicted on the top plot
of Figure 4 and is assumed to be measurement noise. Subtracting the mean,
concatenating all the fit errors and applying the FFT produces the bottom
magnitude plot. As this is not a standard distribution, random realizations of
q[n] with identical magnitude are obtained by randomly rotating the phases of
the FFT and applying the inverse discrete Fourier transform. Some realizations
of q[n] are depicted on the top plot of Figure 4. For more information on this
technique see [Prichard and Theiler, 1994].

0 5 10 15 20 25 30 35
−0.04

−0.02

0

0.02

0.04

Time [Days]

M
ag

ni
tu

de
[k

g]
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Figure 4: Visualization of the noise q[n].

The data driven modeling method in Section 3.2 is heuristically generated
with Nm = 20 ensemble models using Nb = 10 training batches, Nl = 3 input
and output lags, NN = 7 neurons in the hidden layer and with NS = 5 initial-
ization locations at samples S = {0, 7, 14, 21, 28}. The preliminary Nb trials
required for training are generated using the positive input u[n] resulting in
5% decreased maturing rate, G(u[n], x[n]) = 0.95, of which an example is de-
picted on Figure 5. To ensure identical initial input U0 for all the tests, the
most recent preliminary trial k = 0 does not have any added noise. Hence, the
objective is to increase the terminal broiler weight Ỹk by 0.162 kg. White noise
with standard deviation of 0.3 ○C is added to the remaining Nb −1 preliminary
trials, {1−Nb, ⋯, −1}. This is considered realistic, as most broiler farmers tend
to use a too high temperature with little variations trial-to-trial.

Fast convergence conditions for the data driven TILC broiler optimization
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Figure 5: Visualization of 10 preliminary trial data.

algorithm are obtained by using a maximization constant of R = 0.035 kg,
terminal tracking error cost and input change cost of WẼ = (0.035kg)−2 and
W∆U = diag([1 ○C]−2, ⋯, [1 ○C]−2). The permitted temperature change is re-
stricted to avoid large input fluctuations caused by data driven modeling errors
in ˆ̃P k,κk . The valid input space Ωk+1 is therefore defined by

ωk+1[n] = {u ∣uκk[n] − γ ≤ u ≤ uκk[n] + γ} (22)

where u ∈ R is the input and γ = 0.5 ○C is the lower and upper temperature
change bound. Note that this does not restrict the permitted input space Ωk+1
for k →∞ as it change with uκk[n].

4.3 Simulation Results
From Figure 6a we conclude that anchoring is beneficial in conjunction with the
data driven model, as D diverges while D+A converges monotonically. This
makes anchoring superior under data driven modeling conditions. However,
anchoring appears to result in significantly slower convergence for small errors
under ideal model conditions, as I approaches 0 error faster than I+A after
having a comparable convergence for the first 6 trials.

From I+MR on Figure 6b we conclude that using the maximizing reference
produces a constant improvement until ∣Z̃k − R̃max∣ <R, where the convergence
slows down but approaches 0 error in finite time. If the maximizing reference is
not used as in I, then the error is monotonically converging to 0 with decreasing
step sizes. MR does not improve convergence conditions with a data driven
model, as D+MR and D does not converge to 0 error.

Using both MR and A, as depicted on Figure 6c, we conclude that D+A+MR
is the best performing implementable configuration of the algorithm, as D does
not converge despite I and I+A+MR having superior performance. Using MR
in combination with D might even be preferred, as the output and input changes
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Figure 6: Simulation results – see Section 4 for detailed explanations.
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evenly which decrease the risk of moving too far outside the valid data driven
model region.

5 Conclusions and Future Work
In this paper a heuristic broiler growth model has been formulated and used
to investigate the performance of a data driven optimization based ILC law
in simulation. Traditional ILC is modified to maximize the terminal broiler
weight and better cope with the uncertain nature of the data driven model. The
heuristic broiler growth model is based on experience from a broiler application
expert and approximates the dynamic behavior between broiler growth and
temperature. Extensive simulation based studies confirm the potential of this
approach and future work should include enhancing the broiler growth model to
account for feed consumption and extending the control design to also minimize
the feed consumption, but most importantly it should include experimental
verification.
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Abstract—Broiler feed conversion rate optimization reduces the amount of
feed, water, and electricity required to produce a mature broiler, where temper-
ature control is one of the most influential factors. Iterative learning control
provides a potential solution given the repeated nature of the production process,
as it has been especially developed for systems that make repeated executions of
the same finite duration task. Dynamic neural network models provide a basis
for control synthesis, as no first-principle mathematical models of the broiler
growth process exist. The final feed conversion rate at slaughter is one of the
primary performance parameters for broiler production, and it is minimized us-
ing a modified terminal iterative learning control algorithm in this work. This
algorithm is evaluated in simulation, using a heuristic broiler growth model
based on the knowledge of a broiler application expert, and experimentally on
a state-of-the-art broiler house that produces around 40,000 broilers per batch.
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1. Introduction

1 Introduction
The global demand for poultry meat is predicted to increase by 18% between
2015-2017 and 2027 to 139 billion kg [OECD, 2018, pp. 37], of which broiler
(i.e., a chicken that is bred and raised specifically for meat production) meat
will represent the majority. Industrial state-of-the-art broiler production typi-
cally has 30-40,000 broilers per batch, produces 2050g broilers in 34 days from
42g newly hatched broilers and employs ad libitum feeding and drinking strate-
gies, i.e., unrestricted access to feed and water. Broiler feed conversion rate
(FCR) optimization reduces the amount of feed, water and electricity required
to produce a mature broiler.

Tight bounds on the production environment must be met to enable optimal
growth, which requires manual tuning of each broiler house by a broiler appli-
cation expert. Active feed control is not practically feasible in state of the art
broiler production as ad libitum feeding regimes are used. Temperature con-
trol is, however, highly influential and practically feasible. Broiler production
is mature in terms of data acquisition due to tight biosecurity and traceability
requirements. This, in turn, drives the need to automatically optimize perfor-
mance in a data driven framework by suitably designed temperature control.
In this paper, a design based on combining Iterative Learning Control (ILC)
and Dynamic neural network (DNN) modeling is developed and evaluated in
both simulation and implementation.

The development of ILC was motivated by the many processes that repeat
the same finite duration task over and over again, e.g., a gantry robot under-
taking a “pick and place” task. Each execution is commonly termed a trial or
pass and the finite duration is known as the pass or trial length. Once a trial
is completed, the system resets to the starting location and the next trial can
begin, exactly as in broiler production. Moreover, all data recorded during the
previous trial is available for use in computing the control input for the next
trial with the overall aim of improving performance trial-to-trial.

See the survey papers [Bristow et al., 2006] and [Ahn et al., 2007] for a
good starting point for ILC literature, where [Arimoto et al., 1984] is one of
the first published papers on the subject. ILC range from simple structure laws,
such as phase-lead, that can be tuned without the use of a model, to advanced
model based designs for linear and nonlinear dynamics. Mature ILC appli-
cation areas with experimental validation and implementation include [Paszke
et al., 2013], additive manufacturing, e.g., [Lim et al., 2017] and an extension to
robotic-assisted stroke rehabilitation for the upper-limb with supporting clini-
cal trials [Freeman et al., 2015].

Model based ILC is required for broiler FCR optimization since the broiler
growth process itself is highly nonlinear and time varying. This paper uses non-
linear data driven modeling in the form of dynamic neural networks to model
the dynamic relationship between climate conditions and broiler growth. See,
e.g., [Du and Swamy, 2014] and [Haykin, 1994] for background information on
neural networks. Such models have been successfully applied to model complex
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biological processes, of which non-control related applications include broiler
growth forecasting [Johansen et al., 2017][Johansen et al., 2019b], prediction of
bioethanol production [Grahovac et al., 2016] and yeast fermentation modeling
[Nasimi and Irani, 2014].

This paper gives the first results on a new application of ILC to food pro-
duction. In particular, ILC is modified to minimize the terminal broiler FCR in
the presence of the uncertain nature of the data driven DNN model. To evalu-
ate the new design in simulation, a heuristic broiler growth model is formalized
based on the experience and knowledge of a broiler application expert, which
is then analyzed to provide FCR optimization guidelines. Preliminary results
of parts of this work were given in [Johansen et al., 2018]. The results in this
paper differ substantially by including cumulative feed consumption output in
the heuristic model, measurement weight bias compensation as investigated
in [Johansen et al., 2019a], and experimental results are finally provided from
a state-of-the-art broiler production facility.

The paper is organized as follows. The development of a heuristic broiler
model and the broiler FCR minimization problem is described in Section 2.
Terminal ILC is then introduced and applied to solve the FCR minimization
problem in Section 3. A simulation study of the design is given in Section 4
before presenting the experimental results in Section 5. Finally Section 6 gives
the concluding remarks and briefly discusses possible future research.

Notation
Let uk[n] ∈ RNu denote a signal at trial k and sample n with dimension Nu, and
Uk be the super-vector formed from uk[n] in the finite time interval between
the first sample Ns and last sample Ne as

Uk = [uk[Ns]T ⋯ uk[Ne]T ]
T ∈ RNuNn (1)

with a total of Nn = Ne −Ns + 1 samples. Ũk = uk[Ne] denotes the terminal
super-vector. Let a denote a vector then ∥a∥ =

√
aTa denotes the Euclidean

norm of this vector and ∥a∥A =
√
aTAa denotes the weighted Euclidean norm

where A is a positive definite matrix. Let B and C be sets, then #B denotes
the cardinality of B and B/C = {x ∈ B ∣ x ∉ C} is the difference of B and C.

2 Heuristic Broiler Growth Model and FCR Op-
timisation

2.1 Heuristic Broiler Growth Model
The heuristic broiler FCR model developed in this section is used to test the
data driven broiler growth optimization algorithm developed in Section 3.3 in
a simulation environment prior to experimental tests. Only past growth model
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2. Heuristic Broiler Growth Model and FCR Optimisation

data, and not the growth model, is used for control synthesis, which would also
be the case under real production conditions. The objective is to represent ba-
sic broiler growth behavior in an industrial state-of-the-art broiler production,
which is based on the experience and knowledge of a broiler application expert.

The model’s primary objective is to asses the algorithm’s ability to itera-
tively learn a unique time series of broiler state dependent temperature inputs
that minimizes the terminal broiler FCR, while simulating reduced growth for
both negatively- and positively suboptimal temperature inputs. Such a broiler
growth model can be represented by the discrete time dynamic nonlinear model

[xm[n + 1]
xf [n + 1]] = [xm[n]

xf [n]
] + Ts[

G(u[n], xm[n])
Rf(xm[n]) ], (2a)

[zw[n]
zf [n]

] = [Rw(xm[n])
xf [n]

] and (2b)

[yw[n]
yf [n]

] = [zw[n]
zf [n]

] + [qw[n] + qw,bias[n]
qf [n]

] (2c)

with initial conditions xm[Ns] = xf [Ns] = 0 and measured slaughter weight
Γ = zw[Ne], where xm[n] ∈ R+ is the broiler maturity in “effective growth
days”, zw[n] ∈ R+ is the true broiler weight, yw[n] ∈ R+ is the measured broiler
weight, xf [n] ∈ R+ is the cumulative feed consumption, zf [n] ∈ R+ is the
true cumulative feed consumption, yf [n] ∈ R+ is the measured cumulative feed
consumption, u[n] ∈ R is the temperature input, and Ts ∈ R+ is the sampling
interval in days. Under production conditions the temperature input u[n] is
a reference for the climate control system, which for simplicity is assumed to
achieve perfect tracking. In (2a), the smooth maturation rate function G∶R ×
R+ → [β,1] where β ∈ [0,1[ is the worst case broiler growth rate. Finally,
Rw ∶R+ → R+ and Rf ∶R+ → R+ are smooth and strictly increasing functions
mapping the broiler maturity xm[n] into broiler weight and feed consumption,
qw[n] ∈ R is the weight measurement noise, qw,bias[n] ∈ R is the weight bias,
and qf [n] ∈ R is the feed measurement noise.

The growth and feed consumption of the widely used ROSS 308 fast growing
broiler strain are described by the manufacturer in [Aviagen, 2014, pp. 3] as

Rw(t) =
−18.3 t3 + 2.2551 t2 + 2.9118 t + 54.739

1000
(3a)

Rf(t) =
21.9 ⋅ 10−6 t4 − 4.232 ⋅ 10−3 t3 + 0.206 t2 + 2.02 t + 11.6

1000
(3b)

where Rw(t) ∈ R+ is the broiler weight reference in kg, Rf(t) ∈ R+ is the broiler
feed uptake reference in kg/day, and t ∈ [0,59] days is the time in “effective
growth days”. Expressing broiler weight Rw(xm[n]) and broiler feed uptake
Rf(xm[n]) in terms of the broiler maturity in “effective growth days” through
xm[n] results in realistic weight and feed uptake behavior, as it accurately
captures the nonlinear nature of broiler growth.
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A modified normal distribution is an appropriate representation for the
maturation rate function G, as it has a unique maximum, and the standard
deviation can easily be tuned to design how sensitive G is to temperature errors.
Specifically

G(u[n], xm[n]) = β + (1 − β) exp
⎧⎪⎪⎨⎪⎪⎩

ln(α + β − 1
β − 1

)[u[n] − ū(xm[n])
σu

]
2⎫⎪⎪⎬⎪⎪⎭
, (4)

where ū(xm[n]) is the temperature maximizing G, G(ū(xm[n]), xm[n]) = 1,
and σu ∈ R+ is the constant temperature sensitivity. The temperature sensi-
tivity is the temperature input error, u[n]− ū(xm[n]), resulting in a decreased
maturation rate of α – corresponding to G(ū(xm[n]) ± σu, xm[n]) = 1−α with
α ∈]0,1−β[. The intention is to allow the broiler application expert to heuristi-
cally specify the decreased growth rate for a specific temperature error. In Fig-
ure 1, the components of the maturation rate function G are shown. For a
more accurate temperature sensitivity, the broilers’ feathering and ability to
regulate their own body temperature should also be considered, which would
possibly make σu time and state dependent, but this is left as a subject for
future work.
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[·]
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ū(x[n])
ū(x[n]) ± σu

Figure 1: Visualization of the maturation rate function G(xm[n], u[n]) for xm[n] = 0 with
worst case broiler growth rate β = 0.85, α = 0.05, maximizing input ū(xm[n]) = 34 [

○C] and
temperature error sensitivity σu = 0.75 [

○C].

The optimal temperature profile is unknown in the industry, but typical
temperature profiles for the ROSS 308 fast growing broiler transition almost
linearly between the initial temperature of ūs = 34 ○C at day ts = 0 to ūe = 21
○C at day te = 34. This corresponds to a temperature drop of (ūe − ūs), which
is modeled as proportional to the maturity xm[n] as

ū(xm[n]) = ūs +∆Txm[n] with ∆T = ūe − ūs
te − ts

. (5)

Consequently, the optimal temperature at sample n depends on xm[n − 1],
which, in turn, depends on all prior inputs.
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2. Heuristic Broiler Growth Model and FCR Optimisation

The weight bias term qw,bias[n] was investigated in [Johansen et al., 2019a]
and found to cause terminal weight measurement errors, ỹw − z̃w, with −27.4g
mean and 115.9g standard deviation through comparison with the accurately
measured slaughter weight. The weight bias onset was found to occur around
day 15, which is heuristically assumed to increase linearly from zero at day 15
to Qbias ∼ N (−27.4g, 115.9g) at the terminal sample and hence

zw,bias[n] =
⎧⎪⎪⎨⎪⎪⎩

nTs−15
NeTs−15Qbias, 15 < nTs
0, otherwise

, (6)

where Qbias is constant throughout each simulation as shown in Figure 2a.
In [Johansen et al., 2019a] it was found that using the measured slaughter
weight, i.e. the terminal broiler weight, reduces the weight bias effect for broiler
weight prediction on real broiler production data.

The noise terms qw[n] and qf [n] are found by analyzing the frequency
spectrum of production data from the experimental test site. As broiler weight
is a smooth function of time, the “true” broiler weight is approximated by
a second order polynomial ŷw,pol,2 between day 3 and 15, where the weight
measurement yw is expected to be the most reliable. The fit errors, yw−ŷw,pol,2,
of 36 batches from the experimental test site are shown in the top plot of
Figure 2b and is assumed to be measurement noise.

Subtracting the mean, concatenating all the fit errors and computing the
FFT produces the bottom magnitude plot. As this is not a standard distri-
bution, random realizations of qw[n] with identical magnitude are obtained
by randomly rotating the phases of the FFT and applying the inverse discrete
Fourier transform. For more information on this approach, see [Prichard and
Theiler, 1994]. Some realizations of qw[n] are shown in the top plot of Fig-
ure 2b. Similarly, the “true” cumulative feed uptake is approximated by a
fourth order polynomial ŷf,pol,4 between day 3 and 30 and shown in Figure 2c.

2.2 Control Design Considerations
In this section optimization strategies are discussed, where many of these are
used in state-of-the-art broiler production. Moreover, a heuristic model can
explain the rationale between two of the popular strategies considered next.
The first of these maintains a higher than necessary temperature to dry out
the litter to limit ammonia development and subsequently sickness. The second
initially reduce maturation through special light programs to properly develop
the broiler, followed by unrestricted growth period for the remaining duration
of the batch.

227



Paper F.

0 5 10 15 20 25 30 35
−200

−100

0

100

200

Time [Days]

M
ag

ni
tu

de
[g

]

qw,bias[n] examples

(a) Weight measurement bias qw,bias[n] samples using (6).
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(b) Visualization of the weight measurement noise qw[n]
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(c) Visualization of the feed uptake measurement noise qf [n]

Figure 2: Measurement behavior for the heuristic broiler growth model.
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Weight maximization considerations

Inspecting G shows that xm[n] is maximized by the unique input ū(xm[n])
that for all u[n] ≠ ū(xm[n]) satisfies

G(u[n], xm[n]) < G(ū(xm[n]), xm[n]) = 1.

In the case when β ≤ G ≤ 1, the largest possible maturity x̄m[n] equals

x̄m[n] = max{xm[n]} = Ts
n

∑
i=1

max{G(u[i], xm[i])}

= nTs.

As Rw is strictly increasing, the largest possible true broiler weight z̄[n] is
given by

z̄w[n] = max{zw[n]} = max{Rw(xm[n])}
= Rw(max{xm[n]}) = Rw(nTs).

This ensures that suboptimal control results in suboptimal weight, as expected
in real broiler production where either a too low or too high temperature results
in decreased broiler growth.

In Figure 3 the behavior of the broiler model is shown for different temper-
ature inputs. Interestingly, if the temperature is positively suboptimal, e.g.,
u[n] = ū(x̄m[n]) + 1 ○C, then G converges to 1 for n →∞, and if the tempera-
ture is negatively suboptimal, e.g., u[n] = ū(x̄m[n])−1 ○C, then G converges to
β for n →∞. This is caused by the decreasing ū(xm[n]) for increasing xm[n]
– supported by the fact that broiler farmers tend to use positively suboptimal
temperatures, similar to the first state-of-the-art strategy.

Feed minimization considerations

If β ≤ G ≤ 1, the smallest maturation rate
¯
xm[n] is governed by

¯
xm[n] = min{xm[n]} = Ts

n

∑
i=1

min{G(u[i], xm[i])}

= Tsβn (7)

As Rf is strictly increasing, the lowest cumulative feed consumption is given
by

¯
xf [n] = min{xf [n]} = min{Ts

n

∑
i=1
Rf(xm[i])}

= Ts
n

∑
i=1
Rf(min{xm[i]}) = Ts

n

∑
i=1
Rf(Tsβi) (8)

This suggests that feed minimization and weight maximization are completely
opposing goals.
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FCR minimization considerations

The expression for FCR from the heuristic model is

zFCR[n] =
zf [n]
zw[n]

=
xf [n]

Rw(xm[n])
= Ts

n

∑
i=1
Rf(xm[i])

Rw(xm[n])
(9)

Unlike weight maximization and feed minimization, an analytical expression
for the lowest possible FCR is non-trivial to determine, as depicted on Figure 5.
This is due to two simultaneous and opposing objectives, namely weight max-
imization and feed minimization, which turns out to depend on the simulation
duration Ne as depicted on Figure 5. In Figure 4 the proposed strategies are
compared, from which it follows that FCR minimization consists of an initial
period of feed minimization followed by weight maximization – similar to the
second state-of-the-art strategy. Feed minimization produces the highest FCR,
and is therefore ruled out. Moreover, weight maximization results in a 1.1%
higher FCR than FCR minimization, which makes FCR minimization favor-
able despite the added complexity of another output, and will therefore be used
in this work.
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Figure 3: Visualization of broiler growth ym with different inputs. The top plot depicts the
maturation rate function G(xm[n], u[n]) as a function of the input u[n] and the bottom
plot depicts the output ym[n]. The model settings equal that of Figure 1 with Ts = 1 day.
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Figure 4: Visualization of different optimization strategies with Ne = 34 days, Ts = 1 day
and β = 0.85. A FCR difference of 1.14 ⋅ 10−3, equivalent of 1.1%, exists between Growth
maximization and FCR minimization, which potentially makes FCR minimization a better
strategy.
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Figure 5: Minimization duration as a function of simulation duration (NeTs) with
β = 0.85 and Ts = 0.5 days, which corresponds to the length of the initial period where
G(xm[n], u[n]) = β . The red dashed line indicates a simulation duration of 34 days with a
minimization duration of 9.5 days, equivalent to Figure 4

3 Broiler FCRMinimization using Terminal ILC

3.1 Terminal Iterative Learning Control (TILC)
TILC is a method that can be applied to a repeating process with the aim
of iteratively learning the input sequence Uk ∈ RNuNn such that the terminal
process output Ỹk(Uk) ∈ RNy tracks the desired terminal reference R̃ ∈ RNy
denoted by

lim
k→∞

Ỹk(Uk) = R̃, (10)

with the super-vector model used for control synthesis given by

Ỹk(Uk) = P̃Uk + K̃, (11)

where P̃ ∈ RNy×NuNn is the terminal system matrix, and K̃ ∈ RNy represents
terminal effects unrelated to the input U ∈ RNuNn .

This last problem can be solved using constrained Norm Optimal Point-To-
Point ILC, which aims at tracking the output at specific samples. As TILC
only aims at tracking the terminal output, TILC is a specialization of Point-
To-Point ILC. Adapting the constrained Norm Optimal Point-To-Point ILC
algorithm 1 in [Chu et al., 2015] to the special case to the TILC problem gives

Uk+1 = arg min
U∈Ω

∥Ẽk(U)∥2
WẼ

+ ∥U −Uk∥2
W∆U

(12a)

subject to
Ẽk(U) = R̃ − Ỹk(U) and (12b)
Ỹk(U) = P̃U + K̃, (12c)
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where Ω is the set of valid inputs, WẼ ∈ RNy×Ny is the symmetric positive defi-
nite tracking error cost matrix, W∆U ∈ RNuNn×NuNn is the symmetric positive
definite input change cost matrix and Ẽk(U) ∈ RNy is the terminal tracking er-
ror given by (12b). The intuition behind (12) is to reduce the terminal tracking
error by finding an input in the neighborhood of Uk that minimizes the cost
function (12a).

The following results were established in [Chu et al., 2015].

Theorem 3. If perfect tracking is feasible, i.e. ∃U ∈ Ω such that Ỹk(U) = R̃;
then (12) achieves monotonic convergence to zero tracking error

∥Ẽk+1(Uk+1)∥WẼ

≤ ∥Ẽk(Uk)∥WẼ

∀k ∈ Z+ (13)

and

lim
k→∞

Ẽk(Uk) = 0, lim
k→∞

Uk = Ū. (14)

Theorem 4. If perfect tracking is not feasible, i.e. Ỹk(U) ≠ R̃ ∀U ∈ Ω; then
the input of (12) converges to

lim
k→∞

Uk+1 = arg min
U∈Ω

∥R̃ − P̃U − K̃∥2
WẼ

, (15)

equivalent of the algorithm converging to the smallest possible tracking error.
Moreover, this convergence is monotonic in the tracking error norm

∥Ẽk+1(Uk+1)∥WẼ

≤ ∥Ẽk(Uk)∥WẼ

∀k ∈ Z+. (16)

3.2 Data Driven Model
The objective of the data driven model is to enable control synthesis without
a mathematical broiler FCR model, by synthesizing P̃ and K̃ from (12c) using
past production data. Using a nonlinear discrete time data driven model the
aim is to capture the broiler growth dynamic using data from the past Nb
trials, {{Uk−Nb+1,Dk−Nb+1, Yk−Nb+1}, . . . ,{Uk,Dk, Yk}}, where Dk denotes the
disturbance vector, where Nb data indexes are conveniently denoted by

Bk = {k −Nb + 1, . . . , k}. (17)

For data driven model synthesis at trial k, data from the trial indexes denoted
by Bk−1 is required. Trial data prior to the first trial, k<1, are denoted as
preliminary trials, e.g., {U−2,D−2, Y−2}. Hence, a total of Nb preliminary trials
are required for model synthesis for the first trial, k = 1, denoted by the indexes
B0 = {1 −Nb, . . . , 0}.

The data driven model is chosen to be a NARMAX type neural network
model with Nl input and output lags, a single hidden layer with NN neurons
and hyperbolic tangent activation function in the hidden layer and hence

ŷk[n + 1 ∣W, s] =W o tanh(X + θh) + θo (18)
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with

X =
Nl−1

∑
i=0

W h
y,iŷk[n − i ∣W, s] +W h

u,iuk[n − i] +W h
d,idk[n − i],

where W o ∈ RNy×NN , X ∈ RNN , θo ∈ RNN , W h
y,i ∈ RNN×Ny , W h

u,i ∈ RNN×Nu ,
W h
d,i ∈ RNN×Nd and θh ∈ RNN are model parameters stored inW, while ŷk[n ∣W, s]

is the model output at sample n, initialized at sample s with model weights
W. Initialization in this case refers to

ŷk[n ∣W, s] = yk[n] ∀n ≤ s, (19)

where n is implicitly lower bounded by the starting sample Ns, Ns ≤ n, for
both yk[n], uk[n] and dk[n]. To find the model weights, the following training
procedure was used

W(B) = arg min
W

∑
b∈B/min{B}

Jb(W)
#B − 1

(20a)

with

Jb(W) = ᾱ∥W∥2 +
NS

∑
i=1

Ne

∑
n=Si

Eb
Ny(Ne − Si + 1)

(20b)

Eb =
Ny

∑
i=1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣∣Γb − ŷi∣∣22 φ(k), k = Ns,b ∧ i = iw
∣∣yi − ŷi∣∣22 φ(k), k ≠ Ns,b ∧ i = iw
∣∣yi − ŷi∣∣22, otherwise

(20c)

φ(k) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1, k < Nφ
1 + (Ns,b −Nφ)(γ − 1), k = Ns,b
γ, otherwise

(20d)

where B is a set of batch-indices used for training, S = {S1, . . . , SNS} is the
set of NS ∈ Z+ initialization locations, which was found to speed up training as
described in [Johansen et al., 2019b], Γb is the broiler slaughter weight of batch
b, i.e. the true broiler weight prior to slaughter, iw ∈ Z is the weight output
index, φ∶Z+ → R is the weight cost shaping function, Nφ ∈ Z is the start weight
cost shaping sample number and γ ∈]0,1[ is the weight cost shaping parameter.

Automatic weighing pads are commonly used for weighing broilers and is
known to be negatively biased onwards from day 15, which is represented by
(6) in the heuristic model. In [Johansen et al., 2019a] the weight cost shaping
function φ∶Z+ → R in (20c) and (20d) was found to decrease the impact of
this bias – one example of φ is shown in Figure 6. The slaughter weight is
considered very accurate and is included by overriding the last measured local
weight at sample k = Ns,b of each batch. Extra emphasis is then placed on the
slaughter weight at sample k = Ns,b in the cost function, while samples beyond
Nφ ∈ Z+ are weighted less.
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Figure 6: Visualization of the cost shaping function φ(k) with Nφ = 20, Ns,b = 34 and
γ = 0.5. The blue, green and red values correspond to a separate case of (20d).

The cost function is minimized using the Levenberg-Marquardt algorithm
with early stopping applied on the oldest batch index in B, denoted by min{B},
in Jmin{B}(W), to prevent overtraining. The regularization constant ᾱ ∈ R+ is
found iteratively through Bayesian regularization to prevent overfitting. The
model weightsW are initialized using the NguyenWidrow initialization scheme.
For detailed information regarding the training see [Johansen et al., 2019b] and
[Johansen et al., 2019a].

As (20a) is not a convex optimization problem, the weights W(B) are not
guaranteed to be the global minimum. To decrease the probability of ending
up in a local minimum, the ensemble mean of Nm models trained with different
initial model weights is used. The ensemble data driven model simulated from
sample Ns with data from batch b, {Yb,Db, Ub}, is

ŷk,b[n] =
1
Nm

Nm

∑
l=1

ŷb[n ∣Wl(Bk/b),Ns], (21)

whereWl(Bk/b) is the l’th training ofW(Bk/b) with the batch indexes Bk/b to
separate training data and simulation data. The terminal super-vector ensem-
ble data driven model required for (12) is obtained by linearizing (21) along
the trajectory of Ub using the first order Taylor expansion

Ỹk(U) ≈ ˆ̃Yk,b + ˆ̃Pk,b(U −Ub) = ˆ̃Pk,bU + ˆ̃Kk,b (22)

with

ˆ̃Pk,b =
d ˆ̃Y k,b
dUTb

∣
Ub

and ˆ̃Kk,b = ˆ̃Yk,b(Ub) − ˆ̃Pk,bUb

where U ∈ RNuNn is the super-vector input used in (12c). The data driven
model is retrained for every k and b.
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3. Broiler FCR Minimization using Terminal ILC

To use this model for FCR minimization requires an augmented data driven
model, denoted by (⋅)∗. This model is given by

Ỹ ∗
k (U) =

Ỹ k,f(U)
Ỹ k,w(U)

(23)

where Ỹ k,w(U) ∈ R+ and Ỹ k,f(U) ∈ R+ respectively denote the weight and
cumulative feed uptake – the equivalent of (2c). Linearized in Ub by a first
order Taylor expression similar to (22) results in

Ỹ ∗
k (U) ≈ ˆ̃Y ∗

k,b(Uk) +
ˆ̃P ∗
k,b(U −Uk) = ˆ̃P ∗

k,bU +K∗
k,b (24)

with

ˆ̃P ∗
k,b =

d ˆ̃Y ∗
k,b(U)

d ˆ̃Y Tk,b(U)

d ˆ̃Yk,b(U)
dUT

=
d ˆ̃Y ∗

k,b(U)

d ˆ̃Y Tk,b(U)
ˆ̃Pk,b and

ˆ̃K∗
k,b =

ˆ̃Y ∗
k,b(Uk) −

ˆ̃P ∗
k,bUk =

d ˆ̃Y ∗
k,b(U)

d ˆ̃Y Tk,b(U)
ˆ̃Kk,b.

3.3 Data Driven TILC Broiler FCR Minimization
The objective is to minimize terminal broiler FCR, which is unknown in broiler
production. One reason for this is that artificial genetic selection progressively
increases the growth rate. To account for this, the reference is redefined to

R̃∗
k = Ỹ ∗

k (Uk) −R, (25)

where R ∈ RNy+ is a trial-independent minimization vector with positive ele-
ments and this method is termed minimizing reference. As Ẽ∗

k(Uk) = R̃∗
k −

Ỹ ∗
k (Uk) = −R is constant, zero tracking error is not possible by construction.

Assuming that Ỹ ∗
k (Uk) is lower bounded by Ỹ ∗

min ∈ RNy and in combination
with Theorem 4, the aim is to achieve

lim
k→∞

Ỹ ∗
k (Uk) = Ỹ ∗

min and lim
k→∞

R̃∗
k = Ỹ ∗

min −R. (26)

Since broiler growth is a nonlinear process, a local minimum could be obtained
instead of Ỹ ∗

min.
In the following the so-called best recent trial index κk is required and for

Ỹ ∗
i (Ui) ∈ R+ it is defined by

κk = arg min
i∈ [min(k−Nb,0), k]

∥Ỹ ∗
i (Ui)∥WẼ

, (27)

and serves as a feasible substitute for the true best recent trial index given by

arg min
i∈ [min(k−Nb,0), k]

∥Ỹ ∗
min − Ỹ ∗

i (Ui)∥WẼ
.
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The variable i is lower bounded by 0, which equals the most recent pre-
liminary trial and (27) is application-dependent. To reduce the influence of
the measurement weight bias on κk, the slaughter weight Γk and measured
cumulative feed consumption Ỹk,f(Uk) is used:

κk = arg min
i∈ [min(k−Nb,0), k]

∥
Ỹ i,f(Ui)

Γi
∥
WẼ

. (28)

To account for the uncertain nature of the augmented data driven model given
by (24), the TILC algorithm is modified into a descent type algorithm, denoted
anchoring, by solving

Uk+1 = arg min
U∈Ωk+1

∥Ẽ∗
κk

(U)∥2
WẼ

+ ∥U −Uκk∥
2
W∆U

(29a)

subject to (25), (28) and

Ẽ∗
κk

(U) = R̃∗
κk
− Ỹ ∗

κk
(U) and (29b)

Ỹ ∗
κk

(U) = ˆ̃P ∗
k,κk

U + ˆ̃K∗
k,κk

(29c)

where Ωk+1 ∈ RNuNn is the set of valid trial dependent inputs.
If the input Uk+1 does not decrease the error in (28), then the data driven

model is not sufficiently accurate in the neighborhood of Uκk , i.e.
ˆ̃P ∗
k,κk

/≈P̃ ∗
k .

Therefore Uk+1 is rejected and Uk+2 is calculated in the neighborhood of Uκk+1 =
Uκk instead of Uk+1. This effectively ensures that the algorithm keeps exploring
the neighborhood of the recent best trial input Uκk until the data driven model
is sufficiently accurate to maximize the terminal output norm in (28), as the
data driven model always uses the most recent data from the last Nb trials.
Consequently, if the data driven model ˆ̃P ∗

k,κk
is identical to the analytical model

P̃ ∗
κk

under ideal conditions and constant reference. In this case κk = k as Ẽ∗
k is

monotonically decreasing in k.
The computable solution of (29) is

Uk+1 = Uκk + arg min
∆U∈Ωk+1−Uκk

1
2
∥∆U∥2

Q1
+QT2 ∆U (30)

where

Q1 = 2( ˆ̃P ∗T
k,κk

WẼ
ˆ̃P ∗
k,κk

+W∆U) and

Q2 = −2 ˆ̃P ∗T
k,κk

WẼẼ
∗
κk

(Uκk)

and ∆U = U−Uκk results in an algorithm of the form Uk+1 = F(Uκk , Ẽ∗
κk

(Uκk)) =
F(Uκk , R̃∗

κk
− Ỹ ∗

κk
(Uκk)) that includes feedback action though the measured

terminal output via the terms Ỹ ∗
κk

(Uκk) and
ˆ̃P ∗
k,κk

. The slaughter weight is used
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4. Simulation Case Study

to calculate Ẽ∗
κk

(Uκk), similar to (28), to reduce the influence of the weight
measurement bias. If combined with maximizing reference then Ẽ∗

k(Uκk) = R
and Ỹ ∗

κk
(Uκk) is only used indirectly through ˆ̃P ∗

k,κk
. This problem can be solved

using standard quadratic programming solvers, e.g. Matlab’s quadprog.

3.4 Analytical Heuristic Model
To evaluate the ILC algorithm formulated in Section 3.3 in simulation, an
analytical linear terminal super-vector broiler growth model of Z̃k ∈ RNy is
required. This is obtained by linearizing (2) along the trajectory of Uk ∈ RNuNn
using the first order Taylor expansion:

Z̃k(U) ≈ Z̃k(Uk) + P̃k (U −Uk) = P̃kU + K̃k (31)

with

P̃k =
d Z̃k(Uk)
dUTk

∣
Uk

and K̃k = Z̃k(Uk) − P̃kUk,

where P̃k ∈ RNy×NuNn is the terminal model matrix and K̃ ∈ RNy is the terminal
output constant vector unrelated to the input U ∈ RNuNn .

4 Simulation Case Study

4.1 Description
The objective is to investigate the ability of different configurations of the
data driven optimization algorithm (29) to minimize the terminal FCR Ỹ ∗

k of
the heuristic broiler growth model given by (2). Specifically, the performance
impact of the following is investigated:

1. using the data driven model ˆ̃P ∗
k,κk

for control synthesis from (22), denoted
by (D), compared to unrealistic option of using the analytical super-
vector model P̃ ∗

κk
for control synthesis from (31), denoted by (I), as shown

in Figure 7b.

2. using anchoring from (29) though κk from (28), denoted by (A), compared
to disabling this term by forcing κk = k, denoted by (⋅), as shown on
Figure 7c.

3. using the maximizing reference (25), denoted by (MR), compared to un-
realistic option of using the true analytic maximum given by

R̃∗
k = Ỹmin = ¯

z[Ne], (32)

indicated by (⋅), as depicted on Figure 7d.
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Broiler Growth
Model P̃ ∗

k (31)

R̃∗
κk

z−1

Ỹ ∗
k

ˆ̃P ∗
k,κk

TILC (29)
Uk+1

DNN (22)
ˆ̃P ∗
k,κk

Max. Ref. (25)
Ỹ ∗
κk
+R

Uk

(a) D+A+MR (Nominal)

Broiler Growth
Model P̃ ∗

k (31)

R̃κk∗

z−1

Ỹ ∗
k

P̃ ∗
κk

TILC (29)
Uk+1

Max. Ref. (25)
Y ∗
κk
+R

Uk

(b) I+A+MR (Without D)

Broiler Growth
Model P̃ ∗

k (31)

R̃∗
k

z−1

Ỹ ∗
k

ˆ̃P ∗
k,k

TILC (29)
with κk = k

Uk+1

DNN (22)
ˆ̃P ∗
k,k

Max. Ref. (25)
Ỹ ∗
k +R

Uk

(c) D+MR (Without A)

Broiler Growth
Model P̃ ∗

k (31)
z−1

Ỹ ∗
k

ˆ̃P ∗
k,κk

TILC (29)
Uk+1

DNN (22)
ˆ̃P ∗
k,κk

Uk

Ỹ ∗
min (32)

(d) D+A (Without MR)

Figure 7: Illustration of some of the configurations of the broiler growth optimization
algorithm tested in Section 4. The shaded area denotes the controller, z−1 denotes a unit
delay, a dashed signal contains information from the last Nb trials, {k −Nb + 1, . . . , k}, and
a non-dashed signal only contains information from trial k. See Section 4.1 for detailed
explanation.
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This results in a total of 8 different test configurations, some of which are shown
in Figure 7. Each test is repeated 10 times and the mean true terminal error,
∣Z̃k − R̃max∣, is used for evaluation.

To investigate the necessity for iterative learning in this data driven appli-
cation, different values of W∆U are explored under unconstrained conditions,
i.e., Ωk = RNeNu , e.g. by using W∆U = 0 with a perfect model under lin-
ear conditions results in instantaneous convergence in a single trial [sung Ahn
et al., 2006]. Specifically, if W∆U = 0 has instantaneous convergence with the
D+A+MR algorithm compared to using W∆U > 0, then there is no need for
iterative learning.

4.2 Method and Model Configuration
The heuristic broiler growth model in Section 2 was simulated between the
initial sample Ns = 0 and the terminal sample Ne = 35 with a sample interval
of Ts = 0.5 days, and is heuristically configured as follows: β = 0.85 as the
worst case maturing rate, since feed and water consumption are the dominating
factors and correct temperature control is regarded as a catalyst. Also α = 0.05
and σu = 0.75 [○C] have been used to give good overall sensitivity throughout
the lifespan of a broiler.

The data driven model in Section 3.2 is generated with Nm = 20 ensemble
models using Nb = 10 preliminary training batches, Nl = 3 input and output
lags, NN = 7 neurons in the hidden layer and with NS = 5 initialization loca-
tions at samples S = {0, 7, 14, 21, 28}. The preliminary Nb trials required for
training are generated using the positive input u[n] resulting in a 5% decreased
maturing rate, G(u[n], xm[n]) = 0.95, see the example in Figure 8. To ensure
an identical initial input U0 for all the tests, the most recent preliminary trial
k = 0 does not have any added input noise. Hence, the objective is to decrease
the terminal broiler FCR Ỹ ∗

k by 0.0537. White noise with standard deviation
of 0.3 ○C is added to the remaining Nb − 1 preliminary trials, {1−Nb, . . . , −1}.
This is considered realistic, as most broiler farmers tend to use a too high
temperature with little variations from trial-to-trial.

Fast convergence conditions for the data driven TILC broiler optimization
algorithm are obtained by using a minimization constant of R = 0.04, ter-
minal tracking error cost and input change cost of WẼ = 0.01−2 and W∆U =
diag([1 ○C]−2, . . . , [1 ○C]−2). The permitted temperature change is restricted
to avoid large input fluctuations caused by data driven modeling errors in ˆ̃P ∗

k,κk
.

The valid input space Ωk+1 is therefore given by:

ωk+1[n] = {u ∣−γ[n] ≤ u − uκk[n] ≤ γ[n]} with (33)

γ[n] = 0.5 ○C + nTs
1.5 ○C

35Days
where u ∈ R is the input and γ[n] is the lower and upper temperature change
bound ranging from 0.5 ○C on day 0 to 2 ○C on day 35. This does not restrict
the permitted input space Ωk+1 for k →∞ as it changes with uκk[n].
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Figure 8: Visualization of 10 preliminary trial data. Note that the large FCR standard
deviation is caused by by the measured weight bias qw,bias[n].

4.3 Results
From Figure 9a it can be concluded that anchoring does not provide benefits
under ideal modeling conditions, as I and I+A are almost identical – exactly as
expected. However, anchoring is beneficial in conjunction with the data driven
model, as D fails at minimizing FCR while D+A converges, but significantly
slower than, e.g., I. This makes anchoring superior under data driven modeling
conditions.

From I+MR on Figure 9b it can be concluded that using maximizing refer-
ence produces similar results to the unrealistic case where the smallest possible
FCR is known. Also MR does not improve convergence conditions with a data
driven model, since D+MR and D do not converge to zero error.

Using both MR and A, as shown in Figure 9c, leads to the conclusion that
D+MR+A is the best performing implementable configuration of the algo-
rithm, as D does not converge despite I and I+MR+A having superior per-
formance. The convergence difference between I and D+MR+A is significant
and is most notably caused by the measured weight bias qw,bias[n]. To demon-
strate that this is the case, removing the bias results in Figure 9d by enforcing
qw,bias[n] = 0, which has a slightly slower convergence rate compared to I and
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also a final FCR offset of ≈ 0.01.
In Figure 9e the D+MR+A algorithm is shown with different input change

cost W∆U , which demonstrates that if W∆U is configured too low, then the
algorithm does not converge. Moreover, it suggests that iterative learning is
required to solve the data driven FCR minimization problem and that TILC
provides one possible solution.

5 Experimental Study
The results in this section are from an experimental study undertaken in a
20 year old state-of-the-art broiler house situated in northern Denmark, also
considered in [Johansen et al., 2019b] and [Johansen et al., 2019a]. Each batch
approximately contains 40,000 ROSS 308 broilers and an average duration of
34 days. A single trial conducted between June 27 and August 30, 2018, is
detailed in the following.

5.1 Method Modification
This section details the modifications necessary for experimental testing of the
D+A+MR algorithm developed in Section 3.3.

Input Variable Selection (IVS)

For detailed information about the IVS algorithm see [Johansen et al., 2019b].
State-of-the-art broiler production typically execute 5-8 batches per house per
year. The production parameters naturally change over time as the broiler
house deteriorates and both the broiler and feed performance increases. This
effectively results in a parameter-drift, which drastically reduces the amount of
usable production data (although the parameter-drift rate has not yet been in-
vestigated). Furthermore, data quantity requirement scales exponentially with
the number of inputs, input lags and output lags for the algorithm[Johansen
et al., 2019b]. To alleviate this problem, mutual information based IVS is used
to select the most significant inputs, input lags and output lags to make best
use of the available production data.

The IVS result is included by modifying the structure of W h
u,i, W h

y,i, and
W h
d,i. For example, if the disturbances indexed 1 and 3 are selected with delay

of i = 2, Nd = 4 disturbances, Nh = 3 hidden neurons, then W h
d,i is

W h
d,2 =

⎡⎢⎢⎢⎢⎢⎣

W1 0 W2 0
W3 0 W4 0
W5 0 W6 0

⎤⎥⎥⎥⎥⎥⎦
. (34)

All inputs and outputs are not guaranteed to be present in all the available
batches. To maximize the amount of available information, up to Nb ∈ Z+
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Figure 9: Simulation results – see Section 4 for detailed explanations.
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potential batches are selected for the IVS algorithm by maximizing

Bk = arg max
B̃

Nd̃(B̃) ⋅Nỹ(B̃) ⋅min{#B̃, Nb}

s.t. B̃ ⊆ {1 −NPB , . . . , k − 1}
(35)

where Bk is the set of batches used for IVS and training on trial k, B̃ is a set
of potential batch indexes, Nb is the maximum number of batches considered,
Nd̃(B̃) and Nỹ(B̃) is the number of potential disturbances and outputs with
batch indexes B̃. Moreover, the temperature input, broiler weight output and
cumulative feed are required for it to be a potential batch.

Normalized FCR cost function

Batches have different durations, which makes FCR comparison difficult. For
this reason, the FCR is normalized to the same weight ψ using the performance
measure

JFCR,ψ(yf , yw) =
yf(1 − kw

ψ
) + yw(kfψ ) − kf
yw − kw

(36)

where yf ∈ R+ is the average feed consumed per broiler, yw ∈ R+ is the average
slaughter weight, ψ = 2.2 kg, and kw = −1.110 kg and kf = −3.081 kg are
correction factors. This expression is created using official regression formulas
used by the Danish broiler industry[Det Danske Fjerkæraad, 2013, pp. 85],
and replaces the augmented data driven model in (23) by

Ỹ ∗
k (U) = JFCR,ψ(Ỹ k,f(U), Ỹ k,w(U)). (37)

“Extended” TILC

In Figure 10 the terminal system matrix ˆ̃P ∗
k,κk

for k = 0 is shown, which has a
significant degree of “ripple” from day 21 onwards. This feature is caused by
ripples in the training data and falsely suggests that FCR can be decreased by
temperature fluctuations, as it results in either cold or heat stress. This pro-
motes a loss of appetite and reduced growth during a period of desired maxi-
mum growth, according to the FCR minimization considerations in Section 2.2.
A straightforward solution, available within point-to-point ILC framework, is
to extend the terminal ILC design to include the last N† ∈ Z+ output samples,
i.e.,

Y †
k = [y∗k[Ne −N† + 1] ⋯ y∗k[Ne]]

T ∈ RN†
+ . (38)

The extended ILC problem now is

Uk+1 = arg min
U∈Ωk+1

∥Ẽ†
κk

(U)∥2
W †
Ẽ

+ ∥U −Uκk∥
2
W∆U

(39a)
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subject to (28),

R̃†
k = Ỹ

†
k (Uk) −R

†, (39b)
Ẽ†
κk

(U) = R̃†
κk
− Ỹ †

κk
(U) and (39c)

Ỹ †
κk

(U) = ˆ̃P †
k,κk

U + ˆ̃K†
k,κk

(39d)

where W †
Ẽ

∈ RN†×N† , R̃†
k ∈ RN† , ˆ̃P †

k,κk
∈ RN†×N† . Note that (28) remains

unchanged, and this approach is within the point-to-point ILC framework.

5.2 Method Configuration
The input variable selection algorithm selects up to 2 variables from the avail-
able disturbances, e.g. CO2 denoted by di[k ∣ t] with index i, and up to 2 lags
are selected per disturbance and input, e.g. di[k − 1 ∣ t] and di[k − 3 ∣ t]. The
weight shape cost function is configured with Nφ = day 15, and the extended
TILC is configured with N† = 4 samples. A total of Nm = 64 ensemble models
are used, of which the remaining settings are identical to the simulation study
as described in Section 4.2.

5.3 Experimental Results
Figure 11 shows relevant measured signals for k = 1, where the FCR@2.2kg
of trial k = 1 is approximately 6% smaller compared to k = 0. The terminal
broiler weight is 200g higher and the terminal cumulative feed consumption is
only 100g higher, which is a disproportionate exchange rate. The initial input
change is approximately 0.5 ○C lower for days 0−4 and 9−15, and approximately
2 ○C higher for day 27. The initial decrease in temperature decreased the broiler
growth rate, as the operator reported mild signs of cold stress in the broilers
on visual inspection.
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Figure 11: Experimental results for k = 1 using the new algorithm. The FCR, broiler
weight, feed consumption and measured temperature is depicted for trial k ∈ {0,1} along
with their difference in red.
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6. Conclusions and Future Work

Applying the new algorithm results in a FCR@2.2kg decrease of 5.9%
(0.059) and FCR decrease of 1.4% (0.014) for trial k = 1 – calculated using
the slaughter weight. In Figure 12 the historic performance of the house is
given, which shows that trial k = 1 has a very promising historically low FCR.
This result is very close to the trial-to-trial FCR decrease for the first trial of
the simulation study in Figure 9 with a FCR decrease of approximately 1%
(0.01).

−10 −9 −8 −7 −6 −5 −4 −3 −2 −1 0 1 21.4

1.5

1.6

1.7

Trial k [·]

FC
R

[·]

FCR@2.2kg FCR

Figure 12: FCR and FCR@2.2kg performance overview of the recent 10 trials k ∈ {−9, . . . ,0}
and the current trial k = 1. Trial k ∈ {−2,−3} have unusually high FCR due to an unusually
cold winter, rendering the temperature regulation unable to maintain the desired tempera-
ture.

These experimental results demonstrate the basic feasibility of the new al-
gorithm and provide a basis for onward development. One obvious area is to
verify the long term results of the algorithm, as sentient biological production
can sometimes give misleading results.

6 Conclusions and Future Work
In this paper a heuristic broiler growth model has been formulated and used
to investigate the performance of a data driven feed conversion rate (FCR)
optimization based ILC law in simulation and in practice. Traditional ILC is
modified to minimize the terminal broiler FCR and to better cope with the
uncertain nature of the data driven model. The heuristic broiler growth model
is based on experience from a broiler application expert and approximates
the dynamic behavior between broiler weight, feed uptake and temperature,
including a measurement weight bias commonly known to exist in the state-
of-the-art broiler production. Extensive simulation based studies confirm the
potential of this approach, but the measurement weight bias is found to reduce
the trial-to-trial convergence rate. The simulation study notably showed that
iterative learning is required for FCR minimization. Further modifications were
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made to prepare the algorithm for experimental testing on a real broiler house,
and a FCR reduction of 1.4% was obtained over a single operation in a broiler
house with around 40,000 broilers. Areas for future work include studying the
long term properties of this algorithm as mentioned in the last section and
decreasing the effects of the measurement weight bias.
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