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Abstract

In the era of Industry 4.0, collaborative robots have been one of the main pillars enabling flexible automation. This paper investigates the benefits of integrating a dual-arm collaborative robot system in a smart factory and an Industry 4.0 context with particular focus on solving complex industrial disassembly tasks. The increased human-like capabilities of the system stemming from two arms, dual tooling and advanced vision bring enhanced dexterity allowing for simultaneous control and synchronous movement of both robot arms and product components. The presented work addresses the design considerations and overall hardware and software architecture of Little Helper 7, a collaborative robot system which consists of commercial off-the-shelf components, and ROS as a middleware for data communication, motion planning, 3D vision, and control. Preliminary experiments performed with Little Helper 7, demonstrate promising system capabilities such as path planning for both arms for synchronous movement while avoiding collision and accurate estimation of the location of objects in the workspace.
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1. Introduction

Digital transformation provides us with a myriad of new capabilities and functionalities [1]; however, the increasing number of electronic devices and the fierce competition of the tech companies for satisfying customer needs, creates technological redundancy and, therefore, alarming amounts of electronic waste [2]. At the same time, the robotics market, and especially collaborative robots, is proliferating with novel, user friendly, single and dual arm robot systems [3-6] that can assist with a plentiful of operations e.g. maintenance tasks [7], part feeding [8], assembly [9] and most importantly disassembly [10]. More specifically, the disassembly of electronic components is a growing area of interest in the research community [11], due to the throwaway consumerism culture which currently results in a tremendous waste of valuable materials. Torres used a combination of a 5 DoF Scorbot ER-IX with a y-z cartesian mobile vision system, for the disassembly of personal computers [12], while DiFilippo used an ENCore 2s robotic platform to remove screws from laptops identified by a vision system [13] and Kopacek explored ways to remove components from PCBs for recovery of critical metals [14].

In this paper, we describe a dual-arm collaborative robot system (Fig 1a) that enables flexible manufacturing tasks and is focused on the disassembly of mock up mobile phones. The robot is installed at the end of the line of an Industry 4.0, modular production line comprised by FESTO Cyber-Physical (CP) modules [15]. The FESTO CP Factory (Fig 1b) is built up by several modules, each consisting of an individual cyber psychical system, which is then connected through a network. The main product of the depicted FESTO CP Factory is mock up mobile phones in several variations. We assume the robot is given the sequence of the assembly flow of the mock-up products and which components are potentially missing due to errors in the production. The goal of the robot is to disassemble the phone successfully and identify any defects or missing components.

![Fig. 1 (a) Little Helper 7 and (b) FESTO CP Factory.](image)

1.1 Background

Little Helper (LH) is a family of robotic platforms which has been under development by researchers and students in the Robotics and Automation Group of Aalborg University. The various LHs versions had various areas of focus and improvements over the last decade (Fig. 2). Ultimately the overall view of the previous versions can be

![Fig. 2. Evolution of the Little Helper platform, in chronological order starting from the left: Little Helper 1 (2008) - Little helper 6 (2017)](image)
taken into consideration for the creation of the seventh iteration of the platform, LH7.

The first three versions shared the Neobotix MP-700 as their mobile platform, LH6 had MiR100, and the remaining ones had a moveable non-autonomous platform. Regarding the manipulators, the first LH project had Adept Vipers650, LH2 and LH3 had KUKA LWR, and all following versions use the UR5 robot arm. Although multiple Little Helpers share hardware elements, an evolution throughout the years can be observed, though, always using a single manipulator. However, according to the tests performed in [8], LH6 suffered from limitations when trying to perform part feeding tasks, due to the usage of a single manipulator. Therefore, at the time the sixth iteration was built and tested; it was assumed that the implementation of dual-arm robotic manipulation is necessary for the natural progression of the system.

2. Development Approach and System Setup

2.1 Lean Start-up

The development of LH7 was based on the principles of the Lean Start-Up method where several iterations of development occur where the focus is concentrated on generating iterations of minimum viable products and work towards the development of the final prototype based on received feedback of each significant iteration. Therefore, two major iterations are documented in this paper containing many more minor ones which led to the final design of the robot system. The first iteration covered several minor iterations regarding the design and architecture of the system which was validated with a case of opening a glass bottle. The second iteration covered the disassembly of the mock up products in connection with the FESTO CP Factory.

2.2 Hardware overview

Little Helper 7 utilizes two Universal Robots - UR5 industrial manipulators, an Intel RealSense D435, a Schunk WSG 50-110 parallel gripper, and a Robotiq 3-finger gripper. Due to the integration of the collaborative UR5s and the vision system, the platform has the prospect of sharing the workspace with humans and collaborate safely. An exploded view of the system described above can be seen in Fig 3. These hardware components communicate with each other over a gigabit-LAN network and controlled by an off-the-shelf workstation running ROS Kinetic.

2.3 Software architecture

The system also uses the motion planning framework MoveIt! on top of ROS, in order to calculate kinematics, perform motion planning, and collision checking between the two robotic arms. The vision system is integrated by the usage of the OpenCV library. The overall software architecture and the data flow diagram are depicted in Fig. 4.
3. Methodology

3.1 Opening bottles

The first use case applied to benchmark the system during its integration phase was focused on the task of detecting the position, grasping and opening a glass bottle. Fig. 6 presents the different stages of the process. The process begins by locating the position of the bottle with the vision system in a 2D cartesian plane, publishing the effective location of the bottle cap to a ROS topic accessible by the robots, which then use this information to begin their task (A). Following this initial step, the left manipulator, using the Schunk gripper, grasps the bottle from above, lifting it in the workspace (B). The second manipulator is then actuated into grasping the bottle by its sides with the WSG gripper (C) and performs the motion to a position where the bottle cap is placed in a fixed opener, proceeding to perform an arc movement, where the cap is removed (D). Finally, the opened bottle is grasped, yet again, by the left manipulator and placed down on the table in front of the system.

In order for this sequence to be successful, dynamic motion planning of the two robot arms is of great importance. Fig 5 showcases LH7 in several positions in the RVIZ environment during the execution of the task in-hand. Calibration of the platform is also crucial. Fig. 7 illustrates the coordinate frames associated with the whole system (Fig 7a), the hand-eye (Fig 7b) and camera calibration (Fig 7c) procedure. In order to successfully detect the cap of the bottle, a straightforward algorithm for template matching and homography calculation was utilized. Firstly, SIFT features were detected across the whole image and then isolated in the bottle’s label. These features were then described using SURF due to better performance and then by using FLANN Based matching and
randomized kd-trees all strong features were matched with the trained label of the bottle. After applying RANSAC to remove outliers and select the best features for the homography calculation, the detection of the bottle cap was possible and successful.

3.2 Disassembly of mock up mobile phones

After the successful iteration with the task of the bottle opening, the system was now ready to be introduced to the FESTO CP Factory application and the disassembly of the mock-up product. The parts of the product are shown in Fig. 8 while the assembly flow in order to assemble the parts is illustrated in Fig. 9. A 12-step process is necessary in order to reverse the assembly flow of the mock-up product and successfully disassemble the product. In the sequence, depicted in Fig. 10, LH7 waits for the pallet to arrive at the checkpoint carrying the assembled part. After receiving a confirmation signal from the PLC of the FESTO CP module, LH7 initiates the grasping of the product from the pallet. Having grasped the product with the right arm, in steps 2-4, the left robot arm removes the top cover of the product and delivers it in a box. The following steps 5-11 involve the removal of the two fuses using the left robot arm and the special designed fingers. The PCB is first held by the gripper (in steps 6 and 7) in order to allow the bottom cover to fall into a collection box. Later, the two fuses are taken away from the PCB and
delivered in a dedicated collection box for recycled use in the assembly flow of the product in the following orders.

Step 12 concludes the disassembly sequence by delivering the PCB to a third collection box.

![image](image1.png)
Fig. 8. The parts of the mock up product.

![image](image2.png)
Fig. 9. Assembly flow of the mock up product.

3.3 Evaluation

In order to evaluate the performance of the LH7 during the execution of the two tasks, we measured the times where the LH7 successfully detected, grasped and opened the bottle in the first case, while in the disassembly our focus was the final cycle time. LH7 managed to detect the bottle 90% of the time. The unsuccessful detections were caused due to the glass surface of the bottle. The challenging surface caused several faulty matches and failures of the SURF descriptor, however, after a successful detection of the bottle, LH7 managed to grasp the bottle and open it successfully every time.

A human operator can complete the disassembly task in 9 seconds. It is natural to assume that a collaborative robot system working in limited speeds dictated by safety standards it is not possible to reach such performance. Instead, LH7 can complete the disassembly task in 72 seconds instead without any failures in detection, grasping or manipulation of the parts.
4. Discussion

Our goal was to create a collaborative dual-arm robot system, flexible enough to enable the execution of several tasks located in the service and manufacturing domains. Little Helper 7 represents our early progress towards this goal, demonstrating that a modular hardware system combined with motion planning, vision and manipulation skills based on ROS is sufficient to accomplish the challenging task of disassembly of electronics and opening glass bottles. Its performance is not yet comparable to human operators; however, its main task is to create possibilities of sharing the workspace freely with human operators instead of replacing them. In principle, LH7 is a collaborative robot and its final design derived after many iterations where the presence of any human operators inside its workspace is seriously considered as a defining factor. At this stage of development, LH7 incorporates passive safety measures originating from the safety limits and construction of the robot arms and the platform. Thus, there are no sharp edges in the movable platform or in the torso that could potentially harm the operators. Unfortunately, the chosen grippers are not designed with close collaboration in mind since they have plenty of sharp corners, but they are subject to change in the future versions of Little Helper 7.

5. Future directions

Little Helper 7 enables us to explore more application areas of collaborative robotics. It is still in its infancy, and there are plenty of areas for improvements. An area where LH7 is lacking is collaboration and safety when working close to humans. A crucial factor in such collaboration is the prediction and adaptation to mutual intentions. We are working towards the integration of a visual system able to project the intentions of LH7 to the operator, and at the same time, we plan to incorporate a laser scanner on the platform to significantly improve safety and the human-robot collaboration. In future versions, we also plan to use compliant and force control to compensate for uncertainties in the production environment. At the same time, many of the operations could be upgraded to include machine learning techniques in areas such as the manipulation and perception of the parts. Learning can also be
incorporated in force and torque trajectories to facilitate the disassembly according to the taught trajectories from an operator. The detection rate of the parts could be significantly improved with the integration of a second camera on one of the wrists of the robot to provide close up views of the object and facilitate with grasp planning. Additionally, other than software, a tool changer could enable LH7 to accomplish a plethora of tasks involving a variety of different tips and grippers that could easily be exchanged during disassembly operations. Finally, a pan-tilt unit integrated into the torso of LH7 could carry another camera to provide with enhanced awareness of its workspace, more accurate detection of human operators and improved safety capabilities.

6. Conclusion

This paper presents the seventh iteration of the Little Helper platform and focuses on the presentation of its system architecture and its main capabilities. A FESTO CP Factory was used to provide the challenges of a real production environment and serve as a testbed for the task of the disassembly of mock up mobile phones. The key feature of Little Helper 7 is the incorporation of two robotic manipulators, for the first time in the history of the Little Helper robotic systems, in addition to a plethora of auxiliary equipment to offer a higher degree of flexibility and dexterity in modern production. The robotic platform is modular and flexible enough to handle two different tasks, two grippers and multiple pairs of fingertips in order to accomplish two diverse tasks. In order to check the feasibility of the initial design and integration of the system a service task of opening a bottle was executed successfully. The valuable lessons learned from the execution of this task led us to the final design of the LH7 used for a production task focused on the disassembly of mock-up mobile phones. LH7 proved to be robust and flexible enough to handle diverse tasks both in the service and manufacturing domain with remarkable accuracy and performance.
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