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D-bar method for electrical impedance tomography with discontinuous conductivities

by

Kim Knudsen, Matti Lassas, Jennifer I. Mueller and Samuli Siltanen

R-2006-18  May 2006
Abstract. The effects of truncating the (approximate) scattering transform in the D-bar reconstruction method for 2-D electrical impedance tomography are studied. The method is based on Nachman’s uniqueness proof [Ann. of Math. 143 (1996)] that applies to twice differentiable conductivities. However, the reconstruction algorithm has been successfully applied to experimental data, which can be characterized as piecewise smooth conductivities. The truncation is shown to stabilize the method against measurement noise and to have a smoothing effect on the reconstructed conductivity. Thus the truncation can be interpreted as regularization of the D-bar method. Numerical reconstructions are presented demonstrating that features of discontinuous high contrast conductivities can be recovered using the D-bar method. Further, a new connection between Calderón’s linearization method and the D-bar method is established, and the two methods are compared numerically and analytically.
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Abbreviated title: D-bar method for electrical impedance tomography

1. Introduction. The 2-D inverse conductivity problem is to determine and reconstruct an unknown conductivity distribution $\gamma$ in an open, bounded and smooth domain $\Omega \subset \mathbb{R}^2$ from voltage-to-current measurements on the boundary $\partial \Omega$. We assume that there is a $C > 0$ such that

$$C^{-1} < \gamma(x) < C, \quad x \in \Omega. \tag{1}$$

The boundary measurements are modeled by the Dirichlet-to-Neumann (DN) map

$$\Lambda_{\gamma} f = \gamma \frac{\partial u}{\partial \nu} |_{\partial \Omega},$$

where $u$ is the solution to the generalized Laplace’s equation

$$\nabla \cdot \gamma \nabla u = 0 \quad \text{in} \quad \Omega, \quad u |_{\partial \Omega} = f. \tag{2}$$

Mathematically, the problem is to show that the map $\gamma \mapsto \Lambda_{\gamma}$ is injective and find an algorithm for the inversion of the map. Physically, $u$ is the electric potential in $\Omega$, and $\Lambda_{\gamma}$ represents knowledge of the current flux through $\partial \Omega$ resulting from the voltage distribution $f$ applied on $\partial \Omega$.

The inverse conductivity problem has applications in subsurface flow monitoring and remediation [29, 30], underground contaminant detection [10, 17], geophysics [9, 26], nondestructive evaluation [11, 33, 36, 34], and a medical imaging technique known as electrical impedance tomography (EIT) (see [8, 5] for a review article on EIT). Conductivity distributions appearing in applications are typically piecewise continuous. This is the case for example in medical EIT, since various tissues in the body have different conductivities, and there are discontinuities at organ boundaries.
Let us briefly outline the history of D-bar solution methods for EIT. Recently, Astala and Päivärinta showed [1] that knowledge of the DN map uniquely determines the conductivity $\gamma(x) \in L^\infty(\Omega)$, $0 < c \leq \gamma$. This result has been generalized also for anisotropic conductivities in [2]. In this work we will refer to the 2-D uniqueness result by Nachman [24] for $\gamma \in W^{2,p}(\Omega)$, $p > 1$ and by Brown and Uhlmann [6] for $\gamma \in W^{1,p}(\Omega)$, $p > 2$. The proof in [24] is constructive; that is, it outlines a direct method for reconstructing the conductivity $\gamma$ from knowledge of $\Lambda_\gamma$. This method was realized as a numerical algorithm for $C^2$ conductivities in [28, 23, 15]. The uniqueness result of Brown and Uhlmann in [6] was formulated as a reconstruction algorithm in [20], which has been implemented in [18, 19]. There are many similarities between the two methods. In fact it was shown in [18] using the Brown-Uhlmann approach that the reconstruction method of Nachman’s [24] can be extended to the class of conductivities $\gamma \in W^{1+\epsilon,p}(\Omega)$, $p > 2$, $\epsilon > 0$. We refer to [23, 5, 35] for discussions of uniqueness results for $\gamma$ in other spaces and $\Omega \subset \mathbb{R}^n$, $n \geq 2$.

Nachman’s D-bar approach in [24] is based on the evaluation of the scattering transform $t(k)$ by the formula

$$t(k) = \int_{\partial \Omega} e^{ikx} \langle \Lambda_\gamma - \Lambda_1 \rangle \psi(\cdot, k) d\sigma(x), \quad k \in \mathbb{C}, \ x = x_1 + ix_2, \quad (3)$$

where $\Lambda_1$ denotes the DN map corresponding to the homogeneous conductivity 1. Then $\gamma$ can be recovered by solving a D-bar equation containing $t(k)$. The functions $\psi(\cdot, k)$ in (3) are traces of certain exponentially growing solutions to (2), i.e. solutions that behave like $e^{ikx}$ asymptotically as either $|x|$ or $|k|$ tends to infinity. These traces can in principle be found by solving a particular boundary integral equation. However, as solving such an equation is quite sensitive to measurement noise, the following approximation to $t(k)$ was introduced in [28]:

$$t_{\text{exp}}(k) = \int_{\partial \Omega} e^{ikx} \langle \Lambda_\gamma - \Lambda_1 \rangle e^{ikx} d\sigma(x). \quad (4)$$

For smooth high-contrast conductivities, approximating $t$ by truncated $t_{\text{exp}}$ yields good reconstructions, see [28, 23]. Truncation is necessary for stabilizing the method against measurement noise.

Formula (4) allows the evaluation of $t_{\text{exp}}(k)$ for $L^\infty$ conductivities, and the D-bar method is found to be effective even when the conductivity does not satisfy the assumptions of the original reconstruction theorem. In [15], quite accurate reconstructions are computed from experimental data collected on a phantom chest consisting of agar heart and lungs in a saline-filled tank. They are the first reconstructions using the D-bar method on a discontinuous conductivity and on measured data. In [16] the D-bar algorithm with a differencing $t_{\text{exp}}$ approximation is used to reconstruct conductivity changes in a human chest, particularly pulmonary perfusion.

Our aim is to better understand the reconstruction of realistic conductivities from noisy EIT data using the D-bar method by studying its application to piecewise smooth conductivities. Section 2 gives necessary background on the method and its variants. In Section 3 we prove that reconstructions from any truncated scattering data are smooth. In Section 4 we show that the reconstructions from noisy data using truncated $t_{\text{exp}}$ are stable. We remark that previous work [22, 3] shows that the exact reconstruction algorithm is stable in a restricted sense, i.e. as a map defined on the range of the forward operator $\Lambda$: $\gamma \mapsto \Lambda_\gamma$. In contrast, we show that the approximate reconstruction is continuously defined on the entire data space.
\( \mathcal{L}(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)) \). As an application of the stability we consider in Section 5 mollified versions \( \gamma_\lambda \) of a piecewise continuous conductivity distribution \( \gamma \), and show that reconstructions of \( \gamma_\lambda \) converge to reconstructions of \( \gamma \) as \( \lambda \to 0 \). This means that no systematic artifacts are introduced when the reconstruction method is applied to conductivities outside the assumptions of the theory.

In Section 6 a connection between the linearization method of Calderón \([7]\) and the D-bar method is established. Calderón’s method is written in terms of \( t^{exp} \) and is revealed to be a low-order approximation to the D-bar method. The simple example of the unit disk containing one concentric ring of constant conductivity with a discontinuity at the interface is studied in depth in Section 7. We write \( t^{exp} \) as a series showing the asymptotic growth rate. Reconstructions by Calderón’s method and the D-bar method with the \( t^{exp} \) approximation are expressed in explicit formulas.

In Section 8 we illustrate our theoretical findings by numerical examples. We find that both the D-bar method and Calderón’s method can approximately recover the location of a discontinuity. Also, both methods yield good reconstructions of low-contrast conductivities, but have difficulties in recovering the actual conductivity values in the presence of high contrast features near the boundary.

### 2. The D-bar reconstruction method

In this section we briefly review the reconstruction method based on the proof by Nachman \([24]\). We will describe both the exact mathematical algorithm and an approximate numerical algorithm.

#### 2.1. Exact reconstruction from infinite precision data

The reconstruction method uses exponentially growing solutions to the conductivity equation. Suppose \( \gamma - 1 \in W^{1+\epsilon,p}(\mathbb{R}^2) \) with \( p > 2 \) and \( \gamma \equiv 1 \) in \( \mathbb{R}^2 \setminus \Omega \). Then the equation

\[
\nabla \cdot \gamma \nabla u = 0 \text{ in } \mathbb{R}^2
\]

has a unique exponentially growing solution \( \psi \) that behaves like \( e^{ixk} \), where \( x \) is understood as \( x = x_1 + ix_2 \in \mathbb{C} \) and the parameter \( k = k_1 + ik_2 \in \mathbb{C} \). More precisely \( (e^{-ixk}\psi(x,k) - 1) \in W^{1,p}(\mathbb{R}^2) \) with \( p > 2 \). The construction of exponentially growing solutions is done by reducing the conductivity equation either to a Schrödinger equation (requires two derivatives on the conductivity) or to a first order system (requires one derivative). The intermediate object in the reconstruction method is the scattering transform defined in terms of the DN map by (3).

The reconstruction algorithm consists of the two steps

\[
\Lambda_\gamma \to t \to \gamma.
\]

In order to compute \( t \) from \( \Lambda_\gamma \) by (3) one needs to find the trace of \( \psi(\cdot, k) \) on \( \partial\Omega \). It turns out that \( \psi|_{\partial\Omega} \) satisfies

\[
\psi(\cdot, k)|_{\partial\Omega} = e^{ikx} - S_k(\Lambda_\gamma - \Lambda_1)\psi(\cdot, k).
\]

Here \( S_k \) is the single-layer operator

\[
(S_k \phi)(x) := \int_{\partial\Omega} G_k(x - y)\phi(y)d\sigma(y), \quad k \in \mathbb{C} \setminus 0,
\]

where the Faddeev’s Green’s function \( G_k \) is defined by

\[
G_k(x) := \frac{e^{ikx}}{(2\pi)^2} \int_{\mathbb{R}^2} \frac{e^{ix\xi}}{\xi^2 + 2k(\xi_1 + i\xi_2)}d\xi,
\]

\[-\Delta G_k = \delta.\]
The Fredholm equation (7) is uniquely solvable in $H^{1/2}(\partial \Omega)$, see [24].

To compute $\gamma$ from $t$ the key observation is that with respect to the parameter $k$, the function $\mu(x, k) = e^{-ixk}\psi(x, k)$ satisfies a differential equation where $t$ enters as a coefficient. More precisely $\mu$ satisfies for fixed $x \in \mathbb{C}$ the D-bar equation

$$\frac{\partial}{\partial k}\mu(x, k) = \frac{1}{4\pi k} t(k) e^{-xk}(\mu(x, k), \ k \in \mathbb{C},$$

(10)

where the unimodular function $e_k$ is defined by

$$e_x(k) := e^{ix(kx + \xi)} = e^{-i(-2k_1, 2k_2) \cdot x}.$$  

(11)

The equation (10) has a unique solution, which is in $C^\alpha(\mathbb{R}^2)$, $\alpha < 1$. (See Section 3 for more details concerning the solution of D-bar equations.) It is shown in [24] (see also [6, 20]) that $\mu(x, \cdot)$ is in fact the unique solution to (10) defined by the asymptotic condition $\mu(x, \cdot) \in L^r(\mathbb{R}^2), r > 2/\epsilon$. Hence $\mu(x, k)$ can be computed from $t$ by solving (10) or equivalently the Fredholm integral equation

$$\mu(x, s) = 1 + \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} \frac{t(k)}{(s - k)k} e^{-xk}(\mu(x, k)) dk_1 dk_2.$$  

(12)

Finally, the conductivity can be recovered from $\mu$ using the formula

$$\gamma(x) = \mu(x, 0)^2, \ x \in \Omega.$$  

(13)

### 2.2. Truncation of scattering transform.

Note that in equation (12) the integral is over whole plane. We will define a regularized D-bar algorithm by truncating the scattering transform to a disk of radius $R$. Then

$$t_n(k) = \begin{cases} t(k) & \text{for } |k| \leq R, \\ 0 & \text{for } |k| > R, \end{cases}$$  

(14)

and $\mu_n(x, k)$ is the solution of

$$\mu_n(x, s) = 1 + \frac{1}{(2\pi)^2} \int_{|k|\leq R} \frac{t_n(k)}{(s - k)k} e^{-xk}(\mu_n(x, k)) dk_1 dk_2.$$  

(15)

This defines a modified D-bar algorithm consisting of the following steps:

1. Solve (7) for $\psi|_{\partial \Omega}$.
2. Compute $t_n$ by (3) and (14).
3. Solve the integral equation (15) for $\mu_n$.
4. Compute the reconstruction $\gamma_n(x) = \mu_n(x, 0)^2$.

According to [23], this algorithm gives correct results at the asymptotic limit $R \to \infty$.

### 2.3. Approximate reconstruction from finite precision data.

In the presence of noise in the data, solving (7) is difficult, and therefore the approximate scattering transform $t^{\text{approx}}(k)$ defined by (4) was introduced. An advantage of $t^{\text{approx}}(k)$ is that the definition applies just as well to discontinuous conductivities as to smooth ones. However, it can be shown in certain cases that $t^{\text{approx}}(k)$ grows so fast as $|k|$ tends to infinity (see (65) below) that the corresponding D-bar equation is not solvable. In addition the practical computation is stable only for $|k| \leq R$ where the radius $R$ depends on the noise level. Thus the scattering transform needs to be truncated. Set

$$t^{\text{approx}}_n(k) = \begin{cases} t^{\text{approx}}(k) & \text{for } |k| \leq R, \\ 0 & \text{for } |k| > R, \end{cases}$$  

(16)
and write the corresponding D-bar equation:
\[
\mu_{\exp}^x(x, s) = 1 + \frac{1}{(2\pi)^2} \int_{|k| \leq R} \frac{\mathbf{t}_{\exp}^x(k)}{(s - k)k} e^{-x(k)}\mu_{\exp}^x(x, k)dk_1dk_2. \tag{17}
\]

We arrive at the following reconstruction algorithm:
1. Compute \(\mathbf{t}_{\exp}^x\) by (4) and (16).
2. Solve the equation (17) for \(\mu_{\exp}^x\).
3. Compute \(\gamma_{\exp}^x(x) = \mu_{\exp}^x(x, 0)^2\).

We will show in section 4 that this reconstruction algorithm is robust against noise. In the numerical implementation the challenge is to solve (17), see [28, 21].

3. Smoothness of reconstructions from truncated scattering data. We first investigate the \(x\)-smoothness of the solution to the D-bar equation

\[
\mu(x, s) = 1 + \frac{1}{\pi} \int_{\mathbb{R}^2} \frac{\phi(k)}{s - k} \overline{e^{-x(k)}\mu(x, k)}dk_1dk_2
\tag{18}
\]

under various assumptions on the coefficient \(\phi\). Then we will show that the reconstructions \(\gamma_{\exp}^x\) and \(\gamma_{\exp}^x\) computed from truncated scattering data are smooth functions.

The analysis of (18) makes heavy use of the solid Cauchy transform

\[
Cf(s) := \frac{1}{\pi} \int_{\mathbb{R}^2} \frac{f(k)}{s - k}dk_1dk_2.
\tag{19}
\]

The following result is essentially [24, Lemma 1.2] and [32, Theorem 1.21].

**Lemma 3.1.** Suppose \(f \in L^{p_1}(\mathbb{R}^2)\), where \(1 < p_1 < 2\). Then

\[
\|Cf\|_{L^{p_1}(\mathbb{R}^2)} \leq C\|f\|_{L^{p_1}(\mathbb{R}^2)}, \quad \frac{1}{p_1} = \frac{1}{p_1} - \frac{1}{2}.
\tag{20}
\]

Suppose further that \(f \in L^{p_1}(\mathbb{R}^2) \cap L^{p_2}(\mathbb{R}^2)\), where \(1 < p_1 < 2 < p_2 < \infty\). Then

\[
\|Cf\|_{C^{\alpha}(\mathbb{R}^2)} \leq C(\|f\|_{L^{p_1}(\mathbb{R}^2)} + \|f\|_{L^{p_2}(\mathbb{R}^2)}), \quad \alpha = 1 - \frac{2}{p_2}.
\tag{21}
\]

In the next lemma we consider the continuity of the Cauchy transform applied to functions depending on a parameter. To simplify notation we introduce for \(x \in \mathbb{R}^2\) the real-linear operator \(\Phi_x\) by \(\Phi_x f = \phi(k)e_{-k}(x)f(k)\).

**Lemma 3.2.** Let \(\phi \in \mathcal{L}^{p_1} \cap \mathcal{L}^{p_2}(\mathbb{R}^2)\) with \(1 < p_1 < 2 < p_2 < \infty\). Then the map

\[
x \mapsto C(\phi e_{-x})
\tag{22}
\]

is continuous from \(\mathbb{R}^2\) into \(L^{p_1}(\mathbb{R}^2) \cap C^{\alpha}(\mathbb{R}^2), \quad \alpha = 1 - 2/p_2\). Further, \(C\Phi_x\) is bounded on \(L^{r}(\mathbb{R}^2)\), \(r > 2\), and the map \(x \mapsto C\Phi_x\) is continuous from \(\mathbb{R}^2\) into \(\mathcal{L}(L^{r}(\mathbb{R}^2))\).

**Proof.** Using the Lebesgue dominated convergence theorem it is straightforward to see that the map \(x \mapsto \phi e_{-x}\) is continuous from \(\mathbb{R}^2\) into \(L^{p_1}(\mathbb{R}^2) \cap L^{p_2}(\mathbb{R}^2)\). The continuity of the map (22) then follows from the linearity of \(C\) and (20)–(21).

The assumption on \(\phi\) implies by the Hölder inequality that \(\phi(k)e_{-k}(x) \in L^2(\mathbb{R}^2)\), and as before we can argue that \(\phi(k)e_{-k}(x)\) is continuous with respect to \(x \in \mathbb{R}^2\). It follows then by the Hölder inequality that \(\Phi_x \in \mathcal{L}(L^r(\mathbb{R}^2), L^{2r/(2+r)}(\mathbb{R}^2))\). Moreover \(\Phi_x\) is continuous with respect to \(x \in \mathbb{R}^2\). The claim for \(C\Phi_x\) then follows from (20). \(\square\)

We are now ready to prove the unique solvability of (18) in the case where \(\phi\) is in certain \(L^p\)-spaces and analyze how the the solution depends on the parameter \(x\):
Lemma 3.3. Let $\phi \in L^{p_1} \cap L^{p_2}(\mathbb{R}^2)$ with $1 < p_1 < 2 < p_2 < \infty$. Then (18) has a unique solution $\mu$ with $\mu(x, \cdot) - 1 \in L^r \cap C^\alpha(\mathbb{R}^2)$ for any $r \geq \tilde{p}_1$ and $\alpha < 1 - 2/p_2$. Moreover, the map

$$x \mapsto \mu(x, \cdot)$$

is continuous from $\mathbb{R}^2$ into $L^r \cap C^\alpha(\mathbb{R}^2)$.

Proof. The equation (18) is equivalent to the integral equation

$$(I - C \Phi_x)(\mu - 1) = C \Phi_x(1).$$

(24)

Note that $C \Phi_x(1) \in L^r(\mathbb{R}^2)$ for any $r \geq \tilde{p}_1$. Now from Lemma 3.2 we know that $C \Phi_x$ is bounded on $L^r(\mathbb{R}^2)$, $r > 2$. Moreover, the operator is compact (see [25, Lemma 4.2]) and hence (24) is a Fredholm equation of the second kind. Since the associated homogeneous equation only has the trivial solution (see for instance [6]) we can define

$$\mu - 1 = (I - C \Phi_x)^{-1}(C \Phi_x(1)) \in L^r(\mathbb{R}^2), \ r \geq \tilde{p}_1.$$ (25)

By (21)

$$C \Phi_x(1) \in C^\alpha(\mathbb{R}^2), \ \alpha = 1 - \frac{2}{p_2},$$

(26)

$$C \Phi_x(\mu - 1) \in C^\alpha(\mathbb{R}^2), \ \alpha < 1 - \frac{2}{p_2},$$

(27)

and then the Hölder regularity of $\mu - 1$ is obtained from (24).

Next we show continuity of the map $x \mapsto (\mu(x, \cdot) - 1)$ from $\mathbb{R}^2$ into $L^r(\mathbb{R}) \cap C^\alpha(\mathbb{R}^2)$. By Lemma 3.2 we know that $C \Phi_x 1 \in L^r(\mathbb{R}^2) \cap C^\alpha(\mathbb{R}^2)$ depends continuously on $x$.

Also by Lemma 3.2 the map $x \mapsto C \Phi_x$ is continuous from $\mathbb{R}^2$ to $\mathcal{L}(L^r(\mathbb{R}^2))$. Since the operator $I - C \Phi_x$ is invertible for all $x \in \mathbb{R}^2$, the map $x \mapsto [I - C \Phi_x]^{-1}$ is continuous from $\mathbb{R}^2$ to $\mathcal{L}(L^r(\mathbb{R}^2))$ as well. Hence the right hand side of (25) depends continuously on $x$ as a map from $\mathbb{R}^2$ into $L^r(\mathbb{R}^2)$. The continuity into $C^\alpha(\mathbb{R}^2)$ now follows as before from (21) and (24). \[\]

Next we consider the solvability of (18) in the case where $\phi$ is compactly supported:

Lemma 3.4. Suppose $\phi \in L^p(\mathbb{R}^2)$, $p > 2$, is compactly supported. Then (18) has a unique solution $\mu$ with $\mu - 1 \in L^r \cap C^\alpha(\mathbb{R}^2), r > 2, \alpha < 1 - 2/p$. Moreover, the map

$$x \mapsto \mu(x, \cdot) - 1$$

is smooth from $\mathbb{R}^2$ into $L^r \cap C^\alpha(\mathbb{R}^2)$.

Proof. Since $\phi \in L^{p_1} \cap L^p(\mathbb{R}^2)$ for $1 < p_1 < 2$, by Lemma 3.3 (18) has a unique solution $\mu$ with $\mu - 1 \in L^r \cap C^\alpha(\mathbb{R}^2), r > 2, \alpha < 1 - 2/p$, depending continuously on $x$.

To prove that $\mu$ is smooth, we will show first that $\partial_{x_1} \mu$ is continuous. By applying the differential operator $\partial_{x_1}$ to (18) it follows that $\partial_{x_1}$ satisfies the equation

$$\overline{\partial_{x_1} \partial_{x_1} \mu = \phi(k) e_{-k} \overline{\partial_{x_1} \mu} - \phi(k) k_1 e_{-k} \overline{\mu}}.$$ (29)

Since $\mu - 1 \in L^r(\mathbb{R}^2)$ for any $r > 2$ we have $\phi(k) k_1 e_{-k} \overline{\mu} \in L^q(\mathbb{R}^2)$ for any $q < p$. Hence $C(\phi(k) k_1 e_{-k} \overline{\mu}) \in L^r(\mathbb{R}^2)$ for any $r > 2$. The equation (29) then has the unique solution

$$\partial_{x_1} \mu = -(I - C \Phi_x)^{-1}(\phi(k) k_1 e_{-k} \overline{\mu}) \in L^r(\mathbb{R}^2) \cap C^\alpha(\mathbb{R}^2), r > 2, \alpha < 1 - 2/p.$$
Since \((\phi(k)k_1 e^{-k\mu})\) and \((I-C\Phi x)^{-1}\) are continuous with respect to \(x\), so is \(\partial_x x_1 \mu\).
Using induction this argument can easily be extended to show that all \(x\)-derivatives of \(\mu\) are continuous, i.e. that \(\mu\) is smooth. \(\square\)

We can now show using Lemma 3.3 that the equation (12) admits a unique solution. Moreover by using Lemma 3.4 we can show that (15) and (17) are uniquely solvable and that the solutions are smooth functions of the \(x\)-variable:

**Proposition 3.5.** Let \(\Omega \subset \mathbb{R}^2\) be the unit disc and suppose \(\gamma\) satisfies (1) with \(\gamma = 1\) near \(\partial\Omega\).

(a) Suppose further that \(\gamma \in W^{1,\infty,p}(\Omega)\) with \(2 < p\). Then for each \(x \in \mathbb{R}^2\) and \(R > 0\) the equations (12) and (15) have unique solutions \(\mu, \mu_n\) respectively, which satisfy \(\mu(x, \cdot) - 1 \in L^r \cap C^\alpha(\mathbb{R}^2), r > 2/\epsilon, \alpha < 1\), and \((\mu_n(x, \cdot) - 1) \in L^r \cap C^\alpha(\mathbb{R}^2), r > 2, \alpha < 1\). Furthermore, \(\mu_n(x, \cdot)\) is smooth with respect to \(x\).

Proof. To prove (a) we use the fact from [18, 20] that \(\chi(k)\) satisfies the assumptions in Lemma 3.3, and the claim follows. Furthermore, \(\phi = \psi(x, \cdot)\) satisfies the assumptions in Lemma 3.4. It follows that (15) has a unique solution \(\mu_n\) with the indicated properties.

To prove (b) we note that \(\mu_n^{exp}\) is a bounded function with compact support. Then again we use Lemma 3.4. \(\square\)

As a consequence of this proposition it follows that the reconstructions \(\gamma_n(x) = (\mu_n(x, 0))^2\) and \(\gamma_n^{exp} = (\mu_n^{exp}(x, 0))^2\) based on truncated scattering data are smooth functions.

4. Stability of the approximate reconstruction method. In this section we show that the reconstruction method using the truncated \(t_n^{exp}\) is stable. We will start by formulating the reconstruction procedure as an operator. Let \(L^p_c(\mathbb{R}^2)\) denote the space of \(L^p(\mathbb{R}^2)\) functions with compact support, and define for \(k \in \mathbb{C}\) the linear operator \(T_n^{exp} : \mathcal{L}(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)) \to L^\infty_c(\mathbb{R}^2)\) by

\[
(T_n^{exp} L)(k) = \chi_{|k| < R} \frac{1}{4\pi k} \int_{\partial\Omega} (e^{ikx} - 1)L(e^{ikx} - 1) d\sigma(x).
\]

Define further for \(p > 2\) the operator

\[
S : L^p_c(\mathbb{R}^2) \to C^\infty(\bar{\Omega}), \quad \phi \mapsto \mu(x, 0),
\]

where \(\mu(x, \cdot)\) is the unique solution to (10) (see Lemma 3.4). By composition we then define \(M_n^{exp} : \mathcal{L}(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)) \to C^\infty(\bar{\Omega})\) by

\[
M_n^{exp} = S \circ T_n^{exp}.
\]

Using this notation it is clear that

\[
(\gamma_n^{exp}(x))^{1/2} = \mu_n^{exp}(x, 0) = M_n^{exp}(\Lambda_\gamma - \Lambda_1),
\]

since \((\Lambda_\gamma - \Lambda_1)f = 0\) and \(\int_{\partial\Omega} (\Lambda_\gamma - \Lambda_1)f d\sigma(x) = 0\) for all \(f \in H^{1/2}(\partial\Omega)\). Thus \(M_n^{exp}\) is an operator that implements the reconstruction algorithm based on the truncated approximate scattering data.

The main goal of this section is to show that \(M_n^{exp}\) is continuous as an operator from \(\mathcal{L}(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega))\) into \(C^\infty(\bar{\Omega})\). This will show that the reconstruction algorithm using \(t_n^{exp}\) is stable.
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Lemma 4.1. The operator $T^\exp$ is bounded from $L(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))$ into $L^\infty(R^2)$ and satisfies
\[
\|T^\exp L\|_{L^\infty(R^2)} \leq C e^{2R}\|L\|_{L(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))}.
\] (33)

Proof. For $|k| < R$ it is straightforward to obtain the estimate
\[
|T^\exp L(k)| \leq C \frac{1}{|k|} \|e^{ikz} - 1\|^2_{H^{1/2}(\partial \Omega)} \|L\|_{L(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))}.
\]
Hence (33) follows from the uniform estimate $\|e^{ikz} - 1\|_{H^{1/2}(\partial \Omega)} \leq C|k|^{1/2}e^{|k|}$.

Next we consider the solution operator $S$. A stability estimate for this operator was given in [18, Lemma 3.1.5]; we will generalize this result slightly. The aim is to show that the solution $\mu$ to (18) depends continuously on the coefficient $\phi$. Let $\mu_j, j = 1, 2$ be the solution to
\[
\mu_j(x, s) - 1 = \frac{1}{\pi} \int_{R^2} \frac{\phi_j(k)}{s - k} e^{-x(k)}(\mu_j(x, k) - 1) dk_1 dk_2
\]
\[+ \frac{1}{\pi} \int_{R^2} \frac{\phi_j(k)}{s - k} e^{-x(k)} dk_1 dk_2, \quad j = 1, 2.
\] (34)
Then we have

Lemma 4.2. Let $1 < p_1 < 2 < p_2 < \infty$ with $0 < 1/p_1 + 1/p_2 - 1/2 < 1/2$ and suppose $\phi_j \in L^{p_1}(R^2) \cap L^{p_2}(R^2), j = 1, 2$. Further, let $x \in \Omega$. Then for the solution $\mu_j(x, \cdot)$ to (34) we have the estimate
\[
\|\mu_1(x, \cdot) - \mu_2(x, \cdot)\|_{C^0(R^2)} \leq CK_1 K_2 \|\phi_1 - \phi_2\|_{L^{p_1}(R^2) \cap L^{p_2}(R^2) \cap L^1(R^2)},
\] (35)
where $\alpha < 1 - 2/q, 1/q = 1/p_2 + 1/p_1 - 1/2$, and $K_j = \exp(C \|\phi_j\|_{L^{p_1}(R^2) \cap L^{p_2}(R^2)})$. If $\phi_1, \phi_2 \in L^p(R^2)$, $p > 2$, we have the estimate
\[
\|\mu_1(x, \cdot) - \mu_2(x, \cdot)\|_{C^0(R^2)} \leq CK_1 K_2 \|\phi_1 - \phi_2\|_{L^p(R^2)},
\] (36)
for $\alpha < 1 - 2/p$.

Proof. From [3, Lemma 2.6] we know that if $a \in L^{p_1}(R^2) \cap L^{p_2}(R^2)$ for $1 < p_1 < 2 < p_2 < \infty$ and $b \in L^p(R^2)$ for $1 < p < 2$ then the solution to the integral equation
\[
m = C(a m) + C(b)
\]
satisfies the estimate
\[
\|m\|_{L^p(R^2)} \leq C \exp(C \|a\|_{L^{p_1}(R^2) \cap L^{p_2}(R^2)}) \|b\|_{L^p(R^2)},
\] (37)
Applied to (34) the estimate reads
\[
\|\mu_1(x, \cdot) - 1\|_{L^\infty(R^2)} \leq CK_1 \|\phi_1\|_{L^{p_1}(R^2)}.
\] (38)

Since
\[
\mu_1(x, s) - \mu_2(x, s) = \frac{1}{\pi} \int_{R^2} \frac{\phi_2(k)}{s - k} e^{-x(k)}(\mu_1 - \mu_2) dk_1 dk_2
\]
\[+ \frac{1}{\pi} \int_{R^2} \frac{\phi_1(k) - \phi_2(k)}{s - k} e^{-x(k)} \mu_1(x, k) dk_1 dk_2
\] (39)
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the estimate (37) applied to $\mu_1 - \mu_2$ then gives
\[
\|\mu_1 - \mu_2\|_{L^p(\mathbb{R}^2)} \leq C K_2 \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)} \|\phi_1 - \phi_2\|_{L^2(\mathbb{R}^2)} \|\mu_1 - \mu_2\|_{L^p(\mathbb{R}^2)} \leq C K_2 \left(\|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)} + \|\mu_1 - \mu_2\|_{L^p(\mathbb{R}^2)}\right),
\]
where we have used (38). To get the Hölder estimate we use (39) and (21) to obtain
\[
\|\mu_1 - \mu_2\|_{C^\alpha(\mathbb{R}^2)} \leq \|\phi_2(\mu_1 - \mu_2)\|_{L^q(\mathbb{R}^2)} + \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)}\]
for $q > 2$ and $\alpha = 1 - 2/q$. By choosing $1/q = 1/p_2 + 1/p_1$ ($< 1/2$ by assumption) we have by (40) and (38)
\[
\|\phi_2(\mu_1 - \mu_2)\|_{L^q(\mathbb{R}^2)} \leq \|\phi_2\|_{L^p(\mathbb{R}^2)} \|\mu_1 - \mu_2\|_{L^p(\mathbb{R}^2)} = \|\phi_2\|_{L^p(\mathbb{R}^2)} C K_2 \left(\|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)} \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)}\right),
\]
(42)
\[
\|\phi_1 - \phi_2\|_{L^q(\mathbb{R}^2)} \leq \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)} \|\mu_1 - \mu_2\|_{L^p(\mathbb{R}^2)} \leq \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)} C K_1 \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)} + \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)}
\]
(43)
Combining (41) with (42) and (43) gives (35).

Finally (36) follows from (35) by using the compact support of $\phi_1, \phi_2$.

As a direct consequence of the lemma we obtain

**Corollary 4.3.** The operator $S$ is bounded from $L^p_\Lambda(\mathbb{R}^2)$, $p > 2$, into $L^\infty(\Omega)$ and
\[
\|S(\phi_1) - S(\phi_2)\|_{L^\infty(\Omega)} \leq C \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)},
\]
where $C$ depends on $p$, the support of $\phi_1, \phi_2$ and $\|\phi_1\|_{L^p(\mathbb{R}^2)}, \|\phi_2\|_{L^p(\mathbb{R}^2)}$.

**Proof.** For fixed $x \in \overline{\Omega}$ (36) implies that
\[
|S(\phi_1) - S(\phi_2)| = |\mu_1(x, 0) - \mu_2(x, 0)| \leq C \|\phi_1 - \phi_2\|_{L^p(\mathbb{R}^2)}.
\]
This proves the result.

We have now seen that the linear operator $T^\exp_\Lambda$ is bounded and the operator $S$ is continuous. This enables us to conclude that $M^\exp_\Lambda = S \circ T^\exp_\Lambda$ is continuous.

**5. Convergence of reconstructions of mollified conductivities.** Conductivities in practical applications of EIT are often piecewise smooth, but the theory of D-bar method covers only differentiable conductivities. We exclude the possibility of systematic artifacts introduced by discontinuities by proving the following: smooth approximations to nonsmooth conductivities yield almost the same reconstructions.

Let $\Omega = B(0, 1)$. Let $c_0 > 0$ and $0 < R < 1$ and define $X = X(c_0, R) \subset L^\infty(\Omega)$ by
\[
X = \{\gamma \in L^\infty(\Omega) \mid c_0^{-1} \leq \gamma \leq c_0, \ \text{supp}(\gamma - 1) \subset B(0, R)\}.
\]

The following lemma contains a continuity result for the operator $\gamma \mapsto \Lambda_\gamma$.

**Lemma 5.1.** Let $\gamma, \gamma_j \in X, j \in \mathbb{N}$ and suppose $\gamma_j \to \gamma$ a.e.. Then for any $s \in \mathbb{R}$, $\Lambda_{\gamma_j}$ converges to $\Lambda_\gamma$ in the strong topology of $L(H^{1/2}(\partial \Omega), H^s(\partial \Omega))$.

**Proof.** Let $f \in H^{1/2}(\partial \Omega)$. Let $\gamma_0 = \gamma$ and define $u_j, j = 0, 1, 2, \ldots$ as the unique solution to $\nabla \cdot \gamma_j \nabla u_j = 0$ in $\Omega$, $u_j|_{\partial \Omega} = f$. Then
\[
\|u_0\|_{H^{1/2}} \leq C_2 \|f\|_{H^{1/2}}
\]
(45)
where the constant $C_2$ depends only on the uniform ellipticity constant $c_0$. Since
\[ \nabla \cdot \gamma_j \nabla (u_j - u_0) = \nabla \cdot (\gamma - \gamma_j) \nabla u_0, \quad (u_j - u_0)|_{\partial \Omega} = 0, \]
there is such a constant $C_3$ (depending only on $c_0$) that the estimate
\[ \|(u_j - u_0)\|_{H^1(\Omega)} \leq C_3\|\gamma - \gamma_j\|_{L^2(\Omega)}, \quad (46) \]
holds. Furthermore, $\Delta (u_j - u_0) = 0$ and $\partial_{\nu}(u_j - u_0)|_{\partial \Omega} = 0$ in the region $\Omega \setminus B(0, R)$. Therefore we can extend (46) to
\[ \|(u_j - u_0)\|_{H^1(\Omega \setminus B(0, R_1))} \leq C_4\|\gamma - \gamma_j\|_{L^2(\Omega)}, \]
for any $s \in \mathbb{R}$, where $C_4$ depends on $s, c_0$ and $R_1 \in (R, 1)$. By taking normal derivative at the boundary we then obtain for any $s \in \mathbb{R}$
\[ \|\Lambda_\gamma (\gamma_j - \gamma_\gamma)\|_{L^2(\partial \Omega)} = 0. \]
where $C_5$ depends on $s, c_0$, and $R$.

To consider convergence in the strong topology, let us fix $\gamma$ and $\gamma_j$ implying that $u_0$ can be considered as a fixed function. Then using Lebesgue dominated convergence it follows that $\lim_{j \to \infty} \|(\gamma - \gamma_j) \nabla u_0\|_{L^2(\Omega)} = 0$. By (47) this implies the claim. \[ \square \]

The next lemma shows that a strongly convergent sequence of operators are norm convergent when composed with a compact operator defined on a Hilbert space.

**Lemma 5.2.** Let $X, Y$ be Banach spaces and $H$ be a separable Hilbert space. Suppose $T, T_j \in \mathcal{L}(X, Y)$, $j = 1, 2, \ldots$, and $K \in \mathcal{L}(H, X)$ is compact. If $T_j \to T$ as $j \to \infty$ in the strong topology of $\mathcal{L}(X, Y)$, then $T_j K \to TK$ as $j \to \infty$ in the norm topology of $\mathcal{L}(H, Y)$.

**Proof.** By the principle of uniform boundedness there is a constant $C_0$ such that $\|T\|_{\mathcal{L}(X, Y)} < C_0$ and $\|T_j\|_{\mathcal{L}(X, Y)} < C_0$ for all $j$.

Since the compact operator $K$ maps from a separable Hilbert space into a Banach space there is a sequence of finite rank operators $K_n, n \in \mathbb{N}$ with $\text{rank}(K_n) = n$ that converges in norm to $K$ (see [27, Theorem 6.13] for a proof of this fact in the Hilbert space case; the proof is the same in our case). Fix $\epsilon > 0$ and take $n$ such that $\|K - K_n\|_{\mathcal{L}(H, X)} < \epsilon$.

Further, since $K_n$ has finite rank there is a $J = J(\epsilon) \geq 0$ such that for $j \geq J$
\[ \|(T_j - T)K_n\|_{\mathcal{L}(H, Y)} \leq \epsilon. \]

Hence for $j \geq J$
\[ \|(T_j - T)K\|_{\mathcal{L}(H, Y)} \leq \|T_j(K - K_n) + (T_j - T)K_n + T(K_n - K)\|_{\mathcal{L}(H, Y)} = 3C_0\epsilon. \]

This proves the result. \[ \square \]

We will now use the preceding lemma to prove norm convergence of the sequence of DN maps in Lemma 5.1.

**Lemma 5.3.** Let $\gamma$ and $\gamma_j$ be as in Lemma 5.1. Then
\[ \lim_{j \to \infty} \|\Lambda_\gamma - \Lambda_{\gamma_j}\|_{\mathcal{L}(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))} = 0. \]
Proof. Since the inclusion operator $J : H^{1/2 + r}(\partial \Omega) \to H^{1/2}(\partial \Omega)$ is compact for any $r > 0$, it follows from Lemma 5.1 and Lemma 5.2 that

$$\lim_{j \to \infty} \|\Lambda_{\gamma_j} - \Lambda_{\gamma}\|_{\mathcal{L}(H^{1/2 + r}(\partial \Omega), H^s(\partial \Omega))} = \lim_{j \to \infty} \|\Lambda_{\gamma_j} - \Lambda_{\gamma}\|_{\mathcal{L}(H^{1/2}(\partial \Omega), H^{s}(\partial \Omega))} = 0 \quad (48)$$

for $r > 0, s \in \mathbb{R}$. Further, since $\gamma = \gamma_j = 1$ near $\partial \Omega$, $\Lambda_{\gamma_j} - \Lambda_{\gamma}$ is a smoothing pseudo-differential operator that can be extended to an operator $\mathcal{D}'(\partial \Omega) \to C^\infty(\partial \Omega)$. An application of Green’s formula implies that the operator $\Lambda_{\gamma_j} - \Lambda_{\gamma} : \mathcal{D}'(\partial \Omega) \to C^\infty(\partial \Omega)$ and its transpose $(\Lambda_{\gamma_j} - \Lambda_{\gamma})' : \mathcal{D}'(\partial \Omega) \to C^\infty(\partial \Omega)$ coincide. Thus (48) implies

$$\lim_{j \to \infty} \|\Lambda_{\gamma_j} - \Lambda_{\gamma}\|_{\mathcal{L}(H^{-r'}(\partial \Omega), H^{-1/2 - r'}(\partial \Omega))} = 0 \quad (49)$$

for $r' > 0, s' \in \mathbb{R}$. Interpolation of (48) and (49) gives the result, see e.g. [4]. \qed

Let $\gamma \in X(c_0, R)$ for some $c_0, R > 0$ and suppose that $\gamma$ is continuous almost everywhere. Let $\eta \in C_0^\infty(D(0, \alpha/2))$ be nonnegative and $\int_{\mathbb{R}} \eta = 1$. Define $\eta_\lambda(x) := \lambda^{-2} \eta(x/\lambda)$ for any $0 < \lambda < 1$, and set $\gamma_\lambda := \eta_\lambda * \gamma$. We then have the result:

**Theorem 5.4.** Let $\gamma \in X(c_0, R)$ for some $c_0, R > 0$ and let $\gamma_\lambda$ be defined above. Let $\mathcal{M}_{\pi}^{\text{sc}}$ be defined as in (31). Then we have

$$\lim_{\lambda \to 0} \|\mathcal{M}_{\pi}^{\text{sc}}(\Lambda_{\gamma_\lambda} - \Lambda_{\gamma})\|_{\mathcal{L}(L^\infty(\Omega), L^\infty(\Omega))} = 0.$$  

**Proof.** As a consequence of the definition there exist $\tilde{c}_0, \tilde{R} > 0$ such that $\gamma, \gamma_\lambda \in X(c_0, \tilde{R})$ for $\lambda$ sufficiently small. Also $\gamma_\lambda \to \gamma$ a.e. Using Lemma 5.3 it follows that $\Lambda_{\gamma_\lambda}$ converges to $\Lambda_{\gamma}$ in the norm topology of $\mathcal{L}(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))$. Finally using the continuity of $\mathcal{M}_{\pi}^{\text{sc}}$ (see section 4) we conclude that the reconstruction $\mathcal{M}_{\pi}^{\text{sc}}(\Lambda_{\gamma_\lambda} - \Lambda_{1})$ of $\gamma_\lambda^{1/2}$ converges to $\mathcal{M}_{\pi}^{\text{sc}}(\Lambda_{\gamma} - \Lambda_{1})$. \qed

6. **Connection to Calderón’s linearization method.** In the seminal paper [7], Calderón gave an algorithm for the reconstruction of conductivities close to constant (see also [35]). We write Calderón’s method in the context of the approximate scattering transform $t^{\text{sc}}$ and compare it to the D-bar method.

6.1. Calderón’s linearization method. Integration by parts and definition (4) gives a formulation of $t^{\text{sc}}$ in terms of power

$$t^{\text{sc}}(k) = \int_{\Omega} (\gamma - 1) \nabla u(x, k) \cdot \nabla (e^{ikx}) \, dx, \quad (50)$$

$$\nabla \cdot (\gamma - 1) \nabla u = 0 \text{ in } \Omega, \quad u|_{\partial \Omega} = e^{ikx}. \quad (51)$$

Formulation (50) represents the power necessary to maintain an electric potential of $e^{ikx}$ on $\partial \Omega$. When $\|\gamma - 1\|_{L^\infty(\Omega)}$ is small then $u$ is close to $e^{ikx}$ inside $\Omega$. Indeed, if we write $u = e^{ikx} + \delta u$ for $\delta u \in H^1_0(\Omega)$ satisfying $\nabla \cdot \gamma \nabla \delta u = -\nabla \cdot (\gamma - 1) \nabla (e^{ikx})$ we have the estimate

$$\|\delta u\|_{H^1(\Omega)} \leq C \|\gamma - 1\|_{L^\infty(\Omega)} |e^{ikx}|, \quad (52)$$
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where \( r \) is the radius of the smallest ball containing \( \Omega \). Substituting \( u = e^{ikx} + \delta u \) into (50) and dividing by \(-2|k|^2\) we obtain
\[
-\frac{t^{exp}(k)}{2|k|^2} = -\frac{1}{2|k|^2} \int_{\Omega} (\gamma - 1) \nabla(e^{ikx} + \delta u) \cdot \nabla(e^{ikx})\,dx
= \int_{\Omega} (\gamma - 1) e_k(x)\,dx + R(k)
= 2\pi \mathcal{F}(\chi_{\Omega}(\gamma - 1))(-2k_1, 2k_2) + R(k),
\]
where \( \mathcal{F} \) denotes the Fourier transform and
\[
R(k) = -\frac{1}{2|k|^2} \int_{\Omega} (\gamma - 1) \nabla \delta u \cdot \nabla(e^{ikx})\,dx.
\]
Using (52) it is not hard to obtain the error estimate
\[
\|\gamma_{app}(x) - \eta_{\sigma} \ast \gamma\|_{L^{\infty}} \leq \|R(k)\hat{\eta}(k/\sigma)\|_{L^1(\mathbb{R}^2)} \leq C\|\gamma - 1\|_{L^\infty} (\log\|\gamma - 1\|_{L^\infty})^2.
\]

Changing variables \( x \to (s_1, s_2) = 2(-k_1, k_2) \) gives
\[
\mathcal{F}(\chi_{\Omega}(\gamma - 1))(-2k_1, 2k_2)\hat{\eta}(k/\sigma) = -\frac{t^{exp}(k)}{4\pi|k|^2} \hat{\eta}(k/\sigma) - R(k)\hat{\eta}(k/\sigma).
\]
Inverting \( \mathcal{F} \) and neglecting the second term in (55) yields an approximation to \( \gamma \):
\[
\gamma_{app}(x) = 1 - \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{ix\cdot s} \frac{t^{exp}((-s_1, s_2)/2)}{\pi|s|^2} \hat{\eta}((-s_1, s_2)/(2\sigma))\,ds_1\,ds_2.
\]
Changing back the variables in the integral to \((k_1, k_2) = (-s_1, s_2)/2\) yields the formula
\[
\gamma_{app}(x) = 1 - \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{i(-x_1,k_1+x_2,k_2)} \frac{t^{exp}(k)}{4|k|^2} \hat{\eta}(k/\sigma)\,dk_1\,dk_2
= \frac{2}{(2\pi)^2} \int_{\mathbb{R}^2} e^{-x}(k) \frac{t^{exp}(k)}{|k|^2} \hat{\eta}(k/\sigma)\,dk_1\,dk_2
\]
The reconstruction \( \gamma_{app} \) is an approximation of a low-pass filtered version of \( \gamma \). Choosing the parameter \( \sigma \) as in [7] with \( 0 < \alpha < 1 \) to be
\[
\sigma = \frac{1 - \alpha}{2r} \log \frac{1}{\|\gamma - 1\|_{L^\infty(\Omega)}},
\]
yields the error estimate
\[
\|\gamma_{app}(x) - \eta_{\sigma} \ast \gamma\|_{L^\infty} \leq \|R(k)\hat{\eta}(k/\sigma)\|_{L^1(\mathbb{R}^2)} \leq C\|\gamma - 1\|_{L^\infty(\Omega)} (\log\|\gamma - 1\|_{L^\infty(\Omega)})^2.
\]
Note that when $\|\gamma - 1\|_{L^\infty(\Omega)}$ is sufficiently small this error is much smaller than $\|\gamma - 1\|_{L^\infty(\Omega)}$. However, choosing $\sigma$ according to (57) is not practical since it requires explicit knowledge of the size of $\gamma - 1$. In practice one could instead use a priori information about an upper bound for the perturbation, for instance.

In summary, the algorithm proposed in [7] is tantamount to:

1. Compute $t^{\text{exp}}(k)$ by (4).
2. Construct a low-pass filter $\hat{\eta}(k/\sigma)$.
3. Compute the approximation $\gamma^{\text{app}}$ by (56).


Calderón’s method using (56) can be seen as a three-step approximation of the D-bar method using (3) and (12)–(13):

1. In (12) $t(k)$ is approximated by $t^{\text{exp}}(k)\hat{\eta}(k/\sigma)$, where $\hat{\eta}(k/\sigma)$ is a smooth cut-off function.
2. The function $\mu$ in the integral in the right hand side of (12) is approximated by its asymptotic value $\mu \sim 1$.
3. The square function in (13) is linearized: $(1 - h)^2 \sim 1 - 2h$.

In contrast, the D-bar method using $t^{\text{exp}}$ makes only the first approximation (with sharp cut-off).

7. Analysis of a simple radial conductivity distribution.

In this section we consider the simple example of a piecewise constant radial conductivity defined in the unit disc $\Omega$. We will show that in this case $t^{\text{exp}}$ can be expanded conveniently using Bessel functions. Furthermore, such an expansion leads to a result concerning the asymptotic behaviour of $t^{\text{exp}}(k)$ as $|k|$ tends to infinity. We will write out explicit formulæ for $\gamma^{\text{app}}$, the Calderón reconstruction, and $\gamma^{\text{exp}}$, the D-bar reconstruction of $\gamma$ with the $t^{\text{exp}}$ approximation.

Consider the radial conductivity

$$\gamma(x) = \begin{cases} \sigma & \text{for } |x| \leq r, \\ 1 & \text{for } |x| > r. \end{cases} \quad (58)$$

where $0 < r < 1$ and $\sigma > 0, \sigma \neq 1$. Define

$$\alpha = \frac{\sigma - 1}{\sigma + 1} \quad (59)$$

According to [31], trigonometric basis functions are eigenfunctions for $\Lambda$ when $\gamma$ is radial. More precisely, $\Lambda \varphi_n = \lambda_n \varphi_n$ with $\varphi_n(\alpha) := (2\pi)^{-1/2}e^{in\alpha}$ for $n \in \mathbb{Z}$. It is well-known [12] that the eigenvalues of $\Lambda$ corresponding to (58) are given by

$$\lambda_n = n \left( 1 + \frac{2\alpha r^{2n}}{1 - \alpha r^{2n}} \right), \quad n = 1, 2, 3, \ldots \quad (60)$$

Hence $\delta \Lambda \equiv \Lambda - A_1$ has eigenvalues

$$\delta \lambda_n = \frac{2n\alpha r^{2n}}{1 - \alpha r^{2n}}, \quad n = 1, 2, 3, \ldots \quad (61)$$

As in [28] one can derive a series representation of $t^{\text{exp}}(k)$. For the case of the conductivity distribution (58) this leads to a particularly simple representation of $t^{\text{exp}}$. 
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in terms of Bessel functions, which we derive here. Expanding $e^{ikx}$ in a Fourier series on the circle $x = e^{in\theta}$ yields [13]

$$e^{ikx} = \sum_{n=-\infty}^{\infty} a_n(k)e^{in\theta} \quad \text{with} \quad a_n(k) = \begin{cases} \frac{(ik)^n}{n!}, & n \geq 0 \\ 0, & n < 0. \end{cases}$$

Substituting this series into formula (4) and using (60) gives a series for $t^{\exp}(k)$:

$$t^{\exp}(k) = 2\pi \sum_{n=1}^{\infty} (\lambda_n - n) \frac{(-1)^n|k|^{2n}}{(n!)^2} = 4\pi \alpha \sum_{n=1}^{\infty} \frac{nr^{2n}}{1 - \alpha r^{2n}} \frac{(-1)^n|k|^{2n}}{(n!)^2}. \quad (62)$$

Write $(1 - \alpha r^{2n})^{-1} = \sum_{m=0}^{\infty} (\alpha r^{2n})^m$, so that

$$t^{\exp}(k) = 4\pi \alpha \sum_{m=0}^{\infty} \alpha^m \sum_{n=1}^{\infty} \frac{n(-1)^n}{(n!)^2} (|k| r^{m+1})^{2n}. \quad (63)$$

Note that the Bessel function $J_1(t)$ satisfies $J_1(t) = -(2/t) \sum_{j=1}^{\infty} j(-1)^j (j!)^{-2} (t/2)^j$. Thus, with $t = 2r^{m+1}|k|$,

$$t^{\exp}(k) = -4\pi \alpha |k| r \sum_{m=0}^{\infty} (\alpha r)^m J_1(2r^{m+1}|k|). \quad (64)$$

This formula gives an accurate way for computing $t^{\exp}$ numerically. Furthermore, we can derive the asymptotic behaviour of $t^{\exp}$ from (64).

For small $z$, $J_1(z) \sim z/2$. So using $\sum_{m=0}^{\infty} (\alpha r)^m = 1/(1 - \alpha r^2)$ yields

$$t^{\exp}(k) \sim -4\pi \alpha |k| r \sum_{m=0}^{\infty} (\alpha r)^m r^{2m+1} = -\frac{4\pi \alpha (|k| r)^2}{1 - \alpha r^2} = O(|k|^2) \quad \text{for small } |k|. \quad (65)$$

For large $|z|$ we have $J_1(z) \sim (2/(\pi z))^{1/2} \cos(z - 3\pi/4) + e^{i|m|z}O(1/|z|)$, so

$$t^{\exp}(k) \sim -4\pi \alpha |k| r \sum_{m=0}^{\infty} (\alpha r)^m \frac{1}{\sqrt{\pi r^{m+1}|k|}} \cos(2r^{m+1}|k| - 3\pi/4) \quad \text{for large } |k|. \quad (66)$$

After some simplification this results in the asymptotic formula

$$t^{\exp}(k) \sim -\frac{4\pi \alpha |k|^{1/2} r^{1/2}}{\sqrt{\pi}} \sum_{m=0}^{\infty} (\alpha r)^m r^{m/2} \cos(2r^{m+1}|k| - 3\pi/4) = O(|k|^{1/2}). \quad (65)$$

Note that (65) shows the importance of truncation of $t^{\exp}$: the solvability of the D-bar equation is not proven for $t^{\exp}$ with asymptotic behavior (65).

7.1. Calderón’s method for a simple radial conductivity. Let $\gamma$ be of the form (58). Note from [14], for example, that the Fourier transform of the characteristic
function $\chi_r$ is given by

$$F^{-1}(\chi_r)(k) = \tilde{\chi}_r(k) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \chi_r(p)e^{ik\cdot p}dp = \frac{1}{2\pi} \int_{0}^{r} e^{i|k|\rho \cos(\theta)}\rho d\rho d\theta$$

$$= \frac{1}{2\pi} \sum_{j=0}^{\infty} \frac{(i|k|)^j}{j!} \int_{0}^{r} \rho^{j+1}d\rho \int_{0}^{2\pi} \cos^j(\theta)d\theta$$

$$= \left\{ \begin{array}{ll}
\sum_{j=0}^{\infty} \frac{(i|k|)^j}{j!} \frac{1}{j+2} \cdot \frac{3 \cdot 5 \cdot \cdots \cdot (j-1)}{2 \cdot 4 \cdot \cdots \cdot j}, & j \text{ even} \\
0, & j \text{ odd}
\end{array} \right.$$

$$= \sum_{m=0}^{\infty} \frac{(m+1)(-1)^m}{((m+1)!)^2} \left( \frac{r{|k|}}{2} \right)^{2m+2} \cdot \frac{1}{2}$$

$$= -\frac{2}{|k|^2} \sum_{n=1}^{\infty} \frac{n(-1)^n}{(n!)^2} \left( \frac{r{|k|}}{2} \right)^{2n}.$$

Thus, from (63)

$$t_{exp} = -8\pi|k|^2 \sum_{m=0}^{\infty} \alpha^m \tilde{\chi}_{m+1}(2k). \quad (66)$$

For this simple case we can substitute $t_{exp}$ directly into (56) and compute explicitly without multiplying by the cut-off function $\tilde{\eta}$ (or equivalently take $\sigma = \infty$ implying $\tilde{\eta} \equiv 1$). Thus Calderón’s reconstruction $\gamma_{app}$ is given by

$$\gamma_{app}(x) = 1 - \frac{8}{(2\pi)^2} \int_{\mathbb{R}^2} t_{exp}(k) \frac{d_x(k)}{|k|^2} dk_1dk_2$$

$$= 1 + \frac{4}{\pi} \int_{\mathbb{R}^2} e_{-x}(k)\alpha \sum_{m=0}^{\infty} \alpha^m \tilde{\chi}_{m+1}(2|k|)dk_1dk_2$$

$$= 1 + 2\alpha \sum_{m=0}^{\infty} \alpha^m \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-i(x_1w_1-x_2w_2)} \tilde{\chi}_{m+1}(|w|)dw_1dw_2$$

$$= 1 + 2\alpha \sum_{m=0}^{\infty} \alpha^m \mathcal{F}(\tilde{\chi}_{m+1}(|s|)) \quad (67)$$

$$= 1 + 2\alpha \sum_{m=0}^{\infty} \alpha^m \chi_{m+1}(x) \quad (68)$$

Note that (68) preserves the location of the jump in the actual conductivity distribution $\gamma$. Furthermore, elementary calculations show $\gamma_{app}(0) = \sigma$, i.e. the correct value of the conductivity is attained at $x = 0$.

Similar computations were done in [14] (see also [13]), where the starting point however was the Neumann-to-Dirichlet map. They found the approximation

$$\gamma(x) \approx 1 + 2\alpha \sum_{m=0}^{\infty} (-\alpha)^m \chi_{m+1}(x). \quad (69)$$
7.2. The D-bar method for a simple radial conductivity. The series (66) can be used in the analysis of the truncated D-bar method. We have

\[
\gamma_{\mu}^{exp}(x) = 1 - \frac{1}{4\pi^2} \int_{\mathbb{R}} \frac{t^{exp}(k)}{|k|^2} e^{-2 \mu x} \mu(x, k) dk_1 dk_2
\]

\[
= 1 + \frac{2\alpha}{\pi} \sum_{m=0}^{\infty} \alpha^m \int_{\mathbb{R}} \chi_{x=m+1}(2|k|) e^{-2 \mu x} \mu(x, k) \mu^{\exp}(x, k) dk_1 dk_2
\]

\[
= 1 + \frac{\alpha}{2\pi} \sum_{m=0}^{\infty} \alpha^m \int_{\mathbb{R}} \chi_{x=m+1}(|w|) e^{-2 \mu x} \mu_R(2|w|) \mu^{\exp}(x, w/2) dw_1 dw_2
\]

\[
= 1 + \frac{\alpha}{2\pi} \sum_{m=0}^{\infty} \alpha^m \int_{\mathbb{R}} \chi_{x=m+1}(|s|) e^{-2 \mu x} \mu_R(2|s|) \mu^{\exp}(x, \sqrt{2}/2) ds_1 ds_2
\]

\[
= 1 + \frac{\alpha}{2\pi} \sum_{m=0}^{\infty} \alpha^m \left( \chi_{x=m+1}(\cdot) * F(\chi_R(2\cdot) \mu^{\exp}(x, \sqrt{2}/2)) \right)(x).
\]

It is evident from this formula that a ringing effect will appear in the reconstruction, but the effect will be somewhat blurred by the convolution of the characteristic functions with the Fourier transform of \(\mu^{\exp}\).

8. Numerical Experiments. In this section numerical examples are computed that offer intuition and illustrate the results of the previous sections.

8.1. Example conductivities. We consider discontinuous conductivities defined by (58) with all nine possible combinations of the choices \(r \in \{0.2, 0.55, 0.9\}\) and \(\sigma \in \{1.1, 2, 8\}\). See Figure 8.2 for profiles of the conductivities.

Radially symmetric examples are chosen for their ease of computation and display (it is sufficient to display profiles of the reconstructed conductivities and scattering transforms, which are real-valued and radially symmetric for radially symmetric examples), as well as to illustrate the results of sections 6 and 7.1. However, all of our computational methods apply equally well to non-symmetric conductivities.

8.2. Results. The computed scattering transform is denoted by \(t^{\exp}_R\), where \(R\) indicates the truncation radius. We compute \(t^{\exp}_R\) from the Bessel-series formula (64) with 10 terms in the expansion, which was verified to be in very good agreement with computations of (62) with 45 eigenvalues. Figure 8.1 contains plots of the approximate scattering transforms \(t^{\exp}_R\) with constant multiples of \(\sqrt{|k|}\) superimposed to illustrate the growth of \(t^{\exp}(k)\) as demonstrated in (65).

Plots of the reconstructed conductivities are found in Figures 8.2, 8.3, 8.4, and 8.5. Figure 8.2 contains plots of the reconstructed conductivities from the approximate scattering transform \(t^{\exp}_R\) with truncation radius \(R = 15\) for rows 1 and 2 and \(R = 12\) for row 3. Figure 8.3 illustrates the dependence of the reconstructions \(\gamma^{\exp}_R\) on \(R\). Profiles of the reconstructed discontinuous conductivities with contrast 0.1 and jump at \(|x| = 0.2, 0.55, \) and 0.9 are plotted for \(R = 4, 5, 6, 7, 8,\) and 15. The reconstructions from Calderón’s linearization method are found in Figure 8.4. Finally, 2-D plots of three conductivities are included in Figure 8.5.

8.3. Discussion. From Figure 8.2, we see that the scattering transforms demonstrate the expected asymptotic growth \(t^{\exp} \sim O(|k|^{1/2})\). The magnitude of the scat-
Fig. 8.1. Profiles of approximate scattering transforms $t^{exp}$ for the discontinuous conductivity distributions (solid) with constant multiples of $\sqrt{|k|}$ superimposed (dashed) to illustrate the growth of $t^{exp}$. Note that the vertical axis limits are the same in each row of plots.

tering transform increases with the amplitude of $\gamma$, and $t^{exp}$ becomes more oscillatory as $\text{supp}(\gamma - 1)$ increases. This implies conductivity distributions with high contrast near the boundary should be particularly difficult to reconstruct, because such a scattering transform is more sensitive to errors in $\partial A_\gamma$ and more difficult to represent on a discrete mesh.

We see from the corresponding reconstructions in Figure 8.2 that in all cases the location of the jump is reconstructed equally well, but a loss in accuracy in the amplitude becomes apparent as the contrast increases and as the support of $\gamma - 1$ widens. We see that the reconstructions tend to underestimate the actual amplitude of the conductivity more markedly as the support of $\gamma - 1$ widens and as the magnitude of $\gamma$ increases. Also note that the reconstructions of the discontinuous conductivities are smooth, as predicted by Proposition 3.5. In Figure 8.3 the nature of the dependence of the smooth approximations on $R$ can be observed. A Gibbs-type phenomenon is indeed present, as suggested by formula (70). Also the support of $\gamma - 1$ is reconstructed with reasonable accuracy even for very small truncation radii, while the general shape and amplitude of $\gamma$ is reconstructed with increasing accuracy as $R$ increases.

The reconstructions from Calderón’s linearization method are found in Figure 8.4. It is interesting to note that the linearized reconstruction from the Dirichlet-to-Neumann map (68) achieves a more accurate approximation to the amplitude of the conductivity than the linearized reconstruction from the Neumann-to-Dirichlet map (69). This result also holds for conductivities whose jump is negative ($0 < \sigma < 1$) in $|x| < r$. Note that the linearization formula (68) actually achieves the amplitude of
Fig. 8.2. Actual (solid) and reconstructed (dashed) conductivity profiles $\gamma_{r_1}^{\exp}$ ($R = 15$ for the first two rows, $R = 12$ for the last row) for the discontinuous examples. Note that the vertical axis limits are the same in each row of plots.

Fig. 8.3. The discontinuous conductivity distributions (dotted lines) with jump of 0.1 at $|x| = 0.2$ (top row), 0.55 (center row), and 0.9 (bottom row) reconstructed (solid line) from $\gamma_{r_1}^{\exp}$ with truncation radii $R = 4, 5, 6, 7, 8, 15$ (left to right). Note that the vertical axis limits are the same in each row of plots.

the actual conductivity (albeit only at a single point in some cases) while the D-bar reconstruction $\gamma_{\mathrm{exp}}$ does not. This is presumably due to the damping effect of the convolution with the Fourier transform of $\gamma_{1_1}$ in (70).

Finally, in Figure 8.5 we display three reconstructions in the typical 2-D display mode for reconstructions from experimental data. This figure further illustrates the ringing effect in the reconstructions of the discontinuous conductivities.
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Fig. 8.5. Three discontinuous conductivity distributions (left) reconstructed (right) from $\exp R$ with truncation radius $R = 15$.


