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ABSTRACT The continuous proliferation of applications requiring wireless connectivity will eventually
result in latency and reliability requirements beyond what is achievable with current technologies. Such
applications can for example include industrial control at the sensor-actuator level, intra-vehicle commu-
nication, fast closed loop control in intra-body networks and intra-avionics communication. In this article,
we present the design of short range Wireless Isochronous Real Time (WIRT) in-X subnetworks aimed at
life-critical applications with communication cycles shorter than 0.1 ms and outage probability below 10−6.
Such targets are clearly beyond what is supported by the 5th Generation (5G) radio technology, and position
WIRT as a possible 6th Generation (6G) system. WIRT subnetworks are envisioned to be deployed for
instance in industrial production modules, robots, or inside vehicles. We identify technology components as
well as spectrum bands for WIRT subnetworks and present major design aspects including frame structure
and transmission techniques. The performance evaluation considering a dense scenario with up to 2 devices
per m2 reveal that a multi-GHz spectrum may be required for ensuring high spatial service availability. The
possibility of running WIRT as an ultra-wideband underlay system in the centimeter-wave spectrum region
is also discussed. Aspects related to design of techniques for the control plane as well as enhancements to
the presented design is the focus of our ongoing research.

INDEX TERMS URLLC, intra-vehicular communications, Industry 4.0, beyond 5G, 6G, sub-millisecond
cycle, short-range, in-X subnetworks, intra-avionics.

I. INTRODUCTION
Wireless communication is identified as a major enabler of
the Industry 4.0 vision [1], aiming at enhanced productiv-
ity via dynamic allocation of production resources, agile
scalability, improved efficiency and flexibility [2]. Indus-
trial wireless networks are expected to replace the bulky
wired infrastructure of traditional industrial networks such
as Ethercat [3], Profinet [4], [5] or the set of Time sensitive
Networks (TSN) solutions [6], enabling the control of mobile
and reconfigurable cyber-physical systems.

The nature of the industrial control traffic leads in some
cases to stricter requirements in terms of latency and relia-
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bility than typical broadband traffic, characterized by greed
of high data rates with non-strictly bounded delays. Com-
munication latencies in industrial control networks range
indeed from seconds (for operations such as plant asset
management and traffic control) down to milliseconds (ms)
or fraction of ms for fast closed loop control at sensors-
actuators level [7]. Similarly, the reliability requirement (usu-
ally defined in terms of packet loss rate within the tolerated
delay) can approach in the most demanding cases extreme
levels in the order of 10−6 to 10−9, for the sake of preserv-
ing the stability of the control loop. From a communication
perspective, closed loop control features a specific type of
traffic, referred as isochronous, characterized by periodic
transmission of measurements and control commands with
strictly limited jitter tolerance.
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The automotive industry is also witnessing dramatic
increase in the number of sensors requiring connectivity
which has resulted to a surge in the demand for fast and
flexible wireless communication technologies to be installed
within vehicles [8]. Wireless is expected to replace wired
or fiber solutions such as Controller Area Network (CAN)
for body control data exchange, Local Interconnect Net-
works (LIN) for exchanging small serial control messages,
and Media Oriented Systems Transport (MOST) for info-
tainment data transmission [8], and has the advantage of
eliminating the costs associated to cables installation and
maintenance. The support of life critical in-vehicle operations
such as ignition, suspension and brake control will require
extremely reliable connections.

A. EXISTING TECHNOLOGIES
Major efforts in both industry and academia are spent on the
design of wireless solutions to be adopted in such setups.
Most of the solutions designed for industrial control in the last
decade are built upon existing radio standards such as IEEE
802.15.1, 802.15.4 [9] or 802.11 [10] with customized upper
layers for improving robustness to radio impairments such
as interference and frequency-selective fading. For example,
Wireless Interface to Sensors and Actuators (WISA) is based
on the physical layer of IEEE 802.15.1 with an enhanced fre-
quency hopping scheme for harvesting diversity gains [11].
Similarly, WirelessHART uses the IEEE 802.15.4 physical
layer and introduces new data link, network, transport and
application layers that capitalize from a centralized sched-
uler [12]. Other relevant examples of wireless industrial tech-
nologies are ISA 100.11a [13], WIA-PA [14], WIA-FA [15].
Given their dependency on physical layer standards designed
for other purposes, such technologies have however inherent
design limitations which impede them to achieve the low
latencies demanded by the most challenging industrial appli-
cations [16]; further, they operate in the crowded 2.4 GHz
unlicensed spectrum where interference is a major limiting
factor for achieving high reliability.

Cellular technologies such as Long Term Evolution
(LTE) [17] have obvious advantages in terms of reliability
given the usage of licensed spectrum, but lead to the necessity
of establishing a contract with a mobile operator and pay
out connectivity as a service. Furthermore, the minimum
transmission time unit, known as Transmission Time Interval
(TTI), in LTE is set to 1ms; this may also prevent the usability
of such technology for closed loop control with very short
cycles. The 3rd Generation Partnership Project (3GPP) has
finalized in 2018 the specifications for the 5th Generation
New Radio (5G NR) standard [18], also indicated as Release
15 (Rel-15), which includes the support of ultra-reliable
low latency communication (URLLC) service class defined
by the International Telecommunication Union (ITU), and
targeting 1 ms latency with a 10−5 reliability [19]. Such
targets are achieved by introducing the concept of mini-slot,
i.e., TTI with significantly shorter duration than the 1 ms
one in previous LTE releases, as well as by including the

options of larger subcarrier spacings, optimized grant-free
access procedures [20] and pre-emptive scheduling mecha-
nisms [21]. Current research on Release 16 (Rel-16) aims at
extending the previous release with the support of different
frequency bands, including unlicensed spectrum, as well as
integrating the wireless 5G system with wired TSN solutions,
the latter concept known as Time Sensitive Communication
(TSC) [22].

5G NR definitely represents a leap in performance towards
URLLC with respect to other existing radio technologies.
Nonetheless, communication at sensors and actuators level
may feature cycle time down to fraction of ms and therefore
significantly below the URLLC target defined by ITU. Exam-
ples of use cases demanding such fast communication cycles
can be the aforementioned intra-vehicle communication for
engine and suspension control [23], drive control of robotic
manipulators, power system protection and power electronics
control [16]. These use cases reflect scenarios with short
communication range, not larger than a few meters, but with
requirements of extreme reliability for preserving the stability
of the control loop.

Extreme reliability with fraction of ms communication
cycles has already been identified as a relevant research
objective for upcoming 6th Generation (6G) radios [24], but
related research is still at its infancy. In [25], a new physical
layer numerology aimed at reducing the control overhead and
transmission time of IEEE 802.11 radio standard is proposed.
The numerology enabled the support of transmissions with
cycle times down to 0.1 ms. However, reliability aspects are
not discussed in detail. In [26], we have justified the need for a
novelWireless Isochronous Real Time (WIRT) system aimed
at 0.1 ms cycles and wired-like reliability. We discussed
possibilities ofWIRT operation over the centimeter-wave and
millimeter-wave spectrum regions. A discussion on usage of
short range 6G subnetworks with super-fast communication
cycles and extreme reliability in life critical applications is
presented in [27].

B. CONTRIBUTIONS
In this article, we present a comprehensive discussion on the
initial design for such short rangeWIRT system.We conceive
WIRT cells as subnetworks, which can be integrated with
existing cellular infrastructure for the sake of offloading it
from the most challenging services, but are also expected
to provide the same service level even when out of cov-
erage of external infrastructure. WIRT subnetworks can be
installed in a plethora of new scenarios, such as in robots,
in production modules, in vehicles, in aircrafts, and even in
human bodies. In that respect, we refer to WIRT subnetworks
as in-X subnetworks. Potential bands and main technology
enablers are presented, along with a description of a possible
frame structure and numerology configurations. In particular,
we investigate the required bandwidth for achieving sub-
ms extremely reliable communication cycles in dense sce-
narios via a semi-analytical system evaluation analysis. Our
design is in principle clean slate, i.e. without concerns of

VOLUME 8, 2020 110173



R. Adeogun et al.: Towards 6G in-X Subnetworks With Sub-Millisecond Communication Cycles and Extreme Reliability

FIGURE 1. Possible WIRT scenarios.

backward compatibility with existing 5G releases, though the
possibility of evolving the latter to the new targets is also
discussed. Aspects related to both generated and received
interference are presented, together with potential enhance-
ments for loaded scenarios.

The sub-ms cycles and the extreme reliability clearly posi-
tions in-X WIRT subnetworks beyond what is supported by
5G NR, and therefore as a potential upcoming 6G system.

To sum up, the main contributions of this article are the
following:
• We present a potential design of a novel radio sys-
tem for the support of isochronous real time traffic for
closed loop control, whose cycle times are a factor of
∼ ×10 shorter than the latency targets of existing radio
technologies (i.e., ≤ 0.1 ms).

• We estimate the required bandwidth for achieving such
short cycles with extreme reliability in potentially dense
scenarios, and subsequently identify possible spectra
whereWIRT subnetworks are to be deployed, with focus
on the below 10 GHz centimeter-wave spectrum region.

• We identify possible viable enhancement for reducing
the required bandwidth and/or increasing the number of
supported control loops at a given bandwidth.

To the best of the authors’ knowledge, this is the first article
addressing in detail the problem of wirelessly supporting
control cycles of a fraction of ms and extreme reliability in
potentially ultra-dense deployments.

The remaining part of the article is structured as follows:
Section II presents our general vision for WIRT in-X subnet-
works. In Section III, we identify potential spectrum options
for WIRT deployment. A comprehensive discussion of the
system design is then presented in section IV followed by
description of the methodology for evaluating WIRT per-
formance in Section V. The evaluation results as well as
discussion of their implications for WIRT deployment are
presented in Section VI. Finally, we draw conclusions in
Section VII.

II. WIRELESS ISOCHRONOUS REAL TIME SYSTEM
We conceive WIRT as a system composed of short-range
radio subnetworks for supporting fast closed loop control.
Each WIRT subnetwork corresponds to a short range (not

larger than 10 m) low-power cell installed at a specific
location in scenarios such as modules of an assembly line,
or articulated mobile robots, or inside a vehicle or aircraft.
Such subnetworks can also be used in intra-body communi-
cation for monitoring the occurrence of physical anomalies
which require immediate actions that can not be left to an
external processing unit. For instance, WIRT subnetworks
can be used as an enabler for a wireless cardiac pacemaker for
regulating heartbeats in patients with abnormal rhythm [27].
In general, a WIRT subnetwork can be installed in any entity
requiring local control of its operations. This eases the sup-
port of life-critical services with respect to a scenario where
operations are controlled by an external micro/macro cell,
and are therefore more prone to possible coverage holes. As
a consequence of the low power, short range subnetworks
enable aggressive spectrum reuse, and therefore an improved
resource efficiency relative to micro-cells operating at a
higher power [28]. Figure 1 depicts two possible installations
for WIRT in-X subnetworks, considering an industrial setup
or the intra-vehicular use cases.

The target of the WIRT design is to achieve cycle times
below 0.1 ms and extremely high reliability (10−6 – 10−9)
for a large number of devices. Recent 3GPP specifications
addressing industrial scenarios consider device densities in
the order to 100,000 per km2 (i.e., 0.1 per m2) for motion con-
trol applications with production cells of size 10m×10m [29],
though considering communication cycles of a few ms. How-
ever, future Industry 4.0 scenarios may feature smaller and
interchangeable production cells or robots, besides coping
wirelessly with more stringent communication cycles. Also,
for intra-vehicle communications, the number of sensors per
vehicle is expected to be up to 200 in the coming years [30],
though only part of the associated control loops may tar-
get sub-ms cycles. To the best of the authors’ knowledge,
requirements for device densities targeting sub-ms cycles
for industrial and/or intra-vehicle communication have not
been defined yet by standardization bodies. In order to verify
the capabilities of the WIRT systems to operate in harsh
conditions, we therefore focus on challenging cases with
significantly higher device densities than what is targeted
by 3GPP [29], e.g., 2 devices per m2. Similarly, scenarios
characterized by unprecedented cell densities can appear,
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e.g., vehicles in a congested road in which each vehicle is
equipped with a WIRT subnetwork. While 5G ultra-dense
deployments consider a maximum density of ∼2500 base
stations per km2 [31], we consider a cell density of at least
a factor of ∼ ×10 above, i.e. 25000-40000 cells per km2

for WIRT and leave characterization of expected scenario-
specific cell densities for future work.

Also, we aim at a scalable design where more relaxed
cycles (e.g., ms or above) can also be supported in the same air
interface; a WIRT subnetwork may indeed need to serve con-
trol loops with different cycle duration and reliability targets.
The achievement of the tighter requirements poses obvious
challenges for physical layer and medium access control
design. Also, interferencemay become amajor limiting factor
in scenarios characterized by high cell and device density.
Since operations of WIRT subnetworks can be life-critical,
their tight packet loss requirementsmust be achieved virtually
everywhere, regardless of interference and radio propagation
conditions.

Operations of WIRT subnetworks can be independent
or coordinated via a back-haul communication link. Intra-
vehicle subnetworks are likely to be independent due to
the difficulty of coordinating operations with subnetworks
installed in neighbor vehicles, whose position is not known
beforehand and varies over time. Indoor factory scenar-
ios with controlled assets can instead support coordinated
deployments. In [26], we presented a possible system archi-
tecture where multiple WIRT subnetworks are connected via
a 5G NR network, that can guarantee reliable communica-
tion with a few ms latency over hundreds of meters range.
Such a network can for example be used for controlling
the operations of a set of robots which can be instructed to
perform specific operations such as drilling, assembling, or
moving in the production area without collision, while WIRT
subnetworks installed in robots or production modules focus
on the short range fast control such as as drive control (e.g.,
control of arm, wrist, body, joint rotation, or grippers). Also,
back-haul network can in principle enable coordination of the
radio resources (e.g., time slots and/or frequency channels)
among the WIRT subnetworks in order to minimize mutual
interference.

Each WIRT subnetwork consists of a controller acting as
an access point for a number of sensors and actuators as
illustrated in Figure 2. Sensors are periodically transmitting
measurements to the controller, while the actuators are receiv-
ing periodic commands from the controller. These commands
are calculated upon processing of the sensors’ measure-
ments. By using digital communication jargon, we assume
that both measurements and commands are mapped to a
transmission packet. A WIRT controller can be associated
to a single sensor - actuator pair, or to a group of sensors
and actuators; in the latter case, it collects measurements
from multiple sensors and map them to a single or multiple
packets. Similarly, the controller can map a command to a
single packet for a specific actuator, or multiple commands
to multiple actuators. Though the data plane is unidirectional,

FIGURE 2. A WIRT cell with 12 sensor-actuator pairs. a,b,c,. . . ,l denote the
pairs.

a bi-directional control plane is needed for connection
establishment and maintenance. This would be further
described in Section IV.

It is worth to mention that the entire processing for issuing
commands to the actuators needs to be performed locally
at the controller. Considering the super-short cycle time,
the possibility of moving the processing to an edge cloud is
not considered since it would introduce extra delays which
may severely limit the achievable latencies. However, in cases
(e.g., industrial set-up) where connection of the WIRT con-
troller to the external internet or to a common wireless infras-
tructure for the subnetworks is possible, the WIRT controller
can also act as a gateway for delay-tolerant applications.
Thus, the controller can periodically (at significantly larger
intervals than the actual control operations) transfer data
gathered at each subnetwork to an edge cloud which can then
use it for analytics or predictive maintenance.

The scenarios where WIRT systems are expected to be
used can include mobile subnetworks (e.g., WIRT cells in a
vehicle, robots, or inside human-body). For these use-cases,
it is unlikely that devices (sensors and actuators) will move
away from the controller beyond a maximum cell radius
of 10 m. We therefore assume each device to be served by
a single controller for the whole operation time, without
the option of handing over communication to other subnet-
works. Note that, in life-critical scenarios, a WIRT installa-
tion should guarantee the necessary equipment redundancy
for fault tolerance. For example, multiple controllers can be
installed within a single subnetwork to accommodate poten-
tial controller faults. In the case of a fault of the serving
controller, its operations must be seamlessly transferred to
another controller within the subnetwork.

III. SPECTRUM OPTIONS FOR WIRT
As identified in [26], support of communication cycles in
the order of a fraction of ms with wired-like reliability leads
to a large bandwidth requirement and raises the immediate
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question on the spectrum region where WIRT could be
deployed. Millimeter-waves [32], [33] and, recently, Tera-
Hertz bands [34] have attracted tremendous attention by
both industry and academia given the availability of a large
spectrum, which can support a variety of broadband services
and challenging low latency applications including theWIRT
short communication cycles. Propagation at these frequencies
is however challenging due to cumbersome losses as com-
pared to the lower frequency bands, and further research is
needed in order to asses their suitability for WIRT.

In this article, we restrict our focus to the below 10 GHz
centimeter-wave spectrum options for WIRT. The immediate
advantage of focusing on such spectrum region is the pos-
sibility of exploiting the domain knowledge of most of the
existing radio technologies, that are operating in this range.
On the other side, such spectrum is largely populated and this
may pose a challenge towards ensuring sufficient amount of
available spectrum for WIRT.

A number of bands in the sub-6 GHz spectrum (denoted
as Frequency Range 1 (FR1)) have been specified for 5G
NR, covering the interval 1.7 GHz to 4.7 GHz, with a maxi-
mum contiguous spectrum size of 100MHz [35]. Particularly
interesting is the so called mid-band located in the 3.4 GHz-
3.8 GHz region where diverse policies of usage are emerging
on a regional basis [36]. In USA, the 3.5 GHz band is known
as Citizens Broadcast Radio Service (CBRS), with 150 MHz
available spectrum, used for radar systems but now also
available for commercial use based on a temporary license
and a dynamic spectrum access scheme [37]. Such shared-
basis approach is expected to ease the deployment of local 5G
networks since individual and costly spectrum licences are
not to be acquired [38]. Still, the usage of the 3.5 GHz band
may require the service to be provided by a mobile operator,
and a fee to be paid on an ongoing basis.

License-exempt bands eliminate the burden of relying on
an external actor for connectivity services. However, the reli-
ability of a system operating in the unlicensed spectrum may
be affected by the interference from potential coexisting radio
systems.

When focusing in the below 10 GHz spectrum region,
the obvious candidate unlicensed bands are the 2.4 GHz
and 5 GHz bands. Bands in the below 1 GHz spectrum
such as the 868 MHz or 915 MHz bands used for Low
Power Wide Area Network (LPWAN) [39], [40] are indeed
to be discarded beforehand given their limited size. The
2.4 GHz band is still rather narrow (∼83MHz) and extremely
crowded [41]. The 5 GHz band is fragmented in several
chunks with different regional regulations on channel access
mechanisms [42], [43]. Though its current usage is rather
low relative to the 2.4 GHz band, it is foreseen to increase
dramatically in the coming years [44]. Moreover, both the
US Federal Communications Commission (FCC) and Euro-
pean Telecommunications Standards Institute (ETSI) require
a Dynamic Frequency Selection (DFS) mechanism to run
at each device in the ranges 5.250 GHz - 5.350 GHz and
5.470 GHz - 5.725 GHz for avoiding interference with radar

systems operating in the same bands. Also, a Clear Channel
Assessment (CCA) procedure via Listen Before Talk (LBT)
is required for most of the available bands. This requirement
leads to significant delays and idle periods that compromise
the possibility of achieving low latency. Such procedures
are meant to avoid greedy user behaviors and ensure a fair
medium sharing but are in contrast with our need of periodic
access.

Recently, FCC has promoted additional spectrum for unli-
censed usage in the 5.925 GHz - 7.125 GHz range. This is
commonly referred to the 6 GHz band, and its regulations
are currently been defined. The current trend of extending the
availability of unlicensed access, even in the below 10 GHz
spectrum region, copes with the necessity of dealing with the
spectrum crunch due to the exponential increase of wireless
applications. Unlicensed access also eliminate the obsolete
licensing paradigm, which is known to lead to inefficient
spectrum utilization [45].

Obviously, the presented options lead to exploitable bands
of different sizes and subject to different regulations. It is
clear that regulatory mechanisms other than CCA should be
applied in case low latency applications are to be deployed
over unlicensed spectra. For example, restrictions on power
spectral density are more suited for WIRT since they do not
affect the periodicity of the transmission but only communi-
cation range and/or overall transmission time for each sensor.

In Section VI, we will estimate the required bandwidth for
supporting the challenging WIRT requirements in a dense
network, and discuss the possibility of operating WIRT as
an underlay system over bands potentially occupied by other
radio systems.

IV. SYSTEM DESIGN
In this section, we present a potential design for WIRT based
on the technology enablers identified above. We describe a
possible medium access design and highlight the possibility
for supporting cycles shorter than 0.1 ms using Orthogonal
Frequency Division Multiplexing (OFDM) modulation.

A. TECHNOLOGY ENABLERS
In [26], we identified the following main technology
enablers for the wireless support of isochronous real time
transmission:

1) Periodic transmissions with tight jitter control over a
set of pre-allocated and dedicated frequency resources
at each device in a subnetwork.

2) Blind repetitions of the same robustly coded packet
to be completed within a short time interval. We note
here that the repetitions may be redundant in cases with
successful prior transmission resulting in poor spectral
efficiency. This is however inevitable for ultra reli-
able communication with low latencies. For instance,
in [46], URLLC targeting 1 ms latency with grant free
transmission in 5GNRwas shown to result in a spectral
efficiency loss up to a factor of ×10 relative to best
effort mobile broadband. It is worth mentioning that
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FIGURE 3. Example of frame structure with symmetric UL and DL. a,b,c,. . . denotes specific communication loops which are illustrated
in Figure 2. Nch = 6 channels and Nrep = 3 repetitions are assumed. DTI, NTU and Tproc denote the device transmission interval, number of
transmission units per subframe and processing time available to the controller, respectively.

a packet repetition scheme has advantages in terms
of implementation complexity with respect to a single
transmission at a lower coding rate, since it reduces the
required buffer size at the receiver.

3) Large frequency diversity to be achieved by hopping
each of the blind repetitions over different frequency
channels. Hopping patterns used by devices in a sub-
network are to be orthogonal to avoid collisions.
Channel hopping also allows randomizing the impact
of inter-cell interference, provided devices in neighbor
subnetworks operate with different hopping patterns.
Hopping over different channels at each repetition can
indeed limit the risk that the same interferers are active
at the same time over the same channels repeatedly,
thus achieving interference diversity. It should be noted
that the anti-interference and security features of fre-
quency hopping have been successfully exploited in
other wireless technologies for both military and civil-
ian applications [47].

B. MEDIUM ACCESS
We present a design for Time Division Duplex (TDD) mode.
Such duplexing mode eases the deployment over different
spectra with respect to Frequency Division Duplex (FDD)
mode, where paired bands are required for uplink (UL) and
downlink (DL) transmissions, respectively [48]. TDD mode
results then in a more efficient spectrum utilization due to
usage of single frequency channel and elimination of the
channel separation requirement in FDD. Moreover, TDD
devices benefit from lower cost since no duplexer is needed
to isolate UL and DL transmissions [49]. We believe such
benefits are predominant with respect to the inherent delay
penalty due to the fact that UL and DL transmission can only
happen sequentially, since the latter can be counteracted via
proper system and numerology design.

A possible frame structure aiming at supporting WIRT
traffic is depicted in Figure 3. The frame is divided in an UL
and a DL subframe of duration TUL and TDL , respectively,

where the UL refers to the communication link between
sensors and controllers, and DL to the communication link
between controllers and actuators. Each sensor (or group of
sensors) reports measurements at a sampling interval equal to
the frame duration TF = TUL + TDL . Similarly, the actuators
expect to receive commands at intervals TF . We refer to a
loop as the ensemble of UL and DL transmission related to a
sensor(s)-actuator(s) pair involved in a control action.

The data plane is unidirectional, while a bidirectional con-
trol plane is needed in order to establish connection, signal
the relevant communication parameters, and eventually cor-
rect timing and jitter. A set of radio resources in the frame
should then be accommodated to support such procedures.
In a ramp-up phase, sensors can acquire the frame timing by
receiving the DL reference signals sent by the controller, and
transmit their connection requests over a predefined set of
UL frequency resources dedicated to connection establish-
ment. Upon reception of connection request, the controller
should verify the possibility of ensuring the required time
and frequency resources for this control loop, and eventually
signal it in the DL over another set of pre-allocated resources.
Also, control signaling over UL and DL can enable link
adaptation procedures. For the rest of the section, we focus
on the data plane while the design of control resources and
their appropriate mapping into the frame structure constitutes
part of our ongoing research.

The ratio between UL and DL subframe duration depends
on the type of control loop. For example, in case multiple
sensors report measurement to be used for issuing a command
to a single or a lower number of actuators, the UL subframe
should be longer than the DL subframe. TDD mode offers
an inherent flexibility for adapting to asymmetric traffic with
respect to FDD mode, where the paired UL and DL bands
are predefined [50]. We focus here on the symmetric UL/DL
case, i.e. TUL = TDL, reflecting the case with equal number
of sensors and actuators.

As suggested in [51], we define the cycle time as the
time interval starting from the transmission of a packet from
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all the pool of sensors till the reception of the commands
issued by controller to all actuators. Thus, the cycle time
corresponds to the frame duration. Observe that this defini-
tion does not include the processing time for packet gener-
ation and command processing at the sensor and actuator,
respectively.

Each subframe is divided into NTU transmission
units (TUs) where multiple devices can be frequency mul-
tiplexed over up to Nch channels. A TU can be seen as
the continuous transmission time over a specific frequency
channel from a sensor or to a specific actuator. We assume
that controllers and sensors transmit a packet over a TU,
and repeat its transmission for multiple TUs over different
channels. While the presented frame structure in Figure 3
assumes equal payload sizes (and hence, TUs with equal
duration) for all sensor-actuator pairs, the structure can be
easily adapted to support cases with different packet sizes.
For example, a TU can be longer or shorter for a group of
channels, such that smaller or larger packets can be mapped
over them at parity of spectral efficiency. This may pose
some restriction to the channel hopping scheme, i.e. hopping
might only be possible over channels whose TU duration is
sufficient for its packet size. Another possibility is tomaintain
the same TU duration for all channels, but vary the channel
size. Similarly, the hopping should only happen over channels
having the required size.

Transmissions from/to a device are then hopping over nch
channels out of the pool of Nch channels, with nch ≤ Nch.
Channel hopping allows for operating over a large band, thus
achieving frequency and interference diversity, while main-
taining a limited instantaneous bandwidth. This translates to
a lower chip cost than a wideband transceiver, but assumes
the usage of a frequency synthetizer which is able to switch
across different subbands [52].

The receiver can process the packet transmitted over
the first TU, and only process repetitions in case of fail-
ure. We assume the packet repetitions of multiple devices
to be time-interleaved on a TU-basis; this is meant to
leave sufficient time margin for the frequency synthesizer
to hop over a different band, and allows avoiding the
insertion of a time gap for such margin in the frame
structure.

We define as Device Transmission Interval (DTI), the over-
all time period for transmitting a packet, including repeti-
tions. A DTI can be assigned to a sensor in the UL and for
communication to an actuator in the DL. Observe that the
DTI is a device-specific parameter, and DTIs are staggered
among different devices. In the example in Figure 3, the DTI
of sensor a includes TUs 1-5, while the DTI of sensor g
includes TUs 2-6. The maximum processing time allocated
to the controller is, therefore, given by Tproc = TUL − TDTI,
where TDTI denotes the DTI duration. Note that the controller
processing time after each sensor transmission includes both
the time for detection of the received packet and associated
operations for issuing the appropriate command(s) to the
actuator.

In order to avoid collisions, devices within a WIRT sub-
network are allocated specific orthogonal hopping patterns.
In Figure 3, it is assumed that, given the UL/DL symmetry,
the same pattern used by a sensor in the UL is applied
to issue the command to a corresponding actuator in the
DL. This symmetry allows preserving the same Tproc for all
the communication loops, regardless of their position in the
UL/DL subframe. It can be shown (proof in Appendix) that
the maximum number of supported communication loops is
given by

NL=
⌊
NTU

2Nrep

⌋
2Nch+

NTU −

⌊
NTU
2Nrep

⌋
2Nrep

2Nrep − 1

Nch, (1)

where Nrep is the number of packet repetitions (including
the case of single transmission, i,e., Nrep = 1), and bxc
denotes the greatest integer less than or equal to x. Note that,
since each repetition is expected to happen over a different
channel, the maximum number of repetitions is equal to
the number of used channels, i.e., Nrep = nch. This also
implies that the number of repetitions needed for harvesting
frequency and interference diversity is limited by the num-
ber of available channels, Nch, and hence, by the available
bandwidth.

Observe that, while in the UL each device is transmit-
ting over a time interval TDTI (including the intervals for
hopping), in the DL the controller transmits over an entire
subframe. Also, the instantaneous bandwidth of the controller
should be as large as the Nch channels since it may need
to serve multiple frequency multiplexed actuators simulta-
neously. The controller, therefore, requires a more complex
wideband transceiver than the sensors and actuators, which
can operate over a smaller bandwidth and with a single fre-
quency synthetizer combined with hopping. An alternative to
a wideband transceiver at the controller could be the usage of
multiple narrowband transceivers operating simultaneously
over a smaller bandwidth. The design presented here can
scale to different cycle times by changing the frame dura-
tion, TF. In the case of a subnetwork supporting cycles with
different durations, TF can instead be set according to the
shortest cycle and more relaxed cycles with durations equal
to multiple of TF can be supported by interleaving UL/DL
transmissions across multiple packets, or operating at a lower
rate.

Orthogonal Frequency Division Multiplexing (OFDM)
waveform can be used in WIRT as it benefits from low
complexity for signal generation and detection [53], and for
such reasons is also currently adopted by several broadband
radio standards such as IEEE 802.11, LTE and 5G NR [54].
Subcarrier spacing, 1f , is an important parameter in OFDM
design since it defines the duration of the multi-carrier sym-
bol, and therefore, affects its robustness to frequency selec-
tive fading, hardware impairments and Doppler spread [55].
In WIRT, a TU can be mapped over a single OFDM symbol.
In case the frame is expected to support a large number of
devices and therefore includes a large number of TUs within
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TABLE 1. WIRT system design.

a 0.1 ms cycle, OFDM symbols are to be very short and
a large subcarrier spacing is to be used, e.g., >120 kHz.
A summary of the general characteristics of a WIRT sys-
tem, along with technology enablers and design features is
reported in Table 1.

V. EVALUATION METHODOLOGY
In this section, we develop a semi-analytic procedure for eval-
uating the capability of the frame structure and technology
enablers presented in Section IV for supporting ultra-reliable
short communication cycles in a dense network of WIRT
subnetworks. It is worth to mention that, it is not the object
of this article to provide a highly realistic system analysis of
dense WIRT subnetworks, which will only be possible when
the entire design (including control plane, channel coding,
signal processing) is in place. We rather aim at obtaining
insights on the order of magnitude for the required spectrum,
as well as on the impact of relevant features such as packet
repetitions and spatial diversity.

A. SCENARIO MODEL
Let us consider a deployment comprising of M subnetworks
with N sensor-actuator pairs per cell. The devices in each
subnetwork are connected to a dedicated controller located at
the center of the subnetwork. Each pair of sensor and actuator
is involved in a communication loop, i.e. each subnetwork
supports N communication loops. For simplicity, we assume
sensor and actuator in a pair to be co-located. As described
in Section IV, devices in a subnetwork are assigned orthog-
onal sets of radio resources. We assume no coordination
among the subnetworks and hence, the subnetworks are not
synchronized. The subnetworks operate over the same fre-
quency resources and can then generate mutual interference.
This can represent real-world cases such as a factory sce-
nario where WIRT subnetworks are installed over production
modules or robots, with no back-haul connection enabling

coordinated operations, or an intra-vehicle scenario in a con-
gested road.

Each communication link between sensor-controller and
controller-actuator experiences frequency selective fading,
and interference from neighbor subnetworks, which can
affect the possibility of achieving a desired outage probability
target Pout,T . We assume that a communication loop is suc-
cessful, if both paired sensor-controller (UL) and controller-
actuator (DL) links cope withPout,T . A loop is thenmarked as
failed if the outage probability, Pout, on either or both the UL
and DL transmission associated to the same sensor/actuator
pair is larger than Pout,T .
We evaluate the performance of the WIRT network in

terms of probability of loop failure (PLF). Denoting the
sets of sensor-to-controller and controller-to-actuator links
with outage probability greater than Pout,T as SUL and SDL,
respectively, the PLF can be calculated as

PLF =
|SUL ∪ SDL|

Ntotal
, (2)

where | · | denotes the cardinality of the associated set, ∪ is
the union operator, and Ntotal is the total number of commu-
nication loops in the scenario of interest.

While the outage probability, Pout is a device-level link
performance indicator measuring the probability that packets
transmitted from a given device will be lost in transit, the PLF
reflects the capability of the network to deliver the expected
service level at any location, and is therefore a measure of the
overall spatial service availability.

In the following, we present SINR and the outage proba-
bility models used for our evaluation.

1) SINR MODEL
Let us assume a block-fading model where the channel band-
width used at each TU is divided in L blocks, each experienc-
ing uncorrelated fading.
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The DL SINR of the nth actuator in subnetwork m on the
`th block can be written as

0DL
nm,`

=
γnm,`Pnm

M∑
k=1
k 6=m

βnmkγnmk,`Pnmk +
M∑
k=1
k 6=m

N∑
j=1
βnmjkγnmjk,`Pnmjk + σ 2

,

(3)

where

• γnm,` and Pnm denote the power gain of the small scale
fading component and average power for the desired link
between the nth actuator and the mth controller;

• γnmk,` (γnmjk,`), Pnmk (Pnmjk ), βnmk (βnmjk ) are the small
scale power gain, large scale interference power, and
synchronization mismatch factor from the kth controller
(jth device in the kth cell) to the nth device in cellm. The
synchronization mismatch factor denotes the fraction of
interference coming from a controller or a sensor in the
neighbor subnetwork.

• σ 2 is the received thermal noise power per block.

The large scale desired or interfering signal power is cal-
culated as (subscript indexes suppressed for simplicity)
P = 10Prx[dBm]/10, where

Prx [dBm] = Ptx [dBm]− LS [dB],

with Ptx denoting the transmit power and LS, the large scale
propagation effect, embedding the effect of path-loss and
shadowing.We consider the close-in (CI) free space reference
distance models [56] which has been used extensively for
analyzing path-loss and shadow fading in industrial channel
measurements (see e.g., [57], [58]). Thus,

LS [dB] = 20 log10

(
4π fd0
c

)
+ 10ε log10

(
d
d0

)
+ Xs [dB],

(4)

where c ∼ 3 · 108 m/s is the speed of light, d is the
distance between the transmitter and receiver, d0 = 1 m is
the reference distance, ε denotes the path-loss exponent, f
is the center frequency and Xs denotes the shadow fading
component (in dB) which is modelled as a zero mean normal
random variable with standard deviation σs.
The thermal noise power per block is instead calculated as

σ 2
= 10(−174+NF[dB]+10 log10(w))/10. (5)

Here, NF and w denote the receiver noise figure and band-
width per block, respectively.

Let us consider the interference terms in the denominator
of (3) which are summation of the large scale interference
power weighted by the random small scale power gain, γ .
In the limit of large number of subnetworks,M , γ in the sum

can be replaced by the mean γ̄ , i.e.,
M∑
m=1
M→∞

γmPm ' γ̄
M∑
m=1

Pm.

Applying this approximation to the denominator of (3) and
substituting γ̄ = 1 yields

0DL
nm,`=

γnm,`Pnm
M∑
k=1
k 6=m

βnmkPnmk +
M∑
k=1
k 6=m

N∑
j=1
βnmjkPnmjk + σ 2

. (6)

The average DL SINR per channel is obtained by taking
expectation of (6) over all fading blocks. Thus,

0DL
nm =

Pnm
M∑
k=1
k 6=m

βnmkPnmk +
M∑
k=1
k 6=m

N∑
j=1
βnmjkPnmjk + σ 2

. (7)

Following a similar procedure, the average UL SINR per
channel is obtained as

0UL
nm =

Pmn
M∑
k=1
k 6=m

N∑
j=1
βmnjkPmnjk +

M∑
k=1
k 6=m

βmnkPmnk+σ 2

. (8)

For convenience, we will henceforth drop the device and
subnetwork subscript indexing.

2) OUTAGE PROBABILITY
Let us assume that a packet of B bits is mapped at each TU
over the entire channel bandwidth W = Lw, comprising of
n OFDM symbols with d data subcarriers each; the transmis-
sion rate R is then given by

R =
B
nd
. (9)

We further assume that capacity-achieving codes are
adopted. In case of Nrx uncorrelated receive antennas and
multiple independent packet repetitions, energy of the multi-
ple transmissions can be coherently combined even in case of
previous failures. This process is known in cellular communi-
cation as chase combining [59]. Eliminating the link indexing
in (7) or (8), the outage probability after v repetitions can be
expressed as

Pout,v = Prob

 1
L

L∑
`=1

log2

1+
Nrx∑
z=1

v∑
p=1

γ`,z,p0p

 < R

 ,
(10)

where 0p denotes the average SINR on the pth channel
and γ`,z,p is the small scale power for the zth receive
antenna on the `th fading block of the pth channel. Con-
sider the term

∑v
p=1 γ`,z,p0p in (10) which is a weighted

sum of random variables, {γ`,z,p}vp=1 with same distribu-
tion and parameter(s). It is straightforward to show that∑v

p=1 γ`,z,p0p has the same distribution as γ`,z
∑v

p=1 0p,

i.e.,
∑v

p=1 γ`,z,p0p
d
= γ`,z

∑v
p=1 0p, where γ`,z has the same

distribution as {γ`,z,p}vp=1. Thus, (10) can analogously be
written as

Pout,v=Prob

 1
L

L∑
`=1

log2

1+
Nrx∑
z=1

γ`,z

v∑
p=1

0p

 < R

 .
(11)
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The outage probability over all Nrep repetitions is then com-
puted as

Pout =
Nrep∏
v=1

Pout,v. (12)

Given the transmission parameters: L,Nrep,Nrx, the average
SINR, {0p}

Nrep
p=1, and the transmission rate, R, the probability

of outage can be estimated using (11) and (12) via Monte
Carlo generation of the channel small scale gain, γ`,z, with
predefined fading distribution.

Note that the outage probability in (10) is calculated
assuming capacity-achieving codes. It is well-known that
commonly used code can approach capacity only for large
code-blocks [60], which may not be the case of the control
and command packets used in WIRT. Nonetheless, using
capacity-achieving codes prevents us from making specific
assumptions on the channel coding scheme to be used, which
is left as future design choice for WIRT. Moreover, the recent
theory of limited block-length coding reveals marginal gap
with Shannon capacities even for code-blocks of a few hun-
dreds bits [61]. Also, (10) assumes ideal channel knowledge
at the receiver, while in practice channel response for coher-
ent detection is estimated from the reference signals and can
deviate from the ideal one.

Given such idealistic assumptions, the simulation results
presented in this article can be seen as optimistic bounds, and
a performance penalty is expected in case realistic models for
channel coding and channel estimation are in place.

B. SIMULATION PROCEDURE
Based on the scenario described in Section V-A, we evaluate
the expected performance ofWIRT networks viaMonte Carlo
simulations over a sufficiently large number of deployment
snapshots. The number of snapshots is selected such that the
PLF limit of 10−6 can be estimated with high statistical con-
fidence. By applying the normal approximation of the Bino-
mial proportion confidence interval, the required number of
independent samples (i.e., the total number of devices over all
snapshots) can be expressed asNsamp = z2α/2(1−p̂)/(εp̂) [62];
where p̂ denotes estimate of the proportion corresponding
in our case to the 10−6 target PLF, ε is the error margin,
zα/2 is the 100(1− α/2)-th percentile of the standard normal
distribution and α is the confidence level. For each simulation
the number of samples is set to Nsamp = 1.536 × 108

translating to a confidence level of about 95% within a 16%
interval. The simulation involves the following steps:
1) Deployment generation: Within each snap-shot,

the layout is created by placing controllers within the
deployment area and uniformly distributing devices
within a circular cell with radius, rcell, centered at
the position of each controller. As mentioned above,
we assume in this study that the sensors and controllers
are co-located.

2) Channel Assignment:Given a predefined frame struc-
ture, devices in each subnetwork are allocated orthog-
onal channels per each TUs, including repetitions.

The channel hopping pattern is different at each sub-
network. This is meant to randomize the interference
and avoid a certain device to be persistently interfered
by the same devices when transmitting its packet repe-
titions over multiple channels.

3) Power and SINR computation: The received signal
power and interference power level are calculated using
(4) by considering the distances for desired and inter-
fering links in the deployment. The UL and DL SINR
for each loop are then calculated using (7) and (8),
respectively.

4) Outage Probability mapping: The average DL and
UL SINR at each link are mapped to an outage
probability value using (10). For practical purposes,
the theoretical outage probability curves are calculated
beforehand over a range of SINRs.

5) PLF calculation: As stated above, a loop is defined
unsuccessful if either or both the associated UL and DL
outage probabilities are higher than Pout,T . The PLF is
then calculated as ratio of the number of failed loops
over multiple snapshots to the total number of loops.

Note that the outage probability calculation is based on the
assumption that the average SINR is constant for each link.
This represents the case of a fully static scenario at a given
simulation snapshot. However, the average link SINR is re-
calculated for successive snapshots. In scenarios where the
subnetworks are moving, temporal evolution of the SINR and
other associated metrics must be modelled using appropriate
correlated channel models.
In spite of these limitations, we believe the presented

methodology can offer valuable insights on the expected per-
formance trends in dense WIRT networks. Further analysis
considering the effect of mobility, dynamic channel alloca-
tion, effect of channel imperfections and realistic codes is left
for future work.

VI. PERFORMANCE EVALUATION
We are aiming at evaluating the required bandwidth for sup-
porting a predefined PLF target in a dense WIRT network.
If the latency, reliability and availability targets are fulfilled in
such deployments, we can also conclude that aWIRT network
would be able to operate successfully in less dense scenarios.
We define 8 different configurations where the channel

bandwidth size ranges from 40 MHz to 320 MHz. A total
of Nch = 12 channels is assumed, leading to overall band-
width sizes ranging from 480 MHz to 3.84 GHz. The general
parameters associated to the configurations are presented
in Table 2. A packet size of 50 bytes is considered for both
sensor-to-controller and controller-to-actuator links. This is
consistent with 3GPP assumptions for URLLC studies in
industrial scenarios [51]. Note that a given packet size leads
to different transmission rates depending on the bandwidth
according to (9), and therefore to different outage probabil-
ities. A 90 µs frame is assumed, consisting of 20 TUs per
suframe. By setting a subcarrier spacing of 480 kHz, a TU can
be mapped over a single OFDM symbol. For all bandwidth

VOLUME 8, 2020 110181



R. Adeogun et al.: Towards 6G in-X Subnetworks With Sub-Millisecond Communication Cycles and Extreme Reliability

TABLE 2. Considered per channel bandwidth sizes and associated parameters for performance evaluation.

FIGURE 4. Example of considered deployments.The inter-distance, dc is fixed at 5 m. The subnetwork radius are rcell = 2.0 m,
rcell = 2.5 m and rcell = 3.0 m for deployments I, II and III, respectively.

configurations, it is assumed that only 80% of the subcarriers
are dedicated to data, while reference sequences for coher-
ent detection are mapped over the remaining subcarriers.
We assume for simplicity that both controller and devices
are equipped with a single transmit antenna and a maximum
of 4 receive antennas; the small form factor of sensors and
actuators may indeed prevent the usage of a larger number of
antennas. Note that we refer here to up to 4 radio-frequency
chains, which might not be supported by low cost devices.
One can envision different device categories for WIRT, e.g.,
2 antennas low class devices, and 4 antennas for high class
devices.

The general parameters of the deployments considered
in the simulations are reported in Table 3 along with
radio propagation parameters. Each deployment consists of
M = 16 subnetworks with fixed controller positions with
inter-subnetwork distance, dc = 5 m, in a 20 m × 20 m
rectangular area. To investigate the effect of deployment
choices on achievable performance, we consider the 3 sce-
narios in Figure 4 with different service - to - cell area ratio,
calculated as ε = 2 · rcell/dc:
I. Separated subnetworks with ε = 0.8.
II. Non-overlapping subnetworks with ε = 1.0.
III. Partially overlapping subnetworks with ε = 1.2.

We will refer to these deployments as I (separated),
II (non-overlapping) and III (overlapping) throughout
this article. Note that such scenarios reflect a density

TABLE 3. Simulation parameters.

of 40000 subnetworks/km2. Assuming a maximum of 4
packet repetitions, the maximum number of sensor-actuator
pairs per subnetwork supported by the frame configura-
tion presented above is obtained from (1) to be 48. In our
deployment, this corresponds to a device density ρ =

2.0 devices/m2. Lower number of devices per subnetwork
(12 and 24, corresponding to densities ρ = 0.5 devices/m2

and ρ = 1.0 devices/m2, respectively), are also considered.
The radio propagation parameters are set based on recent

measurements in industrial environments. In [56], ε and σs
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were reported to be in the range 1.2 to 2.94 and 1.59 dB
to 2.4 dB, respectively. A recent industrial channel measure-
ments study [63] also reported a range of values from 0.98 to
3.0 and 2.53 dB to 5.23 dB for ε and σs, respectively. Similar
parameter values were also reported in [57], [58]. Since the
large scale fading parameters are selected from industrial
measurements, obtained performance results is expected to
be more accurate for industrial control applications than for
other use cases. For instance, WIRT subnetworks in intra-
vehicle scenario may suffer higher shadowing on the desired
path due to blockage from tightly packed parts. These subnet-
works will also benefit from increased isolation due to metal-
lic shielding and hence, from weaker interference power.
We therefore, expect the obtained results to offer reasonable
insights for all use cases and leave further scenario-specific
evaluations to future work.

We assume that the small scale fading follows a Rayleigh
distribution. The Rayleigh fading has been identified as a
suitable model in industrial scenarios given the massive pres-
ence of metallic reflectors and scatterers that contribute to
the received power [64]. The small scale fading power coef-
ficients, γ , in (10) follow then an exponential distribution.
The number of fading blocks is calculated assuming 20 MHz
bandwidth per block.

For all configurations, we assume contiguous bandwidth
allocations with 6 GHz being the lower frequency. In the case
of the 40 MHz configuration, the overall bandwidth alloca-
tion would then be 6 GHz - 6.48 GHz, while for the 320 MHz
per channel configuration it is 6 GHz - 9.84 GHz. The large
scale pathloss effects in (4) take into account the variations in
carrier frequency across the operational bandwidth.

A. RESULTS
We now present a selection of relevant results aiming at illus-
trating the WIRT performance with the different parameter
combinations in Table 2. Fig. 5 shows the outage probabil-
ity for all configurations computed using (10) and a single
channel (v = 1). As expected, increasing the bandwidth
and the receive diversity order translates to a major reduc-
tion of the required SINR for coping with a certain outage
probability target. In particular, a large bandwidth allows
to benefit from frequency diversity gain and coding gain,
given the low coding rate. The major benefits of doubling
the number of receive antennas are due to the combination
of diversity and array gains. With 4 receive antennas and a
channel bandwidth ≥ 200 MHz, an outage probability below
10−6 can be obtained even at SINRs lower than 0 dB. Also,
curves become very steep for large bands and a high degree
of diversity; a minor variation of SINR can then lead to
a dramatic increase/decrease of the outage probability. The
theoretical outage curves in Fig. 5 are used as reference for
mapping computed SINR to outage probability in subsequent
results.

The next results show the overall network performance,
and are obtained with transmit power per channel, Pch,
of −10 dBm. For the sensors, this corresponds to the

FIGURE 5. Outage probability curves for different per channel bandwidth.
2Rx and 4Rx denote 2 and 4 receive antennas, respectively.

FIGURE 6. Distribution of combined SINR for different number of
repetitions with device density of 1.0/m2, 4 receive antennas and
12 frequency channels. The SINR values are obtained by summing per
channel values over all repetitions.

instantaneous transmit power since they are operating over
a single channel at a time. For the controller, the overall
transmit power could be up to P = Pch + 10 log10 Nch ≈

0.8 dBm in cases where all Nch = 12 channels are occupied
instantaneously. Our preliminary simulation tests have indeed
shown that this power level leads to reasonable SINR values
throughout the entire network and that no benefits are visible
when operating with a higher power. This is due to the short
transmission range and the interference-limited nature of the
deployment scenarios.

In Fig. 6, we show the cumulative distribution func-
tion (CDF) of the combined SINR over different number of
repetitions for deployments I and III with device density of
1.0/m2. As expected, increasing the number of repetitions
results in an increase in SINR thanks to the combining of the
useful energy. However, the SINR improvement diminishes
as the total number of repetitions increases, with a marginal
gain when moving from 3 to 4 repetitions.

The figure also shows that cell overlap significantly
degrades SINR. For example, for a single transmission
(Nrep = 1), there is approximately a 30 dB margin between
the deployments I and III in the tail of the CDF curves
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FIGURE 7. Effect of bandwidth and transmission repetitions on loop
failure probability with deployment II, 4 receive antennas and
12 frequency channels.

in Fig. 6. The relative benefits of repetitions are instead larger
for deployment III, reducing the gap at the tail of the CDF
curves to ∼12 dB for the case of 4 repetitions. Observe
that repetitions also reduce the spread of the SINR curves.
A plausible explanation for this is that the large frequency
diversity and energy combining diminishes significantly the
small scale fading effects resulting the instantaneous SINRs
becoming nearly equal to the average SINRs of the links.
Let us now quantify the achievable performance in terms of
PLF. Except where stated otherwise, we consider an outage
probability target of Pout,T = 10−6. We show the effect of
bandwidth and repetitions on PLF for deployment II in Fig. 7.
Similar to the outage probability, we set a target of≤ 10−6 on
the PLF. Note that lower values of PLF can be simulated but
requires much more processing power and simulation efforts.
As expected, the PLF decreases with increasing bandwidth
and/or number of repetitions. In case of single transmission
(Nrep = 1), a PLF lower than 10−3 cannot be achieved even
for a low device density for any of the configurations. For
ρ = 0.5/m2, a channel bandwidth of 160 MHz suffices for
achieving the PLF target of 10−6 with 4 repetitions, while for
high device density a channel bandwidth larger than 300MHz
might be needed.

In Fig. 8, we illustrate the impact of deployment option
as well as device density on the PLF, considering 4 receive
antennas and 4 repetitions. As expected, due to the weaker
interfering links, deployment I with separated subnetworks
yields the lowest PLF at all device densities. A PLF value
of ≤ 10−6 is achieved for this deployment with per channel
(total bandwidth) between ≥ 160 MHz (≥ 1920 MHz) and
≥ 200 MHz (≥ 2400 MHz) for device density between
0.5/m2 and 2.0/m2. For deployment II, the≤ 10−6 PLF target
is achieved at per channel bandwidth of ∼ 160 MHz and
∼ 200 MHz with device density ρ =0.5/m2 and ρ =1.0/m2,
respectively. The scenario in deployment III requires signifi-
cantly higher bandwidth to achieve the PLF target at all device
density values. This is expected considering the poor SINR
performance of the deployment in Fig. 6.

We show the effect of number of receive antennas in Fig. 9
where we plot the PLF for deployment II with 2 or 4 receive

FIGURE 8. Effects of cell overlap and density on loop failure probability
with 4 receive antennas.

FIGURE 9. Effects of number of receive antennas on loop failure
probability with deployment II. The number of receive antennas and
device density combinations with bars at the ≤ 10−6 mark indicate PLF
lower than or equal to 10−6.

antennas and different bandwidth sizes. As a consequence
of the spatial diversity gain, increase in number of antennas
from 2 to 4 results in significant decrease in PLF. For the
ρ = 0.5/m2 case with channel bandwidth greater than or
equal to 280 MHz, the target is achieved with 2 receive
antennas. All other configurations require 4 receive antennas
to meet the stringent limit on loop failure.

We present a summary of the required bandwidth config-
urations to achieve a ≤ 10−6 outage probability and a PLF
≤ 10−6 in Fig. 10. The case of deployment with overlapping
subnetworks and high device density requires larger band-
width than the maximum of 3840 MHz in our simulations.
The deployment with separated subnetworks and a low device
density can instead achieve the target with a 1920 MHz
bandwidth. Observe that the impact of the device density on
the required bandwidth is more pronounced in deployments II
and III, due to the higher interference levels. It should also be
noted that the bandwidth values are a consequence of the cho-
sen configurations and assumptions for our simulations, with
a coarse 40 MHz spacing between per channel bandwidth
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FIGURE 10. Approximate bandwidth requirement to support control
loops with ≤ 0.1 ms latency, ≤ 10−6 reliability and below ≤ 10−6

probability of failure with 4 receive antennas. The dashed line indicate
that the bandwidth required for deployment III with a 2/m2 device
density is above the limit in our simulations.

FIGURE 11. Loop failure probability versus outage probability for
deployment III with device density 1/m2 and 4 repetitions.

(and equivalently 480 MHz spacing between total bandwidth
options).

The analysis so far considered a target of ≤ 10−6 on both
outage probability and PLF. Fig. 11 shows instead the depen-
dency of PLF from the outage probability target, considering
deployment III with ρ = 1/m2. Interestingly, PLF shows a
weak dependency from the outage probability target; relaxing
the outage probability target from 10−6 to 10−3 only reduces
the PLF by a factor of ∼ ×3-5. This is a consequence of the
steep nature of the outage-SINR curves in Fig. 5, i.e., for a
configuration with a sufficiently large number of repetitions,
a large difference in outage probability can be obtained with a
very minor SINR improvement. The support of control loops
that can tolerate a more relaxed outage probability, does not
translate then to a major improvement in terms of spatial
availability of the service.

B. DISCUSSION
Results presented above have shown that a multi-GHz spec-
trum might be needed to wirelessly support control loops
shorter than 0.1 ms with a large spatial availability in a dense

WIRT network. Also, results have highlighted the major ben-
efits of packet repetitions and multi-antenna receivers.

As mentioned above, performance results can be subject
to a further penalty if more realistic models on channel
codes and non-ideal channel estimation is to be considered.
Nonetheless, the relative trends and performance gaps among
the sensitive parameters (number of repetitions, receive
antennas, channel sizes) are expected not to be affected.

Also, the analysis assumed a fixed allocation of the chan-
nels per link. In dynamic channel allocation schemes, subnet-
works should be able to sense the interference levels on the
channels allocated to each device, and eventuallymodify their
hopping pattern while ensuring orthogonality to the other
served devices. Such solutions are expected to be reduce the
overall mutual interference levels, potentially translating to
a reduction of the required spectrum. Approaches based on
games theory [65]–[69], genetic algorithms [70], or neural
networks [71] are to be explored. Also, power control [72]
and link adaptation [73] are expected to have benefits in terms
of spectrum reduction thanks to their capabilities of reducing
resource expenditure and therefore interference footprint in
the network.

The large bandwidth requirements poses obvious chal-
lenges for the support of such services in the centimeter-wave
spectrum.Asmentioned in Section III, centimeter-wave spec-
trum is indeed largely populated and even future 5G bands in
the 6 GHz spectrum do not suffice for accommodating WIRT
services.

On the other side, the favorable propagation conditions in
this spectrum region and the short range allow operation with
very low power (e.g., −10 dBm as considered in the above
analysis). This suggests the possibility of operating WIRT
as an underlay network over bands potentially occupied by
other systems. In spite of its apparent saturation, centimeter-
wave is also known to be largely underutilized on a spatial
and temporal basis [74], offering a tremendous opportunity
for WIRT.

The operational principle can be analogous to Ultra Wide-
band (UWB) technology, which provides unlicensed access
to a broad spectrum [75], [76]. FCC and the ITU define UWB
as an antenna transmission for which the emitted signal band-
width exceeds the lesser of 500MHz or 20% of the arithmetic
center frequency. In Europe, UWB signals must have instead
a minimum bandwidth of 50 MHz. For indoor applications,
the FCC imposes a maximum mean Equivalent Isotropically
Radiated Power (EIRP) of−41.3 dBm/MHz and a peak EIRP
of 0 dBm/50 MHz over the 3.1 GHz-10.6 GHz range [77],
while ECC adopts the same limitations for generic applica-
tions but over a reduced range (6-8.5 GHz) [78]. Operat-
ing over different frequency regions imposes the application
of further mitigation techniques such as Detect and Avoid
(DAA). The low power spectral density allows UWB trans-
missions to operate as underlay links that do not harm other
radio systems active in the same spectrum. Also, coexisting
radio systems are seen as narrowband interferers by UWB
links, and therefore are expected to have a minor impact on
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their performance. UWB is an optional physical layer in the
IEEE 802.15.4 standard for Low-Rate Wireless PANs (LR-
WPANs) [79], and is currently used mainly for localization
applications [80]. The low transmit power makes UWB a
suitable technology for short range transmission, and the
large accessible bandwidth makes it also attractive for WIRT.
Also, underlayUWB systems operate in unlicensedmode, but
without the obligation of using a CCAmechanism for channel
access.

In our simulations, each sensor is transmitting on a given
channel every 2NTU = 40 TUs resulting in a duty cycle
of 1/40, i.e., 2.5%. Thus, the UWB power spectral limit
for transmission over a 320 MHz channel would lead to a
maximum instantaneous transmit power of ≈ −0.2dBm,1

which is significantly larger than the −10 dBm value used;
the presented study is therefore within the accepted limit of
UWB regulations at least for the UL. In the DL, the duty cycle
is up to 50%, and the respective power density per channel
will be lower, i.e., in the order of ≈ −19 dBm. Potential
new regulations are then needed in order to run WIRT as an
underlay system in the below 10 GHz spectrum. Also, intel-
ligent mechanisms to deal with external interference might
be needed in order to preserve the required communication
quality.

VII. CONCLUSION
We have presented the design of a wireless isochronous real
time (WIRT) system for closed loop control applications.
The system consists of short range low power subnetworks
designed for services with very stringent reliability (≤ 10−6)
and extremely short cycles (≤ 0.1 ms) such as industrial
sensor-actuator level control, or intra-vehicle communication
for engine and suspension control. Design aspects including
frame structure and transmission techniques have been exten-
sively discussed, with focus on the centimeter-wave spectrum
region. Performance of the system is evaluated via a semi-
analytical procedure considering a dense deployment with
device densities up to 2/m2. Results show that a multi-GHz
spectrum is required to achieve large spatial service avail-
ability. On the other side, short range transmission and favor-
able propagation conditions in the centimeter-wave spectrum
region enable the possibility of running WIRT as an under-
lay system over spectra where other systems can potentially
be active, similarly to UWB technology. Investigation of
other enhancements such as link adaptation, dynamic channel
allocation, interference management and multiplexing of the
unidirectional data plane with bidirectional control plane is
part of our ongoing research.

APPENDIX
PROOF OF (1)
Let us define as a group, the set of TUs where concur-
rently interleaved devices are performing their transmissions

1The power density per channel, P is related to bandwidth (W [MHz]) and
duty cycle (DC [%]) via P = −41.3+ 10 log10W− 10 log10

DC
100 .

(including repetitions). For example, in Figure 3, a group
corresponds to the set of the first 6 TUs, where devices
a,b,c,d,e,f and g,h,i,j,k,l are transmitting. Since each group
has a size equal to 2Nrep, the number of supported groups in

a subframe is given by Ngr =
⌊
NTU
2Nrep

⌋
, and the total number

of loops supported in the Ngr blocks is

Nd =
⌊
NTU
2Nrep

⌋
2Nch. (13)

The remaining TUs in the subframe are then
NTU −

⌊
NTU
2Nrep

⌋
2Nrep which can accommodate another set of

Nch devices if their number is at least equal to 2Nrep− 1. The
number Nextra of additional loops that can then be supported
in the frame is equal to

Nextra =

NTU −
⌊
NTU
2Nrep

⌋
2Nrep

2Nrep − 1

Nch (14)

By summing (13) and (14), we obtain (1).
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