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ABSTRACT-In recent years, the introduction of practical and useful solutions to solve the non-intrusive load 

monitoring (NILM) as one of the sub-sectors of energy management has posed many challenges. In this paper, an 

effective and applicable solution based on deep learning called convolutional neural network (CNN) is employed for 

this purpose. The proposed method with the layer-to-layer structure and extraction of features in the power 

consumption (PC) curves of each household appliances will be able to detect and distinguish the type of electrical 

appliances (EAs). Likewise, the load disaggregation for the total home PC will be based on identifying the PC patterns 

of each EA. To do this, experimental evaluation of reference energy data disaggregation dataset (REDD) related to 

real-world data and measurement at low frequency is used. The PC curves of each EA are used as input data for 

training and testing the network. After initial training and testing by the PC data of EAs, the total PC of building 

obtained from the smart meter are used as input for each network in order to load disaggregation. The trained networks 

prove to be able to disaggregate the total PC for REDD houses 1, 2, 3, and 4 with a 96.17% mean accuracy. The 

presented results show the precision and efficiency of the suggested technique for solving NILM problems compared 

to other used methods. 
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Abbreviations    



ILM Intrusive load monitoring LP Label power-set 

NILM Non-intrusive load monitoring ML-kNN Multilabel k-nearest neighbor 

EA Electrical appliance LSTM Long short-term memory 

PC Power consumption CNN Convolutional neural network 

SVM Support vector machine REDD Reference energy disaggregation data set 

DTL Decision tree learner ReLU Rectified linear unit 

1. Introduction 

Human daily life is influenced by many issues, such as promoting energy efficiency, finding economic and 

environmental solutions such as carbon reduction and effective management of energy supply and demand. This has 

created a great interest in implementation measures in supply, management, and energy saving in the field of science and 

technology (Morais and Castro 2019; Roy et al. 2020). Today, residential and commercial buildings consume nearly 60% 

of the world's electricity. Therefore, saving energy consumption of buildings can have a significant impact on reducing 

overall energy demand. Important management of an energy system requires information about the characteristics of 

loads or appliances (Moradzadeh et al. 2020a, c). Nowadays, load disaggregation is regarded as an important program 

for the effective monitoring and management of an electric power system. Load disaggregation requires a monitoring 

system to sense the significant parameters of the circuit and be able to identify and label existing activities (Mengistu et 

al. 2019; Quek et al. 2020). Intrusive load monitoring (ILM) and non-intrusive load monitoring (NILM) are two types of 

home electrical appliances (EAs) monitoring. In the ILM model, a sub-meter is appended to each EA between the socket 

and the appliance to achieve the consumption data. A large number of sensors required by this method and lack of 

attention to consumer privacy have made this method expensive and inopportune. In NILM, the energy consumption data 

collected on smart electrical meters are analyzed through the power consumption (PC) patterns of EAs without the need 

for recording sensors in the exclusive energy consumption of home appliances (Egarter et al. 2016). With this technology, 

the next generation of smart electrical meters can give customers an insight into how much energy they spend on their 

EAs or particular tasks. Accordingly, smart electricity meters are being installed in many parts of the world and based on 

previous research predicted that by the end of 2020, about 72% of European houses would have smart electricity meters 

(Devlin and Hayes 2019; Zeinal-Kheiri et al. 2020). Smart electricity meters record the total energy consumption of each 

customer in the building, and research has shown that using the data recorded by these meters can accurately identify PC 

patterns of home appliances and their energy consumption at different times (Kong et al. 2020). 

Therefore, taking any technologies to improve NILM problems, which can detect the signature of personal appliance 

signals by reading the total PC, is of great importance in the scientific and industrial fields. As be observed in Fig. 1, an 

NILM system is built on four main steps. Identifying PC patterns of EAs and PC disaggregation of appliances that work 

simultaneously in a house is the principle of the NILM system (Morais and Castro 2019). The first step in NILM is 

accessing collected energy measurements at sufficient rate to detect specific load patterns. The sampling rate can be done 

in both high and low frequency. Since high-frequency sampling requires sophisticated hardware that results in additional 

costs in the monitoring process, low-frequency sampling is used instead. A low sampling rate of 1 Hz is typically utilized 

for NILM because it can be obtained by smart meters without modification. In the second step, behavioral data detection 

algorithms are used to identify the start and end of an energy consumption event. Every residential EA has its own unique 

consumption pattern, referred to as a home appliance signature. Detecting the PC of any EA by the collected load requires 

to detect the PC patterns of that appliance. The third stage begins with identifying PC patterns of EAs. Research shows 

that transient and steady-state features are two main class examples of household EA signatures used to recignize PC 

patterns of residential EAs. Steady-state patterns are intransitive for reconstructing the PC of each EA over time. Transient 

state patterns are short-term oscillations in the current or voltage before it becomes a steady state. In the transient state, 

due to the possibility of a low overlap of signatures based on the short duration of transient state, these state features are 

used to recognize PC patterns of household EAs. Selecting a suitable method or algorithm to extract the features and 

recognizing the PC patterns of each EA from the total data recorded in the smart electricity meter is the most important 

choice in this operation. After identifying the PC patterns of each EA, in the fourth step, it is time to identify the EA 

types. The better the feature learning and pattern recognition processes are, the more successful the identification 

operation will be (Liu et al. 2019; Morais and Castro 2019; Zeinal-Kheiri et al. 2020). 



 

Fig. 1. Main steps of the NILM system methodology 

 

A wide range of researches have been done to improve the accuracy and effectiveness of NILM methods. 

Hart et al. first presented the NILM concept in 1986 (Hart et al. 1989), and expanded it in the seminal paper by Hart 

in 1992 (Hart 1992). Subsequently, increasing the smart electricity meters in recent years has had a huge impact on 

solving NILM problems (Klemenjak and Goldsborough 2016). Some clustering techniques for NILM analysis and 

identification of certain two-state (on/off) EAs are presented in (Wang and Zheng 2012) with high accuracy coefficient. 

Some of the above approaches have some problems in identifying complex appliances that have several different 

performance modes. On the other hand, they do not perform well in recognizing multiple appliances simultaneously 

(Kelly and Knottenbelt 2012). Clustering techniques were used to resolve these deficiencies and identify the patterns of 

household EAs in (Beckel et al. 2014; Gajowniczek and Zabkowski 2015). In some simillir studies, different 

optimization-based approaches are proposed for load disaggregation (Piga et al. 2016; Bhotto et al. 2017; Zeinal-Kheiri 

et al. 2020). In some others, different techniques, based on the hidden Markov model, are used to solve the load 

disaggregation problems (Egarter et al. 2015; Ferrández-Pastor et al. 2017). 

In (Gonçalves et al. 2011; Kim et al. 2011; Parson et al. 2014; Liu et al. 2019; Moradzadeh et al. 2020b) unsupervised 

techniques have been employed to solve the NILM problems. The technique used in (Liu et al. 2019) is based on a fuzzy 

algorithm called the entropy index of competitive aggregation constraints. In some recent studies, signal processing 

techniques have been proposed for load disaggregation problems (He et al. 2018). A Cepstrum-smoothing-based 

approach is described in (Kong et al. 2015) to solve NILM problems. This method is described to deal effectively with 

the concurrent on/off events of multiple EAs. In (Bhotto et al. 2017; Wittmann et al. 2018) NILM models are based on 

mixed-integer linear programming and integer programming, respectively. 

Some applications of deep learning and machine learning focus on the activity classification of the appliances in 

question but do not consider their energy consumption estimates. For example, in (Basu et al. 2015; Tabatabaei et al. 

2017; Moradzadeh et al. 2020d) different approaches of machine learning such as binary relevance, support vector 

machine (SVM), decision tree learner (DTL), label power-set (LP), and multilabel k-nearest neighbor (ML-kNN) have 

been proposed to detect all EAs in the system under study to advance NILM objectives. In (Mauch and Yang 2016), a 

long short-term memory (LSTM) network as a deep learning applications is selected to classify the types of EAs into a 

set. Deep learning applications called convolutional neural network (CNN) and auto-encoder have been employed in 

(Sirojan et al. 2018) to predict the energy consumption of each EA from the aggregated smart meter data. Also, to estimate 

the PC of EAs in consumer sites, three different hybrid structures incorporating recurrent network structures and CNNs 

have been used in (Kong et al. 2020). In the other work for this purpose, a 6-layer CNN has been adopted (Kelly and 

Knottenbelt 2015). A CNN technique for identifying multi-state appliances is presented in (Zhang et al. 2018), in which 

low-frequency power measurements are utilized. In (Gaur and Majumdar 2018) a deep learning based technique called 

transform learning is applied for solving the NILM issues. In (Singhal et al. 2019), improving the NILM models based 

on deep learning algorithms is represented, in which transform learning and deep dictionary learning algorithms are 

adopted. 



The used method should be based on low-frequency data compatible with smart electricity meters. It should be 

appropriate for the identification of a large number of home EAs, and the proposed method should have a good 

identification performance for a large number of non-target appliances that are unknown to us. 

In this paper, CNN, as one of the powerful structures of deep learning, is used for accurate disaggregation of power 

consumption curves of residential EAs and solve the NILM problem. Here, to increase operational accuracy, we propose 

a solution based on a deep CNN architecture and low-frequency PC measurements. The proposed approach has some 

key properties compared to other machine learning and deep learning-based solutions. This method, in addition to the 

extraction of features and inherent patterns of data and strong capability to avoid over-fitting, perfectly fits with the 

practical paradigm of this issue as an innovative processing solution. It is capable of effectively training even the low 

data of electrical PC of EAs and does not require trial and error tests to adjust the coefficients and parameters of the 

network during the training phase. 

In deep learning applications, the structure of the network and how to select the input data for training and test the 

network are the most important criteria in the performance of any network. In this paper, the CNN is designed in such a 

way that in the shortest time and with the least complexity compared to the other methods mentioned in the literature 

review, recognize the behavior pattern of the least data recorded from the smart meter of the whole home. In addition, 

the contribution of the paper is technically expressed as follows and comparison with other valuable studies in Table 1: 

 CNN is employed as a framework for solutions that are fully consistent with the practical model. 

 Network training based on home appliance data is such that it requires minimum prerequisites and 

presuppositions for unseen households. 

 The proposed technique provides a pattern of behavior and detailed information about the consumption of 

each appliance for a predetermined period of several hours. 

 Input samples are selected in such a way that high-dimensional samples are divided into multiple samples so 

that instead of increasing the dimension of each sample, the number of samples from one class is high. With 

this behavior, the problems and errors related to the overfitting problems in the fully-connected layers are 

eliminated to ensure the performance of the method, even if a large number of home appliances are non-

target appliances about which we have no information. 

 The CNN method has been layered in such a way that based on the extraction of features related to the 

behavior of each EA, no direct subnet measurement data is required to identify a new unseen household. 

 Selecting the optimal number of the CNN layers, kernel size, and fully interconnected layers, and optimizing 

network parameters is one of the most important factors in achieving the highest values of the performance 

in this paper that the other papers suffer from. 

TABLE 1. Contribution of this paper in comparison to other valuable studies 

Ref. Technique Number of 

evaluated appliance 

Description Limitations 

(Hosseini et 

al. 2019) 

Markovian and 

Recurrent 
Neural Network 

(RNN) 

5 appliance - On and off mode is considered for 

each EA. 
- The network is trained with 

suitable data. 

- For each EA, the transient power 
signal was selected as the input and 

output vector to train the CNN. 

- Predictions are time-dependent and 

time intervals are effective in 
identifying the PC behavior of EAs. 

- It is not possible to predict unseen 

households. 
- Natural noise is effective in 

identifying and disaggregating the 

total PC of the household. 
- One type of dataset is utilized. 

- In all used datasets, only some of 

the special EAs in the household 
have been evaluated. 

(D’Incecco 

et al. 2020) 

Transfer 

Learning 

5 appliance - Convert the PC curves to images to 

clearly show the changes and 
behavior in them. 

- Method testing on different 

datasets. 
- View features in the PC curves of 

EAs. 

- Utilized technique is fully 
consistent with the practical model. 

- Predictions are time-dependent and 

time intervals are effective in 
identifying the PC behavior of EAs. 

- It is not possible to predict unseen 

households. 
- Natural noise is effective in 

identifying and disaggregating the 

total PC of the household. 
- The proposed method requires a 

large amount of memory to process 

data and convert it to images. 



- In all used datasets, only some of 

the special EAs in the household 

have been evaluated. 

(Morais and 

Castro 2019) 

ANNs 7 appliance - For each EA, the transient power 

signal was selected as the input and 
output vector to train the network.  

- Method testing on different 

datasets. 
- On and off mode is considered for 

each EA. 

- The network is trained with 
suitable data. 

- It is not possible to predict unseen 

households. 
- Natural noise is effective in 

identifying and disaggregating the 

total PC of the household. 
- In all used datasets, only some of 

the special EAs in the household 

have been evaluated. 
- Predictions are time-dependent and 

time intervals are effective in 

identifying the PC behavior of EAs. 
- ANNs suffer from the problems of 

overfitting in the face of big data. 

(Moradzadeh 
et al. 2020b) 

PCA 13 appliance - Behavioral patterns and features 
are clearly seen in the PC curves of 

household EAs. 

- Operates without any dependence 
on input data and extracts their 

features. 

- Utilized technique is fully 
consistent with the practical model. 

- For each EA, the transient power 

signal was selected as the input and 
output vector to PCA. 

- Evaluates the behavior of all EAs 

in the household. 

- It is not possible to predict unseen 
households. 

- Natural noise is effective in 

identifying and disaggregating the 
total PC of the household. 

- One type of dataset is utilized and 

various datasets can be employed for 
future work. 

(Welikala et 

al. 2019) 

PBN 15 appliance - For each EA, the transient power 

signal obtained directly in the smart 

meter was selected as the input and 
output vector. 

-  The priori probabilities of 

individual appliances at the current 
time instant are calculated using a 

developed fuzzy system. 

- Evaluates the behavior of all EAs 
in the household. 

- The most important information 

about each EA based on its 
consumption behavior trend is 

considered for the employed NILM 

method to find the best probable 
currently turned ON EA 

combination. 

- One type of dataset is utilized. 

- Natural noise is effective in 

identifying and disaggregating the 
total PC of the household. 

- Predictions are time-dependent and 

time intervals are effective in 
identifying the PC behavior of EAs. 

- It is not possible to predict unseen 

households. 
- One type of dataset is utilized and 

various datasets can be employed for 

future work. 
- The method used requires complex 

mathematical calculations that may 

be difficult to predict in the face of 
big data from PC curves. 

This paper CNN 15 appliance - Utilized technique is fully 

consistent with the practical model. 
- The network is trained in such a 

way that without time dependence, 

only based on the behavior pattern of 
each appliance can disaggregate the 

total PC load of the household. 
- Selecting the optimal number of 

layers and network parameters to 

extract the most and useful features 
from the consumption curves of each 

EAs. 

- Ability to predict data related to 
unseen households. 

- Ineffectiveness of natural noises in 

PC curves of EAs. 
- Trained networks are tested and 

validated with new and unseen data 

related to PC curves of appliances. 
- For each EA, the transient power 

signal was selected as the input and 

output vector to train the CNN. 
- Evaluates the behavior of all EAs 

in the household. 

- The extracted behavioral pattern 

features of each EA are not available 
and visible. 

- One type of dataset is utilized and 

various datasets can be employed for 
future work. 



 

To implement the suggested technique, the low-frequency data of the PC obtaining at the meter corresponding to 

reference energy disaggregation data set (REDD) (Kolter and Johnson 2011) is utilized. This dataset includes detailed 

PC information from several homes in the real world. 

The rest of this paper is structured as follows: Section II outlines the methodology for CNN. Section III describes the 

studied case. The CNN design and how to extract features from the PC curves are described in Section IV. Section V 

depicts the results. The comparisons of the methods used to solve the NILM problems are presented in section VI. Finally, 

the conclusions are presented in Section VII. 

2. CONVOLUTIONAL NEURAL NETWORK (CNN) 

CNN, as a multistep neural network, has made great achievements in the classification of large-scale images and 

extracting data features in recent years (Lecun et al. 2015; Moradzadeh and Pourhossein 2019a). As seen in Fig. 2, CNN 

consists of 3 layers; one or more convolutional layers for extracting the features, pooling layers for compiling these 

features, fully connected layers performed to forecast the feature vector in the output of the network, and finally, a 

Softmax function to classify the features in the last layer of the fully connected layers (Moradzadeh and Pourhossein 

2019b; Kong et al. 2020). A nonlinear activation function called rectified linear unit (ReLU) is utilized in the 

convolutional step as follows (Anthimopoulos et al. 2016; Han et al. 2019): 

𝐶𝑟
𝑛 = 𝑅𝑒𝐿𝑈 (∑𝑣𝑟−1

𝑚 ∗ 𝑤𝑟
𝑛 + 𝑏𝑟

𝑛

𝑚

)





where 𝐶𝑟
𝑛 is the 𝑛𝑡ℎ filter output in convolutional layer 𝑟, 𝜐𝑟−1

𝑚  is the 𝑚𝑡ℎ output of the last layer 𝑟 − 1, ∗ indicates the 

convolution and 𝜔𝑟
𝑛 indicates the 𝑛𝑡ℎ filter kernel of the running layer 𝑟, and𝑏𝑟

𝑛 shows the bias (Han et al. 2019). In each 

convolution layer, after identifying the features, the pooling layers act to compile the significant and most extracted 

features from each filter and moving it to the next convolutional layer as input (Anthimopoulos et al. 2016; Moradzadeh 

and Pourhossein 2019a). The Max pooling that takes the most substantial part of the input is depicted as (Han et al. 2019): 

ℎ𝑟+1
𝑛 = max  𝐶𝑟

𝑛(𝑡),      (i − 1)l + 1 ≤ t ≤ il  

where 𝐶𝑟
𝑛 shows the feature map, ℎ𝑟+1

𝑛 is the pooling layer result, 𝑙 is the local area length for pooling, 𝑖 is the number of 

input features to the pooling layer, and 𝑡 is the number of collected features by the Max pooling. After extracting and 

pooling the features, fully connected layers are formed to forecast the feature vector in the ultimate output of the network 

(Han et al. 2019). In the final step, a Softmax function is used to do the classification as follow  ( Dong et al. 2016): 

𝑂𝑗 = [

𝑃(𝑦 = 1)|𝑥; 𝜃

𝑃(𝑦 = 2)|𝑥; 𝜃
…

𝑃(𝑦 = 𝑘)|𝑥; 𝜃

] =
1

∑ exp (𝜃𝑗𝑥)𝑘
𝑗=1

[
 
 
 
exp (𝜃1𝑥)

exp (𝜃1𝑥)
…

exp (𝜃𝑘𝑥)]
 
 
 






where, 𝑘 is the number of categories and 𝛳𝑗𝑥 represents the classification layer factors (Moradzadeh and Pourhossein 

2019b). 

 

Fig. 2. Layer-to-layer structure of a Convolutional Neural Network 



3. CASE STUDY 

In this paper, the REDD, which includes aggregated and disaggregated EA data for six households in Massachusetts, 

USA is used to test the NILM applications (Kolter and Johnson 2011). The collection uses a smart power meter to record 

data. The measurements are related to 2 weeks with the 1s sampling period and some household appliances with the 3s 

sampling period (Kolter and Johnson 2011). To apply the proposed method, data from house 1, house 2, house 3, and 

house 4 of the REDD dataset were selected. Table 2 represents the types of household EAs and their target number for 

train CNN. 

4. CNN DESIGN 

The design and structure of networks play an important role in its efficiency. The optimal selection of the number of 

network layers and the size of the convolution kernel is obtained by separate experiments. In optimizing one parameter, 

the other parameters are kept constant and initial experiments are started to narrow the search range to select the optimal 

value of the desired parameter. The selection of the most optimal structure and architecture is the most important criterion 

of the network used so that it can extract even the smallest features in the behavioral pattern of PC of household EAs. 

The CNN used in this paper consists of an input layer, three convolution layers, three max pooling layers, a fully 

connected layer, and a classifier layer. The structure of each layer is described as follows: 

4.1. INPUT LAYER 

The input layer reads data and generates output to the first convolution layer. In this paper, PC related to eight days of 

home EAs was considered as input. The one - day PC was assumed a curve, and totally, eight one-day PC curves from 

each EA were forming the input layer. Fig. 3 shows samples of PC curves for the four types of EAs from REDD houses 

that were considered as inputs. 

TABLE 2. Names of the EAs considered from REDD houses 

REDD Houses Appliances (Target) 

House 1 Wall Oven (1), refrigerator (2), kitchen 

outlets (4), dishwasher (3), lighting (5), 
washer dryer (6), microwave (7), stove 

(10), bathroom ground fault interrupter 

(GFI) (8), electric heat (9), different (11) 

House 2 Kitchen outlets (1), dishwasher (2), 

lighting (3), washer dryer (4), microwave 

(5), refrigerator (6), garb (7), stove (8), 
different (9) 

House 3 Electronics (1), bathroom GFI (2), 

refrigerator (3), kitchen outlets (4), 

dishwasher (5), furnace (6), washer dryer 
(7), microwave (8), smoke alarms (9), 

lighting (10), garb (11), unknown (12), 

different (13) 

House 4 Lighting (1), furnace (2), kitchen outlets 

(3), washer dryer (4), stove (5), air 

conditioning (6), smoke alarms (7), 
dishwasher (8), bathroom GFI (9), 

disposal (10), unknown (11), different 

(12) 

 



 

 

 

Fig. 3. Examples of PC curves for the two types of EAs from two houses 

4.2. CONVOLUTION LAYER 

Convolution layers are made up of kernels as filters that are responsible for the extraction of features. During the forward 

propagation process, the features extracted from each layer acts as the next layer input and are convolves with each 

convolutional kernel in the next layer to produce convolved feature maps (a sample of convolution process presented in 

Fig. 4) (Patterson and Gibson 2017). The size of the kernel in each convolution layer affects the performance of feature 

extraction directly. The small size of the kernel leads to information loss and its large size will increase the computational 

cost rapidly (Dong et al. 2016; Peng et al. 2019). In this study and in the first, second, and third convolution layers, 5, 16, 

and 20 filters were used, respectively. The filter size of the first convolutional layer is 4×4, and this size for the second 

and third layers is 3×3. Stride is set to 1. In this paper, the conventional size of the kernels relative to the size of the inputs 

was used to prevent the data missing and redundant computations in feature extraction. It should be noted that the 

approving and selecting this size of kernels was performed after optimization of their and obtaining the most appropriate 

values of network performance. In each convolution layer, a ReLU activation function has been used. It has been proven 

that ReLU speeds up the training process and avoids over-fitting better than other activation functions. 



 

Fig. 4. Sample of convolution process: a 2×2 kernel convolves with a 3×3 input feature map to produce a 2×2 feature map 

4.3. POOLING LAYER 

In each convolution layer, the pooling layer is used to pool the features with the largest value and reduce the dimensions 

of the extracted features. Average pooling and max pooling are two common types of pooling (Patterson and Gibson 

2017). Average pooling takes the mean of input features, which may lose some useful data. Max pooling prevents the 

loss of features or information that may be lost in average pooling by taking the greatest value of the features (Bagheri et 

al. 2018; Peng et al. 2019). The max pooling has been used in this design. Fig. 5 illustrates max pooling. Each max 

pooling layer has a window dimension of 2 × 2 and stride is set to 2. 

 

Fig. 5. Illustration of a 2×2 max pooling window 

4.4. FULLY-CONNECTED LAYER 

At the end of the CNN, there are a number of fully connected layers. Here, only one fully-connected layer is used. To 

complete the CNN structure, a Softmax layer is added to the fully-connected layer. The Softmax layer performs the 

classification and prediction of the feature vector at the final output of the network. Fig. 6 shows the flowchart of CNN 

design and use. 

The PCs of residential EAs are used as inputs to the CNN input layer. The dataset was randomly divided into two 

sections: training and testing datasets. The type of appliances was considered as target data. 



 

Fig. 6. Flowchart of CNN design and use 
 

In each dataset, 65% of data was considered as training data and 35% was used to test the network. The training dataset 

was used to regulate the parameters of the network via comparing output with the target. During the process of CNN 

training, network outputs are calculated using the network's current weights and network inputs. Network error is 

calculated using the outputs and sample labels. A backpropagation algorithm is used to calculate the error derivative to 

the network weight. Finally, the weight update method is used to update the weights. By extracting the features of PC 

curves, their original nature and their consumption patterns can be achieved. 

5. EXPERIMENTAL RESULTS 

The designed network is trained with training data. The test data selected from the input data is used to test the network 

training. Fig. 7 shows the network detection and classification results for the training and testing data on the PC of the 

REDD house 1 EAs. Another network with the same design characteristics of the previous network is trained using data 

from the REDD house 2. Fig. 8 shows the network detection and classification results for the training and testing data on 

the PC of the REDD house 2 EAs. 



 

 
Fig. 7. CNN classification for the training and testing data of the REDD house 1 EAs 

 

 

Fig. 8. CNN classification for the training and testing data of the REDD house 2 EAs 

High correlation between target data and CNN prediction, and classification of household EAs type based on their PC 

patterns in REDD house 1 with a 98.25% accuracy for training and 93.55% for testing the network were shown in Fig. 

7. Due to Fig. 8, this classification was done with 97.87% accuracy for training and 96% accuracy for testing the network 

in REDD house 2. Other networks are trained with the same specifications introduced for previous network designs and 

using data related to REDD house 3 and REDD house 4. The results of network detection and classification for training 

and testing data of PC for home EAs of REDD house 3 and REDD house 4 are presented in Figs. 9 and 10, respectively. 



 

 

Fig. 9. CNN classification for the training and testing data of the REDD house 3 EAs 

 

 

Fig. 10. CNN classification for the training and testing data of the REDD house 4 EAs 

 

As with the above Figures, also a good correlation between the actual data and the CNN predict has been shown in 

these Figures. The EA types classification was done in REDD house 3 with a 97.06% accuracy for training and 94.44% 

for testing the network. This classification in the REDD house 4 was done with 98.39% accuracy for training and 97.06% 

for testing the network. It can be seen that the designed networks were able to do this with considerable accuracy. Trained 

networks containing extracted features of data (electrical PC curves) are saved. Given that these networks have the 



necessary training, they can be used to identify new data that was not among the input data. Now to test the saved 

networks to identify the types of EAs using their PC patterns, we consider some new examples of their PC as inputs to 

the networks. To do this, 15 samples of PC of each EA from each home were considered for six hours. The network 

testing to identify new data and its results must be evaluated via the metrics accuracy. Accuracy measure is calculated as 

follows (Morais and Castro 2019): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝐼

𝑇𝐼 + 𝐹𝐼







where 𝑇𝐼 and 𝐹𝐼 demonstrates the number of samples that were truly and falsely identified, respectively. 

Table 3 represents the results taken for each network for the testing data of all REDD houses 1, 2, 3, and 4. Figs. 11 

and 12 show the confusion matrix for the network for the testing data of REDD house 1 and REDD house 2, respectively. 

Figs. 13 and 14 show the confusion matrix for the network for the testing data of REDD houses 3 and 4, respectively. 

Table 3. Results for each network for the testing data of all REDD house 1, 2, 3, and 4 

Class Accuracy (%) 

Appliance REDD 

House 1 

REDD 

House 2 

REDD 

House 3 

REDD 

House 4 

Dishwasher 100 100 100 100 

Kitchen outlets 100 100 100 100 

Lighting 100 93.3 100 100 

Washer dryer 100 100 93.3 100 

Stove 100 100 100 100 

Refrigerator 93.3 100 100 - 

Microwave 93.3 100 100 - 

Bathroom GFI 100 - 93.3 100 

Furnace - - 100 100 

Electronics - - 100 100 

Garb - 100 93.3 - 

Wall oven 100 - - - 

Smoke alarm - - - 86.6 

Air conditioning - - - 100 

Electric heat 100 - - - 

Unknown - - 100 93.3 

Different 86.6 93.3 86.7 86.6 

General 97.6 98.6 97.45 97.25 

 
Fig. 11. REDD house 1 confusion matrix 



 
Fig. 12. REDD house 2 confusion matrix 

 
Fig. 13. REDD house 3 confusion matrix 



 
Fig. 14. REDD house 4 confusion matrix 

 

Due to the Figs. 11 and 12, it can be seen that the trained network was prosperous in the identification proceeding of 

the EAs with 97/6% accuracy for REDD house1 and 98/6% accuracy for REDD house 2. In a total of 165 samples for 

REDD house 1, the network did not correctly identify 4 cases, and in a total of 135 samples for REDD house 2, the 

network did not correctly identify 2 cases. 

According to Figs. 13 and 14, it can be seen that the trained network was prosperous in the identification proceeding 

of the EAs with 97.45% accuracy for REDD house 3 and 97.25% accuracy for REDD house 4. In a total of 195 samples 

for REDD house 3, the network did not correctly identify 5 cases, and in a total of 180 samples for REDD house 4, the 

network did not correctly identify 5 cases. 

Results show the high effectiveness and precision of the suggested technique in detecting patterns of PC of household 

EAs. The main objective in solving the NILM problems is the identification and disaggregation of the total home PC at 

different times. Knowing which appliances were most consumed during peak hours of consumption or other hours of the 

day can contribute to the excellent planning of energy management. To do this, samples of total home PC were considered 

as inputs to each saved network. Eighty-five samples (each of which corresponding to two hours) were selected from the 

PC of the entire house to be disaggregated based on PC patterns of each EA. Table 4 presents the results for each saved 

network related to the total PC data for load disaggregation of all REDD houses 1, 2, 3, and 4. 

Based on the results in Tables 4, it can be concluded that if CNN is properly designed, it will be able to easily identify 

and classify test data or any new data with high accuracy. Accordingly, the saved networks in this paper were able to 

easily disaggregate and classify the total home PC samples from each dataset using prior training. The use of transient 

state signals from the PC of any EA as input, reducing the computational cost of measuring data, and the need for no 

complicated calculations in the detection operation are the advantages of the proposed method over other traditional and 

common methods. 

Table 4. The results of identifying the PC of entire houses using saved networks 

House Number of 

Samples 

TI FI Accuracy 

(%) 

REDD House 1 85 82 3 96.47 

REDD House 2 85 80 5 94.11 

REDD House 3 85 82 3 96.47 

REDD House 4 85 83 2 97.64 

General 340 327 13 96.17 

6. COMPARISONS OF METHODS 



Demonstrating the effectiveness of the proposed method is achieved by comparing the results with other methods used 

in this regard. The average accuracy obtained for all the EAs of all four houses studied in this paper is compared with the 

results obtained in other papers. All of the comparison methods have been applied to the REDD dataset. Given that in 

each of the works done in this regard, division of the database for training, testing and validation operations is not the 

same, the direct comparison should be done with caution. Table 5 shows the comparison of the results of the different 

methods with the proposed method in this paper. Using power signals as network inputs, which reduces computational 

costs, extracting the features of PC data in several steps to identify and classify PC patterns of EAs, and the use of low 

frequency (1 Hz) signals to implement the proposed method through the use of low-cost meters for all similar real-world 

data are the advantages of the proposed method over other methods. 

Table 5. Comparison of the Accuracy of different methods using the REDD dataset and the number of categorized appliance types 

Appliance 

Identification Method 

Remarks Accuracy 

Proposed Method Using all appliances from 

REDD houses 1, 2, 3, and 4 

96.17% 

AANNs (Morais and 

Castro 2019) 

Using 7 appliances selected 

from the REDD 

95.4% 

PCA (Moradzadeh et 

al. 2020b) 

Using all appliances from 

REDD houses 1, 2, and 3 

94.68% 

PBN (Welikala et al. 

2019) 

Using all appliances from 

REDD 

85.5% 

Basic NILM (Dinesh et 

al. 2016) 

Using all appliances from 

REDD 

79.7% 

Bayesian Classifier 

(Zeifman 2012) 

Using 9 appliances selected 

from the REDD 

83% 

Viterbi algorithm 

(Zeifman 2012) 

Using 9 appliances selected 

from the REDD 

88.1% 

Supervised DT (Liao et 

al. 2014) 

Using 9 appliances selected 

from the REDD 

76.4% 

Additive FHMM 

(Kolter and Jaakkola 
2012) 

Using 7 appliances selected 

from the REDD 

71.3% 

OLDA (Hart et al. 

1989) 

Using 7 appliances selected 

from the REDD 

84% 

7. CONCLUSION 

In this paper, an application of Deep Learning based on feature extraction for the effective performance of the NILM was 

presented. This approach that was able to identify types of residential electrical appliances (EAs) by extracting and 

identifying the power consumption (PC) patterns is called Convolutional Neural Network (CNN). The extraction of 

sensible features and recognition of the electrical PC patterns of each EA in the load disaggregation gives consumers the 

information they need to be aware of their PC in any time period. Low-frequency sampled data from the Reference 

Energy Data Disaggregation Dataset (REDD) were selected to test the suggested procedure through various performance 

criteria. PC curves received from each residential EA at diverce times were employed as input data for CNN. By 

implementing the presented procedure to the input data and training the networks, the PC patterns were saved as a 

toolbox. Subsequently, these saved networks were used to disaggregate the samples of whole residential PC. By applying 

the proposed solution, the PC of household EAs was predicted from the total PC of the house at diverse time horizons. 

Saved networks showed that they were able to disaggregate the total PC with a 96.17% mean accuracy for the used 

dataset. It should be noted that the suggested solution could be utilized for all measured data in the real world. 
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