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Abstract: The three-phase LC-filtered voltage source inverter (VSI) is subjected to uncertain and time-variant parameters and disturbances, e.g., due to aging, thermal effects, and load changes. These uncertainties and disturbances have a considerable impact on the performance of VSIs control system. It can degrade system performance or even cause system instability. Therefore, considering the effect of all system uncertainties and disturbances in the control system design is necessary.

In this respect and to tackle this issue, this paper proposes an adaptive model predictive control (MPC), which consists of three main parts, an MPC, an augmented state-space model, and an adaptive observer. The augmented state-space model considers all system uncertainties and disturbances and lumps them into two disturbance inputs. The proposed adaptive observer determines the lumped disturbance functions, enabling the control system to keep the nominal system performance under different load conditions and parameters uncertainty. Moreover, it provides load current sensorless operation of MPC, which reduces the size and cost, and simultaneously improves the system reliability.

Finally, MPC selects the proper converter voltage vector that minimizes the tracking error based on the augmented model and outputs of the adaptive observer. Simulations and experiments on a 5 kW VSI examine the performance of the proposed adaptive MPC under different load conditions and parameters uncertainty and compare them with the conventional MPC.

Keywords: voltage source inverter (VSI); model predictive control (MPC), adaptive control, adaptive observer, sensorless operation, augmented state-space model, microgrid (MG).

1. Introduction

Nowadays, three-phase LC-filtered voltage source inverters (VSIs) have found widespread applications in renewable energy resources, such as ac microgrids, distributed generation systems, energy storage systems, and uninterruptible power supplies, to produce a stable sinusoidal output voltage of the desired magnitude and frequency under different load conditions [1-6]. Several high performance control schemes have been reported to meet this goal, including proportional-integral (PI) and proportional-resonant (PR) control methods [5-10], model predictive control (MPC) method [1-3], [11-13], sliding mode control (SMC) method [14-17], and adaptive control methods [4,5], [18-20].

PI and PR control methods usually use a cascaded or dual loop structure. An inner current control loop for better disturbance rejection and improve system stability. And an outer voltage control loop to achieve zero steady-state error and generate the reference signal for the inner control loop [8-10]. They are well known to obtain zero steady-state error and provide a smooth control input.
However, their dynamic is limited due to the cascaded control loops and employed many integrators and resonators. Also, under nonlinear load conditions, they need harmonic compensators (HCs), which leads to extra complexity and computational burden [7]. Moreover, they are usually designed based on a continuous-time model. Contrary to the practical implementation of them, which are generally based on the powerful digital processors. Therefore, this conflict may lead to some discretization errors.

Unlike the PI and PR control methods, MPC is known for coincident to the discrete nature of VSI and simplicity in digital implementation. Also, an excellent dynamic performance due to the inverter output voltage’s direct regulation is another essential advantage of FS-MPC. Despite these advantages, their performance is sensitive to control system delays and parameter mismatches, which may lead to system instability [1,2], [11-13], [21,22]. Moreover, they need extra load current sensors to provide a good disturbance rejection, increasing system size, and cost, and measurement losses of VSIs. To reduce the number of sensors, many sensorless MPC using different observers and estimators have been proposed so far [1], [11,12], [23,24]. However, high sensitivity to model and parameter mismatches has remained a significant drawback.

SMC is a robust control method against parameter uncertainties and unknown disturbances. In SMCs, the tracking problem of the n-dimensional system is converted to a stabilizing problem of one scalar variable (called a sliding variable). Therefore, it dramatically simplifies the tracking problem for high-order systems. High chattering in the control input and the infinite time convergence of tracking variables to zero are mentioned as the major drawbacks of this method [14-17], [25-27].

The previous control methods are designed for the worst-case scenario and employ a fixed structure with constant control gains, which increases system conservatism. Unlike them, adaptive control is a control method with adjustable control gains. The control gains can be updated based on the adaption mechanism concerning the variable or initially uncertain parameters in the controlled system. Therefore, this control method keeps the system performance and stability at the desired level under different conditions.

Generally, adaptive control methods can be classified into two categories: indirect adaptive control (IAC) and direct adaptive control (DAC) [28]. In IAC, at first, system parameters and disturbances are estimated based on a proper online identification technique; afterward, control gains will be updated based on the estimated values. It is worth mentioning that the IAC also reveals the plant information used for other control and protection goals [5], [18], [29,30]. Contrary to IAC, DAC directly calculates the control gains based on a proper adaption mechanism, eliminating the identification parts, and reducing the computational burden [4], [19,20].

Both branches provide good performance against uncertainties and varying parameters. However, the convergence of the system and control parameters is only ensured if the required level of persistent excitation (PE) of the system inputs and outputs is available [28]. Otherwise, only the estimated parameters converge bounded values and not the desired values. Moreover, these methods use many adaption gains that are usually tuned based on trial and error. Whereas, they have a significant influence on the system performance and parameters convergence. These problems would be more severe where the number of uncertain parameters and disturbances increased. Therefore, a possibility of divergence and instability due to improper control and gain tuning always exists.

This paper proposes an adaptive model predictive voltage control for an LC-filtered VSI to address the aforementioned issues associated with previously presented control methods and benefit from their advantages. Firstly, in the proposed control method, an augmented state-space model is proposed, which lumps all system structured and unstructured uncertainties in two disturbances inputs, one for inductor current dynamic and the second for capacitor voltage dynamic. Therefore, it does not need to estimate each uncertain parameter and disturbance individually, which reduces the computational burden and the required PE. Afterward, two adaptive observers are presented to evaluate disturbances inputs and make augmented model implementation possible. Finally, based on the augmented state-space and estimated outputs and disturbances, an MPC scheme is employed. MPC calculates the optimum converter voltage vector, which minimizes a defined cost function,
including tracking error, switching efforts, and overcurrent protection, under the uncertain parameters and disturbances.

In summary, the proposed adaptive MPC based voltage control keeps the fast dynamic response and ease of digital implementation of the MPC. It also simultaneously reduces the sensitivity to model uncertainties. Moreover, the load current sensorless operation of MPC is provided since load currents are considered in the augmented model’s disturbance inputs, which are already estimated by the observers.

In the following sections, the dynamics of a three-phase LC-filtered VSI are described in section II. Section III presents the conventional MPC. The proposed control method, which includes three mains subsections, an augmented state-space model, adaptive observers, and MPC-based voltage control, is discussed in Section IV. After that, to evaluate the performance of the proposed control method and the conventional one, simulation and experimental results are presented in section V. Finally, this paper is concluded in Section VI.

2. System Dynamics on an LC-Filtered VSI

A single-line diagram of the studied three-phase LC-filtered VSI is shown in Figure 1, which consists of a three-phase VSI connected to loads through an LC output filter. Based on Figure 1 and Kirchhoff’s Laws, the system equation can be written as:

\[
\begin{align*}
L_f \frac{di_f}{dt} &= v_{inv} - v_o \\
C_f \frac{dv_o}{dt} &= i_f - i_o
\end{align*}
\]

(1)

where, \(v_{inv}\) and \(v_o\) are output voltage of the inverter and capacitor voltage, \(i_f\) and \(i_o\) are the inductor and load currents. \(L_f\) and \(C_f\) are the filter inductance and capacitance to filter the PWM (pulse-width modulation) harmonics. Therefore, system state-space equation can be written as:

\[
\frac{dx(t)}{dt} = Ax(t) + Bv_{inv}(t) + Dv_o(t)
\]

\[
x = \begin{bmatrix} i_f \\ v_o \end{bmatrix}, A = \begin{bmatrix} 0 & -1 \\ \frac{1}{L_f} & 0 \end{bmatrix}, B = \begin{bmatrix} \frac{1}{L_f} \\ 0 \end{bmatrix}, D = \begin{bmatrix} 0 \\ -\frac{1}{C_f} \end{bmatrix}
\]

(2)

where, \(x\), \(v_{inv}\) and \(v_o\) are system states, control and disturbance inputs, and \(A\), \(B\), and \(D\) are the state and input matrices. The practical implementation of MPC is based on the discrete state-space model of the system dynamics. This discrete state-space model can be obtained by discretizing (2) with the sampling period \(T_s\):

\[
\begin{align*}
x(k + 1) &= A_d x(k) + B_d v_{inv}(k) + D_d v_o(k) \\
A_d &= e^{AT_s} = L_f^{-1}(s I - A)^{-1}L_f \\
B_d &= \int_0^{T_s} e^{A_d(T_s-\tau)}B d\tau \\
D_d &= \int_0^{T_s} e^{A_d(T_s-\tau)}D d\tau
\end{align*}
\]

(3)

3. Conventional MPC

In the conventional MPC, Figure 1a, the main goal is selecting the inverter voltage vector that minimizes a cost function. Indeed, the output voltage (\(v_o\)) is predicted for all possible inverter voltage vectors (\(v_{inv}\)) based on the state-space model (3) and measured signals. Then, the inverter voltage vector produces the output voltage with minimum error to the reference one is selected, saved, and applied in the next sampling period. And this procedure is repeated in each sampling period [1-2], [11-13].
To compensate for one sample control delay, the predicted output voltage at the beginning of the \((k+2)\)th period is required, which is calculated based on the predictive model (3) for different available converter output voltage vectors given as:

\[
v_o(k+2) = A_v(2,1) i_v(k+1) + A_v(2,2) v_o(k+1) + B_v(2,1) v_o(k+1) + D_v(2,1) i_v(k+1)
\] (4)

In the above equation, the sample \((k+1)\) system states are estimated via the state-space model in (3) and measured signals at sample \(k\). Moreover, it is usually assumed that the load current variations in two consecutive samples are negotiable, i.e., \(i_o(k+1) \approx i_o(k)\).

The predicted voltages in (4) are examined in the following cost function, then the optimum voltage vector \((v_{\text{inv}})\) that minimizes the cost function is selected.

\[

g = g_{sv} + \lambda_{sv} g_{sw} + g_{vf} = \begin{cases} g_{sv} & \text{if } |i_f(k)| \leq i_{f,max} \\ \text{inf} & \text{if } |i_f(k)| > i_{f,max} \end{cases}
\] (5)

As can be seen in (5), the proposed cost function includes different terms. In summary, the main goal of \(g_{sv}\) is the minimization of the voltage tracking error. \(g_{sw}\) has switching efforts to control switching frequency and switching losses, and finally, \(g_{vf}\) exposes the inverter (inductor) current constraint. In (5), \(SW\) and \(\lambda_{sv}\) are gating signals and the constant weighting factor. Weighting factor is usually tuned by trial and error and simulation and experiment to compromise the tracking error and average switching frequency and, consequently, switching losses. However, many efforts have been made to systematically choose weighting factors, as discussed in [31].
The conventional MPC has a simple concept and an appropriate steady-state performance and fast dynamic response. However, as can be concluded from (4), it depends on the system model’s accuracy. Therefore, uncertainties in the system parameters may degrade the expected system performance or even cause system instability. Moreover, for good disturbance rejection, needs an extra current sensor to measure load currents. Although it provides a simple and good disturbance rejection, it increases the system cost and volume. Also, it decreases the system reliability due to extra components that are subject to damage. To overcome the mentioned issues in the following section, an adaptive MPC is proposed based on the augmented state-space model, which includes all system uncertainties and disturbances. Moreover, a proper adaptive observer is presented to identify this augmented state-space model.

4. Adaptive MPC

As shown in Figure 1b, the proposed control method is based on an augmented model and an adaptive observer to include all model uncertainties and simultaneously eliminate load current sensors. In the following, the proposed augmented model is presented, and after that, an adaptive observer to estimate model uncertainties and disturbances will be discussed.

4.1. Augmented states space model

The value of parameters $L_f$ and $C_f$ are not precisely known in practice, and they could vary from the nominal amounts. Therefore, system state-space equation (3) by considering parameters mismatch

\[
\begin{align*}
A_j &= A_{jn} + \Delta A_j, \\
B_j &= B_{jn} + \Delta B_j, \\
D_j &= D_{jn} + \Delta D_j
\end{align*}
\]

and load current as a disturbance input can be written as:

\[
x(k+1) = A_{jn}x(k) + B_{jn}v_{inv}(k) + G_{jn}w(k)
\]

\[
w = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = G_{jn}^{-1} (\Delta A_j x(k) + \Delta B_j u(k) + D_j i_n(k) + n)
\]

\[
G_{jn} = \begin{bmatrix} D_{jn}(1,1) & 0 \\ 0 & D_{jn}(2,1) \end{bmatrix}, n = \begin{bmatrix} n_1 \\ n_2 \end{bmatrix}
\]

Also, $\Delta$ denotes the deviation from the nominal values, and $n_1$ and $n_2$ represent un-modeled dynamics and system nonlinearities as unstructured uncertainties. It is worth noting that the (6) is known as the system’s augmented state-space model, which includes all system uncertainties and disturbances. Moreover, as seen in (6), all system structured (parametric) and unstructured uncertainties are lumped in disturbance input $w$.

4.2. Adaptive observer

In this subsection, an adaptive observer is presented to obtain the augmented model and estimate the lumped disturbances ($w$). Observer also helps the control system to compensate for delays due to digital implementation by estimating signals and disturbances one sample ahead. It also eliminates the load current sensors, which increase system reliability by removing some physical components subject to damages. Finally, higher noise immunity and size and cost reduction are the other essential advantages of the observer’s determined signals.

An adaptive observer for inverter current dynamic can be constructed as follows:

\[
\begin{align*}
\hat{j}_o(k+1) &= A_{jn}(1,1)\hat{j}_o(k) + A_{jn}(1,2)v_o(k) + B_{jn}(1,1)v_{inv}(k) + D_{jn}(1,1)\hat{v}_i(k) + G_1 (\hat{i}_o(k) - \hat{i}_o(k)) \\
\hat{v}_i(k+1) &= \hat{v}_i(k) + G_2 (\hat{i}_o(k) - \hat{i}_o(k))
\end{align*}
\]

where, symbol “$\hat{}$” denotes the estimated values, and $G_1$ and $G_2$ are the observer gain. The estimation error dynamics using (6) and (7) are:
Using (6), (7), and (8) and neglecting the disturbance changes in each sampling period ($w(k+1) \approx w(k)$), the error dynamics can be rewritten as:

\[
\begin{bmatrix}
    e_p(k+1) \\
    e_u(k+1)
\end{bmatrix} =
\begin{bmatrix}
    A_{du}(1,1) - G_1 & D_{du}(1,1) \\
    -G_2 & 1
\end{bmatrix}
\begin{bmatrix}
    e_p(k) \\
    e_u(k)
\end{bmatrix} + \begin{bmatrix}
    D_{du}(1,1) \\
    1
\end{bmatrix} e_w(k)
\]

(9)

Therefore, the observer gains must be chosen such that the eigenvalues of the observer ($\text{eig}(A_{ob1})$) are placed inside the unit circle, which makes the estimation error dynamics of (9) asymptotically stable [12], [24].

The same procedure as done for the inductor dynamic observer, can be employed to design the capacitor dynamic observer. The final results are:

\[
\begin{bmatrix}
    \hat{v}_1(k+1) \\
    \hat{w}_2(k+1)
\end{bmatrix} =
\begin{bmatrix}
    A_{du}(2,1) & A_{du}(2,2) \\
    B_{du}(2,1) & D_{du}(2,2)
\end{bmatrix}
\begin{bmatrix}
    \hat{v}_1(k) \\
    \hat{w}_2(k)
\end{bmatrix} +
\begin{bmatrix}
    A_{du}(2,1) & 0 \\
    B_{du}(2,2) & D_{du}(2,2)
\end{bmatrix}
\begin{bmatrix}
    \hat{v}_1(k) \\
    \hat{w}_2(k)
\end{bmatrix}
\]

(10)

Moreover, the observer gains ($G_3$ and $G_4$) can be calculated in such a way the following estimation error dynamic is asymptotically stable, and eigenvalues of the observer ($\text{eig}(A_{ob2})$) are located inside the unit circle:

\[
\begin{bmatrix}
    e_{u1}(k+1) \\
    e_{u2}(k+1)
\end{bmatrix} =
\begin{bmatrix}
    A_{du}(2,2) - G_3 & D_{du}(2,1) \\
    -G_4 & 1
\end{bmatrix}
\begin{bmatrix}
    e_{u1}(k) \\
    e_{u2}(k)
\end{bmatrix} + \begin{bmatrix}
    D_{du}(2,1) \\
    1
\end{bmatrix} e_{ui}(k)
\]

(11)

where the estimation error dynamics are:

\[
\begin{bmatrix}
    e_{ui}(k) \\
    e_{u2}(k)
\end{bmatrix} =
\begin{bmatrix}
    v_i(k) - \hat{v}_i(k) \\
    w_2(k) - \hat{w}_2(k)
\end{bmatrix}
\]

(12)

5. Simulation and Experimental Results

The experimental setup in Figure 2 was prepared to check the theoretical analysis. The laboratory setup includes a three-phase 5 kW VSI, a three-phase resistive load, and an LC-type output filter. The DS1007 dSPACE system platform is also employed to drive the VSI and realize both control methods. Moreover, to generate switching pulses and digitalize the measured currents and voltages, a DS5101 digital waveform output board and an Analog-to-Digital DS2004 board are used, respectively. The parameters of three-phase UPS are given in Table 1.

The steady-state performance of the conventional and the proposed adaptive MPC under linear and nonlinear loads are shown in Figures 3 and 4, respectively, which includes output voltages and current and voltage tracking error. Figures confirm the acceptable steady-state error and low THD of the output voltage under both control methods and different load conditions. It is worth noting that the average switching frequency of the proposed control method and the conventional one under linear (nonlinear) load are 5.7 kHz (5.3 kHz) and 5.8 kHz (5.3 kHz), respectively.

Moreover, the transient performance of both control methods under a step change of resistive load is shown in Figure 5. In this figure, the load power has been suddenly changed from zero to nominal ones. This figure shows excellent transient response and also disturbance rejection using the model predictive control method.

In the previous tests, both control methods have almost the same performance since the filter parameters’ nominal values are used. However, the conventional MPC employs extra load current sensors, while the proposed MPC only uses the estimated signals provided by the adaptive observer.
Figure 2. Experimental setup to implement the conventional MPC and the proposed adaptive MPC on a three-phase LC-filtered VSI.

Table 1. System parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power</td>
<td>5 [kW]</td>
</tr>
<tr>
<td>Line voltage (rms)</td>
<td>400 [V]</td>
</tr>
<tr>
<td>Output frequency (f)</td>
<td>50 [Hz]</td>
</tr>
<tr>
<td>Inductor (L)</td>
<td>4 [mH]</td>
</tr>
<tr>
<td>Capacitor (C)</td>
<td>20 [µF]</td>
</tr>
<tr>
<td>DC-link voltage (V_{dc})</td>
<td>700 [V]</td>
</tr>
<tr>
<td>Sampling time (T_s)</td>
<td>25 [µs]</td>
</tr>
<tr>
<td>Linear Load</td>
<td></td>
</tr>
<tr>
<td>Three-phase resistive load</td>
<td>30 [Ω]</td>
</tr>
<tr>
<td>Nonlinear Load</td>
<td></td>
</tr>
<tr>
<td>Three-phase diode-bridge rectifier</td>
<td>60 [Ω]</td>
</tr>
<tr>
<td>Resistive load</td>
<td></td>
</tr>
<tr>
<td>Control Parameters</td>
<td></td>
</tr>
<tr>
<td>( \lambda_{sw} )</td>
<td>0.5</td>
</tr>
<tr>
<td>Observer Poles</td>
<td>0.03,0.05,0.35,0.95</td>
</tr>
</tbody>
</table>

Figure 3. Simulation results showing steady-state performance under nominal linear load (5 kW), (a) the proposed adaptive MPC, (b) conventional MPC.

\[ THD_{in} = 0.8 \% \]
\[ THD_{in} = 0.7 \% \]
Figure 4. Simulation results showing steady-state performance under nominal nonlinear load (5 kW), (a) the proposed adaptive MPC, (b) conventional MPC.

Figure 5. Simulation results showing transient performance under step change of the load from zero to 5 kW of the VSI, (a) the proposed adaptive MPC, (b) conventional MPC.

The effect of filter parameter uncertainties is investigated in Figure 6, where a 75% error in the filter capacitance is considered as an example. As can be seen, under this condition, the THD of the output voltage under conventional and the proposed MPCs are 7.8% and 3%, respectively. Moreover, the steady-state error under conventional MPC is about twice the proposed ones. Therefore, this parameter uncertainty significantly degrades the performance of the conventional MPC, while the proposed adaptive MPC based on the augmented state-space model and the adaptive observer can adequately tackle this issue. The adaptive observer outputs are shown in Figure 7, including estimated capacitor voltages, inductor currents, lumped disturbances, and estimation errors.

In Figure 8, the performance of the conventional and the proposed control methods in terms of the steady-state error and THD of the output voltage for a wide range of filter parameters uncertainties is investigated, which confirms the excellent robustness of the proposed control method over a wide range of parameters variations. In this figure, $e_L$ and $e_C$ are errors between the real values of the filter inductance and capacitance and the estimated ones in the control system:
\[ e_L = \left( \frac{L_c - L_f}{L_f} \right) \times 100, \quad e_C = \left( \frac{C_c - C_f}{C_f} \right) \times 100 \] (13)

\( L \) and \( C \) are the filter inductance and capacitance, and subscripts \( f \) and \( c \) denote the output filter and control system parameters.

Figure 6. Simulation results showing steady-state performance under nominal load (5 kW) and 75% error in the initial value of filter capacitance \((e_c = 75\%)\), (a) the proposed adaptive MPC, (b) conventional MPC.
Figure 7. Simulation results showing outputs of the proposed adaptive observer under nominal load (5 kW) and 75% error in the initial value of filter capacitance ($e_C = 75\%$), (a) estimated capacitor voltages and voltage estimation errors (b) estimated inverter currents and current estimation errors, (c) and (d) estimated disturbance inputs and disturbance estimation errors.

Figure 8. Simulation results showing robustness analysis of the proposed adaptive MPC and conventional MPC against the filter parameters uncertainties, (a) voltage tracking error, (b) THD$_{\infty}$. 
Finally, to evaluate the testability of the proposed control method in practice, many tests have been carried out in the laboratory setup. Performance of the proposed adaptive MPC under different conditions, including steady-state operation under linear and nonlinear loads, and transient performance and load current disturbance rejection are shown in Figure 9. The experimental results are the same as the simulated ones and confirm the proposed method’s excellent performance in practice.

In the end, it is worth noting that the proposed adaptive MPC improves system robustness and provides load current sensorless operation, however at the same time, it does not increase the complexity and computations of the conventional one considerably. Indeed, the conventional MPC employs the state-space model in (3) and measured signals to compensate for the control delay. In contrast, the proposed adaptive MPC replaces the open-loop estimator (3) with the closed-loop ones in (7) and (10). Therefore, as can be seen from (3), (7), and (10), the proposed estimator has eight more sums and four multiplications, which is negligible regarding the total calculations and existence of powerful processors. However, these extra computations remarkably increase the system performance and provide the proposed control method’s sensorless operation, which increases the system reliability, and reduces the cost and size.

Figure 9. Experimental results showing performance of the proposed adaptive MPC under different conditions, (a) and (b) steady-state performance under linear and nonlinear loads, and (c) transient performance under step change of the load from zero to 5 kW.
6. Conclusions

An adaptive MPC based on the augmented state-space model and the adaptive observer in a three-phase LC-filtered VSI has been proposed in this work. Unlike the conventional ones, all system uncertainties and disturbances are considered and estimated by the adaptive observer in the proposed control method. The adaptive observer can also provide the load current sensorless operation, which reduces size and cost and simultaneously improves the system reliability. Moreover, extensive simulations and experiments have examined both control methods’ performance under different load conditions and uncertain parameters. Results confirm significant advantages of the proposed adaptive MPC over the conventional one regarding the steady-state error and THD of the output voltage.
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Nomenclature

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSI</td>
<td>Voltage source inverter</td>
</tr>
<tr>
<td>LC</td>
<td>Inductor and capacitor filter</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional-integral</td>
</tr>
<tr>
<td>PR</td>
<td>Proportional-resonant</td>
</tr>
<tr>
<td>MPC</td>
<td>Model predictive control</td>
</tr>
<tr>
<td>SMC</td>
<td>Sliding mode control</td>
</tr>
<tr>
<td>HC</td>
<td>Harmonic compensator</td>
</tr>
<tr>
<td>IAC</td>
<td>Indirect adaptive control</td>
</tr>
<tr>
<td>DAC</td>
<td>Direct adaptive control</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse-width modulation</td>
</tr>
<tr>
<td>THD</td>
<td>Total harmonic distortion</td>
</tr>
</tbody>
</table>
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