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Abstract—In practical microgrids, the inhomogeneous initial values are widely appeared due to soft-starting operation. If traditional model order reduction approaches are applied, the input-output maps error between the original system and reduced-order system is large. To address this problem, this paper proposes a reduced-order aggregate model based on balanced truncation approach to provide the preprocessing approach for the real-time simulation of large-scale converters with inhomogeneous initial conditions in DC microgrid. Firstly, the standard linear time-invariant model with inhomogeneous initial conditions is established through non-leader multiagents concept. To end this, it is convenient for scholars to build complex system modeling with switched topology. Furthermore, the full system is divided into two components, i.e., the unforced component with non-trivial initial conditions and forced component with null initial conditions. Moreover, this paper presents an aggregated approach that involves independent reducing component responses and combining reducing component responses. Based on this, the input-output maps error is reduced. Then, the approximated error estimate of the reduced-order aggregate model regarding large-scale converters in DC microgrid is first provided, which provides prior knowledge and theoretical basis for DC microgrid designers. Finally, the simulation results illustrate the accuracy of the proposed approach.

Index Terms—large-scale converters, inhomogeneous initial conditions, reduced-order aggregate model, balanced truncation approach.

I. INTRODUCTION

HIGH penetration of renewable energy sources has increased the number of power electronics converters in DC microgrids [1]. Scalable models with limited computational complexity are critical to model and analyze the dynamic characteristics of large numbers of converters in the real-time simulation aspect [2]. Although model order reduction approaches have been widely used for the system consisting of large-scale converters, the initial values requirement is always ignored, or it is avoided through making the restrictive assumption that the initial values are zero [3]-[4]. Due to the soft-starting operation, there is no doubt that the system initial values are not always zero [5]. If initial values are wrongly ignored, the input-output maps error will be large, which is difficult for real-time simulators to adopt this reduced order model. To address this problem, this paper proposes a reduced-order aggregate model based on balanced truncation approach to provide the preprocessing approach for the real-time simulation of large-scale converters with inhomogeneous initial conditions in DC microgrids.

For power system consisting of large-scale converters, there are three main equivalent modeling approaches, i.e., impedance-based approach, transfer function based approach and state-space based approach [6]-[11]. Therein, the impedance-based approach paid more attentions on interactive stability assessment, which was not suitable for real-time simulation [6]-[7]. Although the transfer function based approach was applied to real-time simulation, it was difficult for the system with numerous converters to obtain the full order model [8]. To sum up, the state-space based approach became an advisable choice for real-time simulation [9]-[11]. For AC microgrids, the state-space function model of the converters without voltage/current cascaded controller was established in [9]. Moreover, the full order state-space function model regarding the small-scale microgrid was built in [10]. For DC microgrids, the state-space function model of the converters with plug-and-play (PnP) regulator and \( V - I \) droop controller was built in [11]. Nevertheless, for numerous converters, the high order state-space function model should be established [8]. Detailed representations of large-scale converters yielded more accurate conclusions but demand high calculative burden, calling thus for the rapid development regarding model order reduction approaches [12].

Model order reduction approaches regarding state-space function were widely researched in the real-time simulation aspect [12]-[26]. From the timescale and physical property viewpoint, the singular perturbation approach was proposed to reduce model order [12]. Although this approach was much intuitive to construct in dynamical models consisting of multiple timescales, the detailed physical representation of small-perturbation parameter \( \varepsilon \) was difficult for scholars to
obtain [13]. To sum up, another series of mathematic model order reduction approaches were proposed in turn, such as slow-coherency method, Krylov-subspace method, Gramian-based method and so on [14]-[16]. Additionally, model order reduction approaches were applied to different fields [17]-[26]. For wireless power transfer systems, dynamic phasor-based reduced-order models were proposed in [17]. For fast power system simulations, an adaptive nonlinear model reduction approach was proposed in [18]. For Li-Ion batteries, reduced-order electrochemical models were presented in [19]. For complex wind farms, a trajectory piecewise-linear approach was applied to reduce model order in [20]. For large sparse small-signal electromechanical stability power systems, the system parameter preserving model order reduction approach was designed in [21]. For islanded droop-controlled microgrids, inter-inverter oscillations based reduced-order models were proposed in [22]. For the DC microgrid with large-scale converters, a reduced-order method based on quadratic eigenvalue problem (QEP) theorem was proposed in [23]-[24], which effectively simplified the stability analysis. Moreover, a power-flow model based on Kron reduction was derived to analyze the power-flow of the large-scale DC microgrid, thus obtaining the analytic existence condition for feasible power-flow by using nested interval theorem [25]. Furthermore, one singular perturbation approach was proposed to reduce the model order through multiple timescales [26]. However, the foresaid pieces of literature always ignored initial values or made the restrictive assumption that the initial values were zero. Due to the soft-starting operation, the above assumption will no longer hold, which results in huge input-output response errors based on traditional model order reduction approaches. Since one perfect reduced-order model ought to exist one reduced state-space vector and mimic the simulated input-output response with the desired accuracy while requiring one lower computational burden [12]. To this end, for eliminating the impact of inhomogeneous initial conditions, this paper proposes a reduced-order aggregate model based on balanced truncation approach to provide the preprocessing approach for the real-time simulation of large-scale converters. Undoubtedly, the proposed model order reduction approach can also be extended into other fields, such as AC microgrids, AC/DC hybrid microgrids and so on. The main advantages of this paper are shown as follows:

1) The standard linear time-invariant model with inhomogeneous initial conditions is established through non-leader multiagent concept. Based on this, it is convenient for scholars to build complex system modeling with switched topology or “plug and play” feature;

2) For the foresaid system, the reduced-order aggregate model based on balanced truncation approach is presented to provide preprocessing for the real-time simulation. With these efforts, the errors between the output variables of the full order model and the output variables of the reduced order model are reduced;

3) Utilizing the mathematical theorem, the approximated error estimate of the reduced-order aggregate model regarding large-scale converters is provided in this paper. Based on this, the prior knowledge and theoretical basis can be provided for

DC microgrid designers.

The remainder of this paper is shown as follows. The full-order state-space model based on non-leader multiagent concept is built in Section II, which is consisting of inhomogeneous initial conditions. Furthermore, the reduced-order aggregate model based on balanced truncation approach is proposed to provide preprocessing for the real-time simulation in Section III. And in Section IV, the approximated error estimate of the reduced-order aggregate model regarding large-scale converters is provided through mathematical theorem. In Section V, the simulation results are provided to verify the effectiveness of the proposed reduced-order aggregate model. Finally, the conclusion is given in Section VI.

II. STATE-SPACE FUNCTION MODEL OF LARGE-SCALE CONVERTERS WITH INHOMOGENEOUS INITIAL CONDITIONS

The classical topological structure of the DC microgrid consisting of various distributed generators (DGs) is depicted in Fig. 1. Meanwhile, this structure will be changed accordingly to assume the presence of the number of DGs [11]. According to Kirchoff’s voltage and current laws, the model of DGs is obtained as follows:

$$C_{fi} \frac{dV_i}{dt} = I_{fi} - \frac{V_i}{R_{Li}} + \sum_j \frac{V_j - V_i}{R_{ij}}$$

$$L_{fi} \frac{dI_{fi}}{dt} = V_{0i} - V_i - R_{Li} I_{fi}$$

where $V_i$ and $V_j$ represent the interfaced voltage of the $i^{th}$ agent and $j^{th}$ agent, respectively. $R_{fi}$, $L_{fi}$ and $C_{fi}$ represent the RLC filter of the $i^{th}$ DG, respectively. $V_{0i}$ and $I_{fi}$ represent the output voltage and current of the $i^{th}$ DG, respectively. $R_{Li}$ represents common resistor load. $R_{ij}$ represents the line resistance between the $i^{th}$ agent and the $j^{th}$ agent. Therein, the multiagent concept can be found in AC microgrids [27].
Based on this, the state-space function of the DC microgrid can be obtained as follows:

\[
\begin{align*}
\frac{d}{dt}\bar{x}_i(t) &= \bar{A}_{ii}\bar{x}_i(t) + \sum_{j=1}^{N} \bar{A}_{ij}(\bar{x}_i(t) - \bar{x}_j(t)) + \bar{B}_{ii}\bar{u}_i(t) \\
\bar{y}_i(t) &= \bar{C}_{ii}\bar{x}_i(t)
\end{align*}
\]

where \(\bar{x}_i\), \(\bar{u}_i\) and \(\bar{y}_i\) are the state variable, input variable and output variable of the \(i\)th agent, respectively. Therein, \(\bar{x}_i(t) = (V_i, I_i)^T\), \(\bar{u}_i(t) = V_{ii}\), \(\bar{y}_i(t) = m_i I_{fi}\), and \(m_i\) is the \(V-I\) droop coefficient, which is introduced in the following section. Furthermore, \(\bar{A}_{ii} = \begin{bmatrix} \frac{-1}{C_i R_{Li}} & -\frac{1}{C_i L_{fi}} & -\frac{1}{L_{fi}} \\ \frac{1}{C_i R_{Li}} & \frac{-1}{C_i L_{fi}} & -\frac{1}{L_{fi}} \end{bmatrix}\), \(\bar{B}_{ii} = \begin{bmatrix} 0, \frac{1}{L_{fi}} \end{bmatrix}^T\) and \(\bar{C}_{ii} = \begin{bmatrix} 0, m_i \end{bmatrix}\).

The power loss has been reflected through RLC filter circuit \(R_{fi}\) and line impedance \(R_{ij}\) to this end, they are embedded in system model. Meanwhile, the influence of branch has been embedded into the system model through \(R_{ij}\). In order to achieve the power sharing among various DGs and stability operation, the zero controller and primary controller are embedded into the interfaced converter, i.e., plug and play (PnP) controller and \(V-I\) droop controller [11, 28]. According to the literature [28], the PnP controller is shown as follows:

\[
\bar{u}_i(t) = n_{i,1} V_i + n_{i,2} I_{fi} + n_{i,3} \int_0^t (V_{ref,i} - V_i) dt
\]

where \(n_{i,1}\), \(n_{i,2}\) and \(n_{i,3}\) represent PI controller coefficients of the \(i\)th DG, respectively. \(V_{ref;i}\) represents the reference voltage of the \(i\)th DG. Based on the literature [28], the zero controller is asymptotically stable, if the parameters of the zero controller satisfy the following constraint conditions.

\[
\begin{align*}
n_{i,1} &< \left( \frac{1}{R_{fi}} + \frac{1}{R_{Li}} \right) \times (R_{fi} - n_{i,2}) + 1 \\
n_{i,2} &< \frac{L_{fi}}{C_{fi}} \left( \frac{1}{R_{ij}} + \frac{1}{R_{Li}} \right) + R_{fi} \\
n_{i,3} &\in (0, (n_{i,1} - 1) (n_{i,2} - R_{fi}) / L_{fi})
\end{align*}
\]

Furthermore, the \(V-I\) droop controller is adopted as the primary controller to achieve power sharing among various DGs and voltage regulation. And the detailed \(V-I\) droop controller is provided as follows:

\[
V_{ref,fi} = V_i^* - m_i I_i
\]

where \(V_i^*\) represents the output voltage of the \(i\)th DG when unloading, \(m_i\) is the \(V-I\) droop coefficient of the \(i\)th DG, which can be chosen based on the literature [11] to ensure controller asymptotical stability. In order to remove the integral item \(n_{i,3} \int_0^t (V_{ref,i} - V_i) dt\), define \(\bar{z}_i(t) = \int_0^t (V_{ref,i} - V_i) dt\), \(n_{i,3}^p = [n_{i,1}, n_{i,2}, n_{i,3}]^T\) and \(A_i^* = [-1, -m_i]\). To this end, the following reduction function can be provided:

\[
\begin{align*}
\bar{u}_i(t) &= n_{i,1} x_i(t) + n_{i,2} \bar{z}_i(t) \\
\frac{d}{dt} \bar{z}_i(t) &= A_i^* \bar{z}_i(t) + V_i^*
\end{align*}
\]

According to (3)-(4) and (7)-(8), the total state-space function of DC microgrid, which is based on non-leader multiagent concept, is estimated as follows:

\[
\begin{align*}
\dot{x}_i(t) &= (A_i + \sum A_{ij}) x_i(t) - \sum A_{ij} x_j(t) + B_{ii} \bar{u}_i(t) \\
y_i(t) &= C_i x_i(t)
\end{align*}
\]

where \(A_{ii} = \begin{bmatrix} A_{ii} & B_{ii} R_{fi} \bar{B}_{ii} \bar{R}_{fi} \end{bmatrix} = \begin{bmatrix} A_{ii} & B_{ii} R_{fi} \bar{B}_{ii} \bar{R}_{fi} \end{bmatrix} \), \(B_{ii} = \begin{bmatrix} n_{i,1}^p \\
0 \end{bmatrix}\), \(C_{ii} = \begin{bmatrix} \bar{C}_{ii} \end{bmatrix}^T\), \(x_i = (\bar{x}_i^T(t), \bar{z}_i^T(t))^T\), \(u_i = \bar{u}_i, y_i = \bar{y}_i\). Thus, the standard linear time-invariant model with inhomogeneous initial conditions is established through non-leader multiagents concept.

**Remark 1:** Each subsystem can be regarded as one agent. Therein, it is convenient for scholars to obtain the state matrix \(A_{ii}\), input matrix \(B_{ii}\) and output matrix \(C_{ii}\) for each agent. Furthermore, the coupling relationship between two agents can be reflected through \(A_{ij}\). Finally, the overall state-space function is provided through each agent. It is through introducing the non-leader multi-agents concept, that the system modeling process can be easier to understand and operate. Although the modular model look the same, the parameters of the state matrix \(A_{ii}\), input matrix \(B_{ii}\) and output matrix \(C_{ii}\) for each agent are different. The real system structure, such as common resistor load \(R_{L,i}\) RLC filter and so on, is reflected through detailed parameters. For example, the overall load in one DC microgrid is represented as \(R_{L,i}\).

Based on this, the full-order state-space function is shown as follows:

\[
\begin{align*}
\dot{x}(t) &= A x(t) + B u(t) \\
y(t) &= C x(t)
\end{align*}
\]

where \(A \in R^{3N \times 3N}, B \in R^{3N \times N}, C \in R^{N \times 3N}\), and \(N\) represents the number of the DGs in the DC microgrid. If the parameters of the zero and primary controllers satisfy the fore-said constraint conditions, the DC microgrid is asymptotically stable. Due to soft-starting operation, it is impossible in the practical system that \(x_0 = (V_0, L_{fi}, \bar{z}_0(t))^T = (0, 0, 0)^T\).

**Remark 2:** Unfortunately, the traditional model order reduction approach is not suitable for the system with \(x_0 \neq 0\), which is shown in (14)-(15). For example, consider the two-dimensional linear time-invariant system with inhomogeneous initial conditions:

\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix} -0.5 & 0 \\ 0 & -0.5 \end{bmatrix} x(t) + \begin{bmatrix} 0.01 & 0 \\ 0 & 0 \end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} x(t) \\
x(0) &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\end{align*}
\]

The Hankel singular values of the system are \(\lambda_1 = 1, \lambda_2 = 0.01\), respectively. Since \(\lambda_2 \ll \lambda_1\), the one-dimensional reduced order model is provided [16]:

\[
\begin{align*}
\dot{x}_r(t) &= -0.5 x_r(t) + \begin{bmatrix} 0 & 1 \end{bmatrix} u(t) \\
y_r(t) &= \begin{bmatrix} 0 & 1 \end{bmatrix} x_r(t) \\
x_r(0) &= 0
\end{align*}
\]

Especially, \(\|y(t) - y_r(t)\|_{L_2(0,\infty)} = 1\) with trivial input \(u = (0, 0)^T\) is found through simulation verification, which
is shown in Fig. 2. To this end, the norm of the output error between the original system and reduced-order system is constantly equal to the unit, which is not accepted for real-time simulations.

III. REDUCED-ORDER AGGREGATE MODEL BASED ON BALANCED TRUNCATION APPROACH

For large-scale converters, it is exorbitantly expensive to apply the resulting mathematical models (14)-(15) with high order to the real-time simulation. To this end, it is advisable to reduce the dimension of large original systems for low computational burden. For the linear state-space systems researched in this paper, the balanced truncation method is superior to the state truncation in terms of approximation error, which is found in the literature [29]. Based on this reason, the balanced truncation approach is chosen in this paper to achieve model order reduction. In this section, two model order reduction approaches without/with inhomogeneous initial conditions are introduced for large input-output systems, which are based on balanced truncation.

A. Model order reduction approach with homogeneous initial conditions

Firstly, the basic model order reduction approach is introduced for the DC microgrid without soft-starting operation in this subsection. Consider the DC microgrid (20)-(21) with homogeneous initial conditions:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \quad x(0) = 0 \quad (20) \\
y(t) &= Cx(t) \quad (21)
\end{align*}
\]

Since the DC microgrid (14)-(15) is stable and in that case, the Lyapunov equation (22) and (23) have a unique positive semi-definite solution [16]. Thus, the reachability Gramian \(P\) and the observability Gramian \(Q\) of the DC microgrid are the unique positive-definite ways to the Lyapunov functions, which are shown in (22)-(23). Meanwhile, it is convenient for scholars to obtain \(P\) and \(Q\) through Matlab.

\[
\begin{align*}
AP + PA^T + BB^T &= 0 \quad (22) \\
A^TQ + QA + C^TC &= 0 \quad (23)
\end{align*}
\]

The process of the balanced truncation approach is shown as follows: Firstly, define that \(U\) and \(L\) represent Cholesky factors of \(P\) and \(Q\), respectively, e.g., \(P = UU^T\) and \(Q = LL^T\). Secondly, compute the singular values decomposition (SVD) of \(U^TL = G \sum H\) where \(\sum = diag(\lambda_1, \lambda_2, ..., \lambda_n)\). The values \(\{\lambda_i\}_n\) represent the Hankel singular values regarding the DC microgrid (20)-(21). There is no doubt that only one part of the SVD with the large characteristic roots, which are beyond the preset threshold value, should be provided with their associated left/right singular vectors. Thirdly, for one preset reduction order \(r\), Let’s

\[
\begin{align*}
V_r &= UG_rS_r^{-0.5} \\
W_r &= LH_sS_r^{-0.5}
\end{align*}
\]

where \(G_r\) and \(H_r\) represent the leading \(r\) columns of \(G\) and \(H\), respectively. \(S_r = diag(\lambda_1, \lambda_2, ..., \lambda_r)\), \(\lambda_r > \lambda_{r+1}\). The mismatch value between original system and reduced-order system is embedded into order reduction process, which determines the order of the reduced-order system through \(\lambda_r\) and \(\lambda_{r+1}\). Once the mismatch value is set through power engineers, the order of the system will be determined [3]-[4]. Finally, the state matrix, input matrix and output matrix of the order-\(r\) reduced model for the DC microgrid are obtained through balanced truncation approach, which are shown as follows:

\[
\begin{align*}
A_r &= W_r^TAV_r \\
B_r &= W_r^TB \\
C_r &= CV_r
\end{align*}
\]

Based on this, the order-\(r\) reduced state-space model of the DC microgrid is shown as follows:

\[
\begin{align*}
\dot{x}_r(t) &= A_rx_r(t) + B_ru_r(t) \quad x_r(0) = 0 \\
y_r(t) &= C_rx_r(t)
\end{align*}
\]

Remark 3: There is no doubt that the original system inherent characteristics can be reserved. Therein, the DC microgrid is asymptotically stable. Furthermore, the input-output maps error between the original system and reduced-order system satisfies equation (31) [16].

\[
\|y(t) - y_r(t)\|_{L_2} \leq 2 \sum_{i=r+1}^{n} \lambda_i \|u(t)\|_{L_2} \quad (31)
\]

where \(\|X\|_2 \triangleq \left(\int_0^\infty X(t)^T X(t) dt\right)^{0.5}\) represents the norm in the function space \(L_2^\infty\) of square Lebesgue integrable functions \(X : [0, \infty) \rightarrow R^n\). Because the Hankel singular values are computed consecutively, the number of \(r\) is chosen based on the preset error estimation.

B. Model order reduction approach with inhomogeneous initial conditions

In practice, it is impossible that each converter is started without consideration of the soft-starting operation. Based on this, the reduced-order aggregate model based on balanced truncation approach for DC microgrids with inhomogeneous initial conditions is proposed to provide preprocessing for the real-time simulation in this subsection. The output variable \(y(t)\) of the DC microgrid (14)-(15) can be rewritten through utilizing the Duhamel formula, which is shown as follows:

\[
y(t) = Ce^{At}x_0 + \int_0^t Ce^{A(t-\tau)}Bu(\tau) d\tau
\]

where \(A = \begin{bmatrix} A_r & B_r \\ 0 & 0 \end{bmatrix}\), \(B = \begin{bmatrix} B_r \\ 0 \end{bmatrix}\), \(u(\tau)\) is the input signal, \(t \geq 0\), \(x_0\) is the initial condition, \(y(t)\) is the output, \(L\) is the output matrix, \(\lambda\) is the characteristic root, \(\tau\) is the time variable, \(u(t)\) is the input, \(A\) is the state matrix, \(C\) is the output matrix, \(H_r\) represents the leading \(r\) columns of \(H\), \(G_r\) represents the leading \(r\) columns of \(G\), \(S_r\) represents the Hankel singular value of the DC microgrid.
Define
\[
y_{x_0 \rightarrow y}(t) = Ce^{At}x_0 \quad (33)
\]
\[
y_{u \rightarrow y}(t) = \int_{0}^{t} Ce^{A(t-\tau)}Bu(\tau) \, d\tau \quad (34)
\]
where \(e^{At}\) represents the matrix exponential. For (33), \(y_{x_0 \rightarrow y}(t)\) represents the response from the initial condition \(x_0\) with zero input variable to system output variable, i.e., \(u(t) = 0\). For (34), \(y_{u \rightarrow y}(t)\) represents the response from the input variable \(u(t)\) with homogeneous initial conditions to system output variable, i.e., \(x_0 = 0\). As a result, since (32) can be linearized into (33) and (34), which satisfies the linearity of the underlying dynamics, the output variable \(y(t)\) is the superposition of \(y_{x_0 \rightarrow y}(t)\) and \(y_{u \rightarrow y}(t)\), i.e.,
\[
y(t) = y_{x_0 \rightarrow y}(t) + y_{u \rightarrow y}(t).
\]
In order to derive the proposed model order reduction approach in detail, the initial value \(x_0\) is rewritten as follows:
\[
x_0 = A_0\xi_0 \quad (35)
\]
For some \(\xi_0 \in \mathbb{R}^{n_m}\), in which the columns of \(A_0\) form the basis for subspace of the related initial condition. Therein, the detailed solving process of \(A_0\) is provided in Section 2 regarding the literature [3]. Based on this, the \(y_{x_0 \rightarrow y}(t)\) can be rewritten, which is shown as follows:
\[
y_{x_0 \rightarrow y}(t) = Ce^{At}A_0\xi_0
\]
To this end, the \(y_{x_0 \rightarrow y}(t)\) can be regarded as the response of one dynamical system, which is shown in (37)-(38).
\[
\dot{w}(t) = Aw(t) + A_0w(t), \quad w(0) = 0 \quad (37)
\]
\[
y_{x_0 \rightarrow y}(t) = Cw(t) \quad (38)
\]
where \(v(t) = \xi_0\delta(t)\), and \(\delta(t)\) represents the Dirac delta distribution. Based on this, the parameter approximation problem for \(y_{x_0 \rightarrow y}(t)\) (the response to an initial condition with unforced component) can be transformed into one model order reduction problem for one dynamical system with homogeneous initial conditions.

Therefore, the proposed reduced-order aggregate model based on balanced truncation approach can be obtained through paralleled unforced component with nontrivial initial conditions and forced component with null initial conditions. Firstly, the balanced truncation approach, which is introduced in Section III.A, is applied to the following dynamical system.
\[
\dot{x}(t) = Ax(t) + Bu(t), \quad x(0) = 0 \quad (39)
\]
\[
y_{u \rightarrow y}(t) = Cx(t) \quad (40)
\]
According to balanced truncation approach, the corresponding reduced-order model for forced component with null initial conditions is provided as follows:
\[
\dot{x}_{r_1}(t) = A_{r_1}x_{r_1}(t) + B_{r_1}u(t), \quad x_{r_1}(0) = 0 \quad (41)
\]
\[
y_{r_1}(t) = C_{r_1}x_{r_1}(t) \quad (42)
\]
where \(r_1\) represents the dimension of the proposed reduced-order model for forced component. Similarly, the balanced truncation approach can also be applied to the dynamical system (37)-(38). To this end, the corresponding reduced-order model for unforced component with nontrivial initial conditions is provided through balanced truncation approach, which is shown as follows:
\[
\dot{x}_{r_2}(t) = A_{r_2}x_{r_2}(t) + B_{r_2}u(t), \quad x_{r_2}(0) = 0 \quad (43)
\]
\[
y_{r_2}(t) = C_{r_2}x_{r_2}(t) \quad (44)
\]
where \(r_2\) represents the dimension of the proposed reduced-order model for unforced component. In the end, in order to approximate the total output variable \(y(t)\) in (14)-(15) with \(x_0 = A_0\xi_0\), the superposition of the output variable \(y_{x_0 \rightarrow y}(t)\) in (33) and \(y_{u \rightarrow y}(t)\) in (34) with \(v(t) = \xi_0\delta(t)\) is reduced in parallel. With these efforts, the final approximation of the output variable \(y_r(t)\) can be provided as follows:
\[
y_{r}(t) = y_{r_1} + y_{r_2} \quad (45)
\]
Under zero initial conditions, the unforced component will be ignored, and the proposed model order reduction approach will be the same as the traditional model order reduction approach [16]. The system with zero initial conditions is one particular case for this paper. This scenario illustrates that the proposed approach in this paper can be suitable for different cases, which is an important advantage. Due to the soft-starting operation for DC microgrids, there is no doubt that the power system initial values are not always zero [5]. If initial values are wrongly ignored, the input-output maps error will be large, which is difficult for real-time simulators of DC microgrids to adopt this reduced order model. For this special case, an improved model order reduction approach based on the literature [4] is first applied in DC microgrids, which is an important innovation. Meanwhile, the error bound theorem is also first applied in power system. Before real-time simulation, the errors between the output variables of the full order model and the output variables of the reduced order model can be provided through error bound theorem. If this error can be accepted through DC microgrid designers, the DC microgrid system designer can use the reduced-order model to design the secondary controller and research the dynamic characteristics. Under this case, the full order model can be ignored and real-time simulation process can be cancelled. To this end, it is very significant to apply to DC microgrids rather than stay at the theoretical level. Furthermore, for this special system, a DC microgrid, the system model should be built in advance. Based on this model, the subsequent model order reduction approach can be studied. That is exactly what this paper does. In order to reduce computational burden, the process of the model order reduction with inhomogeneous initial conditions can be divided into two phases, i.e., off-line phase and on-line phase. Therein, the foresaid two parts in (45) can be obtained in parallel through an off-line phase before utilizing the reduced order model for real-time simulation. The detailed process can be shown in Algorithm 1 and Algorithm 2.

Remark 4: In order to decrease the computational burden, the model order reduction process of balanced truncation can be replaced by the other previous model order reduction approaches, such as Iterative Rational Krylov Algorithm (IRKA), Sparse LRCF-ADI (SLRCF-ADI) and so on.
Algorithm 1 Off-line Phase: Construct the basic reduced-order aggregate model

**Input:** The dynamical system matrices $A$, $B$, $C$, and the initial condition matrix $A_0$.

**Output:** Reduced mappings for $F_{uightarrow y}$ and $F_{x_0ightarrow y}$.

1: Approximating $F_{uightarrow y}$: Apply model order reduction approach to $F_{uightarrow y}$: $\dot{x}(t) = Ax(t) + Bu(t)$, $x(0) = 0$, $y_u(t) = Cx(t)$;
2: Obtain the reduced-order model $F_{ruightarrow y}$ for forced component, i.e., $F_{ruightarrow y}$: $\dot{x}_1(t) = A_1x_1(t) + B_1u(t)$, $x_1(0) = 0$, $y_1(t) = C_1x_1(t)$;
3: Approximating $F_{x_0ightarrow y}$: Apply model order reduction approach to $F_{x_0ightarrow y}$: $\dot{w}(t) = Aw(t) + A_0v(t)$, $w(0) = 0$, $y_2(t) = C_2w(t)$;
4: Obtain the reduced-order model $F_{rx_0ightarrow y}$ for unforced component, i.e., $F_{x_0ightarrow y}$: $\dot{x}_2(t) = A_2x_2(t) + B_2u(t)$, $x_2(0) = 0$, $y_2(t) = C_2x_2(t)$.

Algorithm 2 On-line Phase: Construct the reduced-order aggregate model for real-time simulation

**Input:** The initial condition $x_0$ and the forcing term $u(t)$.

**Output:** The approximate reduced-order output variable $y_r(t)$.

1: Compute $\xi_0$ such that $x_0 = A_0\xi_0$;
2: Simulate $F_{ruightarrow y}$ with input variable $u(t)$ and homogeneous initial condition to provide the output variable $y_r(1)$;
3: Simulate $F_{x_0ightarrow y}$ with null input variable $u(t) = 0$ and inhomogeneous initial condition $\xi_0$ to provide the output variable $y_r(2)$;
4: Compute approximate output variable: $y_r(t) = y_r(1) + y_r(2)$.

[16]. Meanwhile, the other model order reduction process is not changed, which is an important advantage for the proposed model order reduction approach. Furthermore, the MATLAB code for model order reduction approach with homogeneous initial conditions can be found at the website: https://sites.google.com/site/rommes/software, which is provided in the literature [16]. Furthermore, the load practical DC microgrid usually changes over time, which results in the parameter perturbations. Fortunately, this issue has been solve in the previous literature [21], where the parameter perturbation term can be reserved in the reduced-order process. Based on this, if the model order reduction process of balanced truncation in this paper is replaced through the parameter preserving model order reduction approach in the literatures [21], the parameter perturbation problem can be well solved. Meanwhile, one real DC microgrid has various DGs, such as solar generator, wind generator and so on. Fortunately, the researches regarding certain generator have been widely proposed in the previous literatures, such as wind generator, Li-Ion and so on. For each specific DG, the state-space function should be rebuilt to reflect the different dynamic characteristics. This paper pays more attention on general system, and each DG is regarded as an ideal DC voltage source. This operation has been widely applied in the previous literatures [21]-[26]. Of course, once the state-space function is provided, the proposed model order reduction approach in this paper can also be applied to power system consisting of one or more DG.

**Remark 5:** If the initial condition contributes to a large amount of energy in the augmented system, the reduced-order model with a higher order will be required. Meanwhile, this will also increase the computational and control complexity while operating the controller in real time. In this paper, the original full-order state-space function is divided into two components, i.e., the unforced component with nontrivial initial conditions and forced component with null initial conditions. Therein, the unforced component represents the impact of the initial conditions. Under this initial condition, the order of the reduced-order model regarding unforced component will be high. There is an important trade-off between model accuracy and computational complexity. However, if you want to obtain one lower order model, whose order is the same as the reduced order model based on the conventional approach, the output variable error between full order model and reduced order model for unforced component can be chosen as one large value. Under this case, the order of the reduced model based on the approach in this paper can be the same as that based on the conventional approach. Meanwhile, the model accuracy is still improved through the proposed model reduction approach. Furthermore, this paper focuses more on the system modeling and its model order reduction. There is no doubt that the relative controller based on the proposed reduced-order model in this paper can be designed. Therein, the control performance is better if it is based on one more accurate model. To my best knowledge, the hierarchical control has been proposed to solve relative problem, such as current sharing and so on. Therein, the distributed secondary control strategy proposed in the literature [11] is proposed, which is based on multi-agent consistency control.

IV. APPROXIMATED ERROR BOUND OF THE PROPOSED REDUCED-ORDER AGGREGATE MODEL

It is important for real-time simulation researchers to obtain the approximated error bound between the original system and reduced-order system in advance. To this end, this section provides an error bound for approximation error $\|y(t) - y_r(t)\|_{L_2}$, which is obtained through the proposed model order reduction approach.
Firstly, for the unforced component, let (37)-(38) be one full balanced realization. For certain preset reduced order $r_2$, partition $A$, $A_0$, and $C$ conformingly as

$$A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad A_0 = \begin{bmatrix} A_{01} \\ A_{02} \end{bmatrix}, \quad C = \begin{bmatrix} C_1 & C_2 \end{bmatrix}$$

(46)

where $A_{11} \in R^{r_2 \times r_2}$, $A_{01} \in R^{r_2 \times N}$, and $C_1 \in R^N \times r_2$. Furthermore, define that $W$ is a solution of the Sylvester function

$$A^TW + WA_{11} + C^TC_1 = 0$$

(47)

Define that $\theta = \text{diag}(\delta_1, \delta_2, \ldots, \delta_{N})$ is the diagonal matrix of Hankel singular values of (37)-(38). Based on this, partition $W$ and $\theta$ can be rewritten as follows:

$$W = \begin{bmatrix} W_1 \\ W_2 \end{bmatrix}, \quad \theta = \begin{bmatrix} \delta_1 & 0 \\ 0 & \delta_2 \end{bmatrix}$$

(48)

where $W_1, \delta_1 \in R^{r_2 \times r_2}$. Define

$$F_{x_0}(t) = Ce^{At}A_0$$

(49)

$$F_{r_2x_0}(t) = Cr_2e^{At}A_0$$

(50)

where $F_{x_0}(t)$ represents the impulse response of the full-model in (37)-(38), and $F_{r_2x_0}(t)$ represents the impulse response of the reduced-order model in (43)-(44). As a result, the approximation error is shown as follows [4]

$$\|F_{x_0}(t) - F_{r_2x_0}(t)\|_{L_2} \leq \text{trace}[\delta_1 \delta_2 + \varphi_2 \delta_2]$$

(51)

where $\varphi_1 = A_{02}A_{12}^T$, $\varphi_2 = 2W_2A_{12}$ and $\varphi = \varphi_1 + \varphi_2$. Therein, the former term in the upper bound (51), e.g., $\text{trace}[\delta_1 \delta_2]$ depends on the neglected Hankel singular values $\delta_2$, and the latter term in the upper bound (51), e.g., $\text{trace}[\varphi_2 \delta_2]$ depends quadratically on $\delta_2$. Through the foresaid theoretical accumulation, the upper bound of the approximation error for the proposed model order reduction approach is provided as follows:

**Theorem 1:** Assume that $y(t)$ is the output variable of the full-order model in (15) with inhomogeneous initial condition $x_0$. Meanwhile, $y_r(t)$ is the reduced-order output variable, which is obtained through Algorithm 1 and Algorithm 2. Based on this, for abnormal input variable $u(t) \in L^N_2$, the output variable error $y(t) - y_r(t)$ is bounded through

$$\|y_t(t) - y_r(t)\|_{L_2} \leq \left(2 \sum_{i=r_1+1}^{3N} \lambda_i \right) \|u(t)\|_{L_2} + \sqrt{\text{trace}[(\delta_0)^2]}\|x_0\|_{L_2}$$

(52)

where $\lambda_i (i = r_1 + 1, r_1 + 2, \ldots, 3N)$ represents the truncated Hankel singular values in (41)-(42). $\delta_i (i = r_2 + 1, r_2 + 2, \ldots, 3N)$ represents the truncated Hankel singular values in (43)-(44).

**Proof:** Recall from (32) that $y(t) = y_1(t) + y_2(t)$ and from (45) that $y_r(t) = y_1(t) + y_2(t)$. Thus,

$$\|y(t) - y_r(t)\|_{L_2} \leq \|y_1(t) - y_1(t)\|_{L_2} + \|y_2(t) - y_2(t)\|_{L_2}$$

(53)

The former term of the upper bound in (53) is provided through utilizing the balanced truncation upper bound in (31). Since $y_1(t)$ is the output variable of the reduced-order model approximation to (39)-(40) provided through balanced truncation approach, and therefore

$$\|y_1(t) - y_r(t)\|_{L_2} \leq \left(2 \sum_{i=r_1+1}^{3N} \lambda_i \right) \|u(t)\|_{L_2}$$

(54)

For latter term of the upper bound in (53), i.e., $\|y_2(t) - y_2(t)\|_{L_2}$, the definitions of $y_2(t)$ in (40) and $y_r(t)$ in (44) are applied, and therefore

$$\|y_2(t) - y_2(t)\|_{L_2} \leq \sqrt{\text{trace}[(\delta_0)^2]}\|x_0\|_{L_2}$$

(55)

Therefore, the proof is finished.

**Remark 6:** The error bound in (52) for output variable response illustrates the value of proposed model order reduction for two mappings $F_{u-x-y}$ and $F_{x_0-y}$ independently. First of all, scholars can choose the reduced dimensions $r_1$ and $r_2$ independent of each other, which is based on preset error thresholds. Then, with independent reduction of $F_{u-y}$ and $F_{x_0-y}$, the scaling of input variable maps and inhomogeneous initial conditions are not coupled. To this end, the resulting reduced-order models is scale-independent, which is one of the main advantages of the proposed model order reduction approach. Furthermore, the prior knowledge and theoretical basis could be provided for DC microgrid designers through this theorem. Before real-time simulation, the errors between the output variables of the full order model and the output variables of the reduced order model can be provided through error bound theorem. If this error can be accepted through DC microgrid designers, the DC microgrid designer can use the reduced-order model to design the secondary controller and research the dynamic characteristics. Under this case, the full order model can be ignored and real-time simulation process can also be canceled.

V. SIMULATION AND EXPERIMENT

In this section, the proposed model order reduction approach is verified through DC microgrid built in this paper. In order to reveal the result performance based on the proposed model order reduction approach, $L_\infty$ error ($L_\infty$ error = $\|y(t) - y_r(t)\|_{L_\infty}$) and $L_2$ error ($L_2$ error = $\|y(t) - y_r(t)\|_{L_2}$) are provided, which are two important indexes for evaluating the performance of the model order reduction approach [30]. In order to simplify the system complexity, assume that there are four different parameters of agents in this DC microgrid, i.e., $Agent_1$, $Agent_2$, $Agent_{11}$ and $Agent_{1V}$. Meanwhile, the rated dc voltage is 50V, and the ratio of rated capacities regarding each DG in different agent is set as $DG_1 : DG_{11} : DG_{111} : DG_{1V} = 1 : 2 : 3 : 4$. The converter rating values of four DGs are chosen as 2kW, 4kW, 6kW and 8kW, respectively. The detailed parameters of each DG are shown in Table I.

A. Model Accuracy Verification

In order to visually verify the model accuracy, the number of the agents in DC microgrid is chosen as four, i.e., $Agent_1$, $Agent_2$, $Agent_{11}$ and $Agent_{1V}$. Meanwhile, the line resistance $R_{ij}$ between the $i$th agent and the $j$th agent are shown
TABLE I: The DC microgrid simulation parameters regarding four agents

<table>
<thead>
<tr>
<th>Parameter Meaning</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>V − I droop coefficient</td>
<td>(m_i)</td>
<td>0.001</td>
</tr>
<tr>
<td>Resistor for RLC Filter</td>
<td>(R_{i1})</td>
<td>0.4Ω</td>
</tr>
<tr>
<td>Inductor for RLC Filter</td>
<td>(L_{i1})</td>
<td>0.8mH</td>
</tr>
<tr>
<td>Capacitor for RLC Filter</td>
<td>(C_{i1})</td>
<td>2.2mF</td>
</tr>
<tr>
<td>Common resistor load</td>
<td>(R_{i1})</td>
<td>2Ω</td>
</tr>
<tr>
<td>First term in PnP controller</td>
<td>(n_{i1})</td>
<td>-5</td>
</tr>
<tr>
<td>Second term in PnP controller</td>
<td>(n_{i1,2})</td>
<td>-0.1</td>
</tr>
<tr>
<td>Third term in PnP controller</td>
<td>(n_{i1,3})</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter Meaning</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>V − I droop coefficient</td>
<td>(m_{iV})</td>
<td>0.0005</td>
</tr>
<tr>
<td>Resistor for RLC Filter</td>
<td>(R_{i1V})</td>
<td>0.025Ω</td>
</tr>
<tr>
<td>Inductor for RLC Filter</td>
<td>(L_{i1V})</td>
<td>0.2mH</td>
</tr>
<tr>
<td>Capacitor for RLC Filter</td>
<td>(C_{i1V})</td>
<td>0.55mF</td>
</tr>
<tr>
<td>Common resistor load</td>
<td>(R_{i1V})</td>
<td>1Ω</td>
</tr>
<tr>
<td>First term in PnP controller</td>
<td>(n_{i1,1V})</td>
<td>-5</td>
</tr>
<tr>
<td>Second term in PnP controller</td>
<td>(n_{i1,2V})</td>
<td>-0.1</td>
</tr>
<tr>
<td>Third term in PnP controller</td>
<td>(n_{i1,3V})</td>
<td>25</td>
</tr>
</tbody>
</table>

as follows: \(R_{32} = R_{23} = 2.3\Omega, R_{33} = R_{33} = 2.1\Omega, R_{34} = R_{41} = 2.7\Omega, R_{23} = R_{32} = 2.9\Omega, R_{24} = R_{42} = 1.5\Omega\) and \(R_{34} = R_{43} = 2.5\Omega\). In order to better reflect the real power system, the four agents are different in hardware-in-the-loop (CHIL) experiment test system. From Table I, there are three different points, i.e., rated power difference, line impedance difference and load difference. Firstly, the droop coefficient of each distributed generator is designed in inverse proportion to its rated current, i.e., \(m_{11}I_1 = m_{22}I_2 = \ldots = m_{NN}I_N\). To this end, each agent has different rated power or current. Secondly, the RLC filter of each agent is different, which illustrates that the line impedance of each agent is different. Thirdly, the load of each agent is different in the CHIL experiment test system. Based on this, the state matrix \(A_{ii}\) of each agent is different, which results in that the system model belongs to linear heterogeneous multiagent systems. The test system is executed in the CHIL experiment test system, which is shown in Fig. 3. The detailed illustration regarding the CHIL experiment test system can be found in our previous literatures [8], [31]. Under these parameters, the dimension of the original system (14)-(15) is twelve, i.e., \(A_{12x12}, B_{12x4}\) and \(C_{4x12}\). Furthermore, the detailed form is shown in the appendix. Through observing the relative matrices, it is obvious that only the \(A_{ij}\) and \(A_{ii}\) regarding the increased/decreased agent are provided in full-order system. To this end, it is convenient for scholars to build complex system modeling with switched topology or “plug and play” feature. Moreover, the output variables between practical experimental system and full-order state-space function are shown in Fig. 4. Therein, \(y_{refi}\) and \(y_{modi}\) represents the output variables for the \(i^{th}\) agent based on practical experimental system and full-order state-space function, respectively. Moreover, the reference system is the CHIL experiment test system. Therein, the model accuracy can be verified through comparing the output variables of the CHIL experiment test system with the output variables of the full-order state-space function in the simulation setup. To this end, the output variable curve of the full-order state-space function can give adequate overall fits with the practical experimental system, which is shown in Fig. 4. Thus, the model accuracy can be ensured through the foreaid experimental results.

B. Model Order Reduction Approach Verification

In order to visually verify the effectiveness of the proposed model order reduction approach, the number of the agents in DC microgrid is also chosen as four. The detailed simulation parameters are the same as those in the foreaid subsection. Assume that the initial condition of the first agent is inhomogeneous, i.e., \(x_1 = (V_{i1}, I_{f1}, z_{11})^T = (45, 6, 0)\), and the other three agents are homogeneous, i.e., \(x_2 = x_3 = x_4 = \ldots = x_n = (0, 0)\).
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In order to illustrate that the proposed model order reduction approach is suitable for the complex DC microgrid with numerous agents/DGs, three DC microgrids consisting of different agents are provided to verify the effectiveness of the proposed model order reduction approach. Therein, the types of agents are sorted as follows: $\{\text{Agent}_1, \text{Agent}_{11}, \text{Agent}_{111}, \text{Agent}_{1111}, \text{Agent}_{11111}, \ldots\}$. Meanwhile, the initial condition regarding the first quartile of agents is inhomogeneous, which is shown as follows:

$$x_0 = (45, 6, 0, \ldots, 45, 6, 0, 0, 0, \ldots, 0, 0, 0)$$

(56)

Based on this, $L_\infty \text{ error}$ and $L_2 \text{ error}$ under the different number of agents are shown in Table II. The relative results regarding the input-output maps error are also acceptable for real-time simulation scholars. Therefore, the effectiveness of the proposed model order reduction approach can be verified.

### C. Previous numerical model verification

In order to verify the high performance of the proposed model order reduction approach, which is compared with the the pure theoretical literature [3], the previous numerical model found on Section 6.1 of the literature [30] is provided.

$$x_4 = (0, 0, 0)^T.$$  

To this end, the matrix $A_0$ can be the 12-dimension unit matrix, and the reduced order numbers, i.e., $r_1$ and $r_2$, can be chosen as $r_1 = 4$ and $r_2 = 8$, respectively. There is no doubt that the resulting reduced-order models ($r_1$ and $r_2$) can be scale independent. In this subsection, the reference system is the original full-order state-space function shown in (14)-(15), and output error in this paper represents the error between the output variables of the full-order state-space function and the output variables of the reduced-order state-space function. The errors based on the literatures [16] and [21] between the output variables of the full order model and the output variables of the reduced order model are provided in Fig. 5. There is no doubt that these errors cannot be accepted for real-time simulation engineers in the initial stage. Meanwhile, the errors based on proposed approach between the output variables of the full order model and the output variables of the reduced order model are provided in Fig. 6. Obviously, the output variable curve of the reduced-order model better gives adequate overall fits with the full-order model at all times. Finally, the $L_\infty \text{ error}$ and $L_2 \text{ error}$ based on the proposed model order reduction approach are shown as follows: $L_\infty \text{ error} = 3.7816 \times 10^{-3}$ and $L_2 \text{ error} = 1.2687 \times 10^{-3}$. The result regarding the input-output maps error is acceptable for real-time simulation scholars.

### TABLE II: The DC microgrid simulation parameters regarding four agents

<table>
<thead>
<tr>
<th>Number</th>
<th>$L_\infty \text{ error}$</th>
<th>$L_2 \text{ error}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>$4.3926 \times 10^{-5}$</td>
<td>$3.6214 \times 10^{-5}$</td>
</tr>
<tr>
<td>60</td>
<td>$5.3128 \times 10^{-5}$</td>
<td>$3.9867 \times 10^{-5}$</td>
</tr>
<tr>
<td>100</td>
<td>$6.2145 \times 10^{-5}$</td>
<td>$4.3268 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

In order to verify the high performance of the proposed model order reduction approach, which is compared with the the pure theoretical literature [3], the previous numerical model found on Section 6.1 of the literature [30] is provided.

Fig. 5: The errors based on the literatures [16] and [21] between the output of the full order model and the output of the reduced order model: (a) $L_\infty \text{ error} = \|y(t) - y_r(t)\|_{L_\infty}$; (b) $L_2 \text{ error} (L_2 \text{ error} = \|y(t) - y_r(t)\|_{L_2})$.  

Fig. 6: The errors based on the proposed approach between the output of the full order model and the output of the reduced order model: (a) $L_\infty \text{ error} = \|y(t) - y_r(t)\|_{L_\infty}$; (b) $L_2 \text{ error} (L_2 \text{ error} = \|y(t) - y_r(t)\|_{L_2})$.  

In order to illustrate that the proposed model order reduction approach is suitable for the complex DC microgrid with numerous agents/DGs, three DC microgrids consisting of different agents are provided to verify the effectiveness of the proposed model order reduction approach. Therein, the types of agents are sorted as follows: $\{\text{Agent}_1, \text{Agent}_{11}, \text{Agent}_{111}, \text{Agent}_{1111}, \text{Agent}_{11111}, \ldots\}$. Meanwhile, the initial condition regarding the first quartile of agents is inhomogeneous, which is shown as follows:

$$x_0 = (45, 6, 0, \ldots, 45, 6, 0, 0, 0, \ldots, 0, 0, 0)$$

(56)

Based on this, $L_\infty \text{ error}$ and $L_2 \text{ error}$ under the different number of agents are shown in Table II. The relative results regarding the input-output maps error are also acceptable for real-time simulation scholars. Therefore, the effectiveness of the proposed model order reduction approach can be verified.

C. Previous numerical model verification

In order to verify the high performance of the proposed model order reduction approach, which is compared with the the pure theoretical literature [3], the previous numerical model found on Section 6.1 of the literature [30] is provided.
Based on this, the reduced order numbers, produce reduced order, which is based on the decay rate. The truncation tolerance of 0.01 is determined to can be chosen as $r_1$ and $r_2$, can be chosen as $r_1 = 16$ and $r_2 = 98$, respectively. There is no doubt that the resulting reduced-order models ($r_1$ and $r_2$) can be scale independent. In order to illustrate the high performance, the output variable curves among the full-order model (yellow curve), the reduced-order model based on the proposed approach in [3] (red curve) and the reduced-order model based on the proposed approach in this paper (blue curve) are provided in Fig. 7. Therein, the output variable curve of the reduced-order model better gives adequate overall fits with the full-order model. To sum up, the effectiveness of the proposed model order reduction approach can be verified.

**VI. CONCLUSION**

With the rapid development regarding the high penetration of distributed renewable sources, the model order reduction approach has been indispensable for the real-time simulation. Although the traditional model order reduction approaches have been widely studied, the initial values requirement has always been ignored or it has been avoided through making the restrictive assumption that the initial values are zero. Apparenty, it is difficult for real-time simulation scholars to accept this effect due to soft-starting operation. To this end, this paper has proposed a reduced-order aggregate model based on balanced truncation approach to provide the preprocessing approach for the real-time simulation of large-scale converters with inhomogeneous initial conditions in DC microgrid. Compared with the existing literatures, three advantages have been found in this paper as follows: (i) The standard linear time-invariant model with inhomogeneous initial conditions has been built through non-leader multiagents concept. With this effect, it has been convenient for scholars to build complex system modeling with switched topology or “plug and play” feature. Meanwhile, this modeling concept can be applied to relative fields, such as AC microgrid, AC/DC microgrid, smart grid and so on; (ii) For theforesaid system, the reduced-order aggregate model based on balanced truncation approach has been provided to present preprocessing for the real-time simulation. Based on this, the errors between the output variables of the full order model and the output variables of the reduced order model have been reduced; (iii) The approximated error estimate of the reduced-order aggregate model regarding large-scale converters has been provided through using the mathematical theorem 1. To this end, the prior knowledge and theoretical basis could be provided for DC microgrid designers. Finally, the simulation results have been provided to verify the performance of the proposed model order reduction approach.

**APPENDIX**

**DETAILED SUB-MATRICES FOR THE ORIGINAL SYSTEM WITH FOUR DGs**

$$A_{11} = \begin{bmatrix} -227 & 455 & 0 \\ -7500 & -250 & 31250 \\ 1 & 0 & 0 \end{bmatrix}, \quad A_{12} = \begin{bmatrix} -197 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{13} = \begin{bmatrix} -216 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

$$A_{14} = \begin{bmatrix} -168 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{21} = \begin{bmatrix} -395 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{22} = \begin{bmatrix} -227 & 909 & 0 \\ -1500 & -375 & 62500 \\ 1 & 0 & 0 \end{bmatrix}, \quad A_{23} = \begin{bmatrix} -313 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

$$A_{24} = \begin{bmatrix} -606 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{31} = \begin{bmatrix} -865 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{32} = \begin{bmatrix} -865 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{33} = \begin{bmatrix} -30000 & -630 & 125000 \\ 0 & 0 & 0 \end{bmatrix},$$

$$A_{34} = \begin{bmatrix} -727 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{41} = \begin{bmatrix} -1683.5 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

$$A_{42} = \begin{bmatrix} -3030 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{43} = \begin{bmatrix} -1818 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

$$A_{44} = \begin{bmatrix} -1140 & 4550 & 0 \\ -75000 & -1380 & 312500 \\ 0 & 0 & 0 \end{bmatrix}, \quad B_{11} = B_{22} = \begin{bmatrix} B_{33} = B_{44} & [-5 & -0.1 & 25]^T, \quad C_{11} = \begin{bmatrix} 0 & 0.01 & 0 \end{bmatrix}, \quad C_{22} = \begin{bmatrix} 0 & 0.0075 & 0 \end{bmatrix}, \quad C_{33} = \begin{bmatrix} 0 & 0.005 & 0 \end{bmatrix}, \quad C_{44} = \begin{bmatrix} 0 & 0.0025 & 0 \end{bmatrix}. \end{bmatrix}$$

**ACKNOWLEDGEMENT**

Authors would like to thank F. Freitas, J. Rommes, and N. Martins to use their MATLAB code regarding model order reduction approach with homogeneous initial conditions.
REFERENCES


[19] Wang Rui received the B.S. degree in electrical engineering and automation in 2016 from Northeastern University, Shenyang, China, where he is currently working toward the Ph.D. degree in power electronics and power drive. Since 2019, he has become a visiting scholar with the Energy Research Institute, Nanyang Technological University, Singapore.

[20] Wang Rui received the B.S. degree in electrical engineering and automation in 2016 from Northeastern University, Shenyang, China, where he is currently working toward the Ph.D. degree in power electronics and power drive. Since 2019, he has become a visiting scholar with the Energy Research Institute, Nanyang Technological University, Singapore.

[21] Sun Qiuye (M’11-SM’19) received the Ph.D. degree in control science and engineering from Northeastern University, Liaoning, China in 2007. He is currently a full Professor with Northeastern University.

[22] Sun Qiuye (M’11-SM’19) received the Ph.D. degree in control science and engineering from Northeastern University, Liaoning, China in 2007. He is currently a full Professor with Northeastern University.

[23] He has authored or coauthored over 200 papers, authored over 10 invention patents. His research interest focuses on modeling of distributed renewable energy source in microgrid, stability analysis approach and stabilizing control strategy for microgrid, smart grid and so on.

[24] He has authored or coauthored over 200 papers, authored over 10 invention patents. His research interest focuses on modeling of distributed renewable energy source in microgrid, stability analysis approach and stabilizing control strategy for microgrid, smart grid and so on.
Tu Pengfei (S’14–M’19) received the B.Eng. degree in electrical engineering from Wuhan University, Wuhan, China, in 2013, the M.Sc. and Ph.D. degree in power engineering from Nanyang Technological University, Singapore, in 2014, 2019 respectively. He is currently working in Energy Research Institute @ Nanyang Technological University (ERI@N) as a postdoctoral research fellow. His current research interests include reliability of multilevel converters, model predictive control, and wireless power transfer.

Jianfeng Xiao received the B.Sc. degree (with first-class honor) in School of Mechanical and Aerospace Engineering from Nanyang Technological University (NTU), Singapore, in 2011, and Ph.D degree in Power Engineering division, School of Electrical and Electronic Engineering, NTU, Singapore. Upon graduation, he has joined the Energy Research Institute @ NTU (ERI@N), Singapore as a post-doctor Research Fellow (RF) in Dec 2015. Currently, he is an Assistant Professor in the Newcastle University in Singapore (NUIS).

Gui Yonghao (S’11–M’17–SM’20) received the B.S. degree in automation from Northeastern University, Shenyang, China, in 2009. He received the M.S. and Ph.D. degrees in electrical engineering from Hanyang University, Seoul, South Korea, in 2012 and 2017, respectively. From February 2017 to November 2018, he worked with the Department of Energy Technology, Aalborg University, Aalborg, Denmark, as a Postdoctoral Researcher. Since December 2018, he has been working with the Automation & Control Section, Department of Electronic Systems, Aalborg University, Aalborg, Denmark, where he is currently an Assistant Professor. His research interests include control of Power Electronics in Power Systems, Energy Internet, and Smart Grids. Dr. Gui serves as an Associate Editor for the IEEE Access and the International Journal of Control, Automation and Systems. He was a recipient of the IEEE Power and Energy Society General Meeting Best Conference Paper Award in 2019.

Wang Peng (F’18) received the B.Sc. degree in electronic engineering from Xian Jiaotong University, Xian, China, in 1978, the M.Sc. degree from Taiyuan University of Technology, Taiyuan, China, in 1987, and the M.Sc. and Ph.D. degrees in electrical engineering from the University of Saskatchewan, Saskatoon, SK, Canada, in 1995 and 1998, respectively. Currently, he is a full Professor with the School of Electrical and Electronic Engineering at Nanyang Technological University, Singapore. He is an Associate Editor or Guest Editor-in-Chief of IEEE Transactions on Smart Grid, IEEE Transactions on Power Delivery, Journal of Modern Power Systems and Clean Energy, CSEE Journal of Power and Energy Systems, and so on. His current research interests include power system planning and operation, renewable energy planning, solar/electricity conversion system and power system reliability analysis.