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Abstract—Unmanned Aerial Vehicles (UAVs) have been widely
used in military and civilian fields in the recent years. In order
to give support to the vast amount of added value services,
UAV communications have become a hot spot for the fifth
generation (5G) and have a very broad development prospect. In
this paper, based on the channel modeling results obtained by
actual measurements, we evaluate the end-to-end delay of Long
Term Evolution (LTE) for air-to-ground (A2G) communications
in suburban environments. The results show that, in order to
satisfy the reliability and latency requirements of the critical com-
munications, the base stations (BSs) deployment and the flight
routes need to be carefully considered since small increments on
the flight distance can have great influence on the packet success
rate and the end-to-end delay. The obtained results are of great
importance to evaluate if current LTE deployments can support
critical communications for cellular-connected UAVs.

Index Terms—Unmanned Aerial Vehicle (UAV), air-to-ground
communications, end-to-end delay, Long Term Evolution (LTE)

I. INTRODUCTION

The number of Unmanned Aerial Vehicles (UAVs) has
experienced a dramatic increase in recent years due to their
steadily decreasing cost and the fast-growing demand both
in military and civilian fields. UAVs can be used for emer-
gency search and rescue operations, traffic real-time mon-
itoring, communications relaying applications, etc. [1], [2].
It is noteworthy that these applications for UAVs mostly
rely on UAV communications, especially air-to-ground (A2G)
communications, which are usually defined as those using a
link between the UAV and a terrestrial base station (BS). A2G
communications can serve many practical purposes, such as to
transmit data or video from the UAV to the BS, or to receive
control signals from a terrestrial commander. Therefore, it is
crucial to investigate whether the requirements of availability,
Quality of Service (QoS), latency and throughput for different
applications can be fulfilled.

Efforts have been taken in the literature to characterize
the A2G propagation channel, which can be categorized into
measurement-based ones and simulation-based ones, respec-
tively. Based on measurement campaigns, channel character-
istics including path loss, shadow fading, Doppler frequency

spread, delay spread or K-Factor for UAV communications in
different scenarios have been investigated [3]-[9]. By means
of simulations, the performance of communications can be
studied based on the (possibly measurement-based) established
channel models, such as in our previous work, [10], which is
solely based on the study of the throughput. Although in that
work we have illustrated that when the signal to noise ratio
(SNR) is greater than 0 dB, the channel equalization techniques
can compensate most of the large and small-scale effects, we
did not consider the end-to-end latency of communications
(i.e., the time taken for a data packet for being received
successfully after being transmitted). As a matter of fact,
there has been little discussion about end-to-end delay of
A2G communications for small low-height UAVs in the related
literature. It is important to highlight that the end-to-end delay
is especially crucial for the so-called critical communica-
tions. Since these kinds of communications transmit safety-
and control-related messages, the 3rd Generation Partnership
Project (3GPP) have imposed high reliability constraints for
them, and hence low tolerance to errors and low delay [11].
Therefore, the performance of A2G communications for low-
height UAVs in terms of end-to-end delay needs to be assessed
based on realistic channel models.

In this work, we consider the evaluation of the performance
of A2G communications not only focused on the throughput,
but also on the end-to-end delay, which implies considering
both the forward link (transmissions from the BS to the UAV)
and the feedback one (transmissions from the UAV to the BS).
Our results are obtained by means of simulations but using the
channel extracted from our previous measurement campaign
described in [4], carried out in a suburban scenario in which a
single UAV flies at a constant height while communicating to
a terrestrial BS. The data packet retransmission mechanisms
of Long Term Evolution (LTE) are considered and the results
show the influence of the distance between the BS and the
UAV both in end-to-end delay as well as in the rate of
packets lost, which also influence the throughput and the
reliability of the communications. The results, presented in
a comprehensive way, show that the flight distance should



be carefully considered if critical communications, such as
control commands, will be transmitted by an A2G link.

II. RETRANSMISSION MECHANISMS IN LTE

The LTE retransmission mechanisms are investigated to
show the tendency of end-to-end delay with respect to flight
distance. According to the LTE standard, a cyclic redun-
dancy check (CRC) is used when transmitting data [12].
The receiver is in charge of checking the correctness of the
CRC received along with each data packet and (possibly)
request a retransmission if errors are detected. In order to do
so, a Hybrid Automatic Repeat reQuest (HARQ) technique,
which combines both Automatic Repeat reQuest (ARQ) with
Forward Error Correction (FEC), is considered in LTE. When
the receiver gets a new packet with errors (hence, wrong CRC),
it firstly tries to correct it by means of a FEC technique. If there
are no remaining errors in the packet, the HARQ indicator
will be set to O (equivalently, a positive acknowledgement
(ACK) is returned to the transmitter). However, if the errors
cannot be corrected completely, the HARQ indicator will set
to 1 (negative acknowledgement (NACK) is sent back to the
transmitter) and the transmitter will retransmit that packet.
After getting the data again, the receiver combines the newly
received data with that of previous erroneous attempts and
tries to perform the correction again [13] [14, Section 9.3.4].

We define a HARQ process as the logical entity in charge of
transmitting a data packet, including tracking of the eventual
retransmissions. As defined in LTE, there will be up to
8 HARQ processes generated simultaneously [14, Section
10.3.2.5], which means that the retransmissions of 8 packets
are handled in parallel, although of course a single packet is
retransmitted at a time. It should be noticed that the HARQ
processes are allowed to perform transmissions not necessarily
in a sequential way, i.e., the order of transmissions of packets
cannot be predicted in principle.

Some concepts regarding are described below to help the
readers to better understand the results of our work:

o Number of transmissions for a packet: number of attempts
required to transmit a packet.

o Packet transmitted successfully: when there are no re-
maining errors to be corrected for a received packet and
the receiver replies with an ACK to the transmitter, we
consider the packet as transmitted successfully.

o Lost packet: when the errors in a packet cannot be
fully corrected and hence a retransmission occurs, the
transmission times for that packet will be increased into
one unit until it equals to 4. When the packet transmission
times equals to 4 (i.e., there were four attempts of sending
the packet) and there are still remaining errors, the packet
will be dropped by LTE [14, Section 10.3.2.5]. The
application layer [15] will be responsible of handling the
lost packets.

o Packet end-to-end delay (also referred as end-to-end
latency): time instant when a packet is received correctly
(ACK is sent by receiver) minus the time instant when it
is transmitted for the first time (transmission times equal

to 1). Note that additional delays can be introduced by
higher levels of the communication system [15].

III. MEASUREMENT CAMPAIGN AND CHANNEL MODEL
A. Measurement environment and equipment

The measurement campaign described in [4] was considered
for this study (in particular, one of the flights performed
on it). The channel measurement campaign was carried in
a suburban scenario at the Jiading Campus of Tongji Uni-
versity, China. Fig. la shows the measurement environment,
consisting of buildings around 15 — 30 m high, roads, rivers,
grassland and trees. A straight dotted line, joining the so-
called “starting point” and ‘“end point”, denotes the UAV
flight route considered'. The BS is aligned with the flight
route and approximately 20m away from the starting point,
as represented in the figure?. The UAV flies at a height of
60m and at a speed of 5m/s. The propagation conditions can
be regarded as line-of-sight (LoS).

A custom-built A2G channel sounder, described into detail
in [4], was used for the channel measurements. The transmitter
is fixed on a lift at 15 meters high, working as the BS, whereas
the receiver is installed on the UAV. Fig. 1b shows the details
of the sounder, including the UAV and the BS. Both the UAV
and the BS are equipped with Global Positioning System
(GPS)-disciplined oscillators, identical quasi-omnidirectional
antennas and a Universal Software Radio Peripheral (USRP)
N-210 used to transmit (BS) and receive (UAV) signals.
Besides, the BS part also has a power amplifier and a power
source and the UAV part also has a small computer to collect
the data from USRP and a router (used exclusively to control
the small computer by a ground operator).

The central carrier frequency of the measurements is
2.5GHZ> and the bandwidth 15.36 MHz, which are close to
the actual values used for the LTE commercial services in
the measurements area. In addition, an orthogonal frequency-
division multiplexing (OFDM) signal following a frame struc-
ture similar to that of downlink LTE was considered as the
sounding signal.

B. Acquired signals processing and extracted channel model

The so-called “GTEC 5G Simulator” [16], [17] was used to
generate and process the signals*. The GTEC 5G Simulator
not only can flexibly generate the transmit signals, but also
implements all the necessary modules in order to process
the acquired signals, such as channel estimation, interpolation
and equalization algorithms, as well as time and frequency
synchronization. The acquired OFDM frames were further

'Coordinates of the starting point and end point (latitude, longitude):
(31.287433°,121.204179°) and (31.284102°,121.208412°), respectively.

2Coordinates of the transmitter (latitude, longitude):
(31.2873872°,121.2040907°).

3Note that the wireless local area network (WLAN) connection used to
control the small computer on the UAV from the ground causes no interference
to the measurements since it works in the frequency band of 2.4 GHz.

4The source code of both the GTEC Testbed and the GTEC 5G Simulator
is publicly available under the GPLv3 license at https://bitbucket.org/tomas_
bolano/gtec_testbed_public.git.
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(b) Picture of the A2G channel sounder.

Fig. 1: Measurement sounder and environment.

processed by the space-alternating generalized expectation-
maximization (SAGE) algorithm [18] integrated in the “GTEC
5G Simulator”, allowing to estimate the channel Multipath
Components (MPCs). A snapshot is regarded as the set of
MPCs obtained from the signal samples corresponding to an
observation period, which approximately equals to 10ms in
our measurements. The channel impulse response for the m-
th snapshot is

L
h(t,T) = Z Q1 0(T — TmJ)eszm*lt. (1)

In Eq. (1), t is the tirln_elvariable, 7 represents the delay, a,y, i,
Tm, and v, ; are respectively the complex amplitude, delay
and Doppler frequency for the I-th path of m-th snapshot, § (-)
denotes the impulse function (Dirac delta) and L is the number
of MPCs per snapshot. In order to capture most of the received
power, . = 15 paths are considered in our measurements
according to the observations in [4]. Since oy, 1, T, and vy,
are constant for each snapshot, only the term including the
Doppler frequency in Eq. (1) changes within each observation
period.

The captured channel snapshots are used to simulate the
transmission of LTE signals in order to estimate the end-to-
end packet delay, packet success rate and resulting throughput.
The received i-th LTE subframe can be written in the time
domain as:

Yi(t) = zi(t) * hin(t,7) + n(t). 2)

In Eq. (2), z;(¢t) is the transmitted signal corresponding

to the ¢-th LTE subframe in time domain, * is the time-

varying convolution operator, m is the number of snapshot

corresponding to the i-th LTE subframe, and n(t) is additive
white Gaussian noise (AWGN).

The power of the AWGN for the simulations is adjusted to
fit the SNR observed in the measurements. Fig. 2 shows a com-
parison between the simulated and the measured SNR versus
the so-called horizontal distance, defined as the projection of
the distance between the BS and the UAV on the ground. The
measured SNR is represented by a dotted black curve whereas
the simulated one by a solid blue curve. It can be seen that
the measured values slightly deviate from the simulated values
in some areas (e.g. between the horizontal distance 170 m and
200 m). However, the overall trend and values of the measured
and simulated results are consistent.
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Fig. 2: Simulated SNR and measured SNR.

IV. SIMULATION RESULTS
A. Packet success rate and number of transmissions

The simulated SNR versus the horizontal distance between
the UAV and the BS for the whole flight is shown in Fig. 3a.
It is worth mentioning that the value of simulated SNR goes
to 0dB at about 175m horizontal distance. Fig. 3b shows
the number of transmissions per packet w.r.t. the horizontal
distance between UAV and BS. It can be clearly seen that a
single transmission attempt is required to ensure the successful
transmission at the beginning of the flight. However, when the
horizontal distance increases, more number of transmissions
are needed to be combined in order to get a successfully
transmitted packet. No more than 4 transmission attempts for
one packet are considered, as explained in Section II. It can
be seen that when the SNR is negative in dB, all the packets
are transmitted 4 times.

The packet success rate w.r.t the horizontal distance ob-
tained by using an average window of length 1s is shown in
Fig. 3c. It can be seen from Fig. 3c that the packet success
rate is 100% at the beginning of the flight. It starts to decrease
at about 166 m and at about 176 m the rate comes to 0%
since there are no more packets received successfully. This
shows that most of the packets that need four transmission
attempts (see Fig. 3b) still fail after the fourth attempt and
hence are discarded, as indicated in Section II. The rate of
packet success rate descent is relatively high, which means
that the performance of the communications reduces very fast
in a short distance around the flight point in which the SNR
decreases from 0 dB. According to the reliability requirements
for UAV communications from the 3GPP [11], less than 0.1%
packet error rate is allowed for critical communications. It can
be seen that in our scenario this criterion is only fulfilled when
the horizontal distance is lower than approximately 165 m.
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Fig. 3: Simulated SNR, number of transmissions per packet
and packet success rate.

B. End-to-end delay

The end-to-end delay, defined in Section II, is crucial
for critical communications. In other words, it is not only
necessary to deliver the packets, but to deliver them on time.
The fact that all the transmitted packets are lost for horizontal
distances larger than 175m does not mean that for shorter
distances the performance is constant. This way, Fig. 4 shows
the end-to-end delay w.r.t. the horizontal distance’. In Fig. 4,
the X-axis is the horizontal distance between the UAV and the
BS, and Y-axis is the delay per packet, which is represented
by black dots. Along with the instantaneous values, a blue
smoothed curve (obtained by moving average) is also provided
to reveal the general trend of the delay. The minimum observed

5Note that only horizontal distance values lower than 180 m are considered,
since no packets are received for longer distances.
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Fig. 4: End-to-end delay.

delay is 3ms, which corresponds to the processing time of
receiver [14, Section 10.3.2.5]. This value corresponds to
the packets transmitted successfully in the first attempt, as
shown in Section IV-A. However, when the flight distance
increases and hence the SNR decreases, the delay becomes
larger and takes one of several discrete values, which are
determined by the order in which different HARQ processes
retransmit the packets. Packets exceeding 4 transmission at-
tempts are discarded, as indicated in Section II, which limits
the maximum delay value. According to the constraints for
UAV communications from the 3GPP [11], a latency lower
than 50 ms is required for critical communications, which is
fulfilled in our case for any packet that is not discarded due
to exceeding the maximum number of transmission attempts.
For our scenarios, this happens for all the horizontal distance
values lower than 175 m. Note that we only consider the LTE
delay in our simulations, and hence we do not include the
delay of higher layers, e.g. the application layer.

C. Throughput

Fig. 5 shows the number of successfully received bits per
packet w.r.t. the horizontal distance, which can be used to cal-
culate the throughput. It can be observed that after 175 meters,
no bits are received successfully and hence the instantaneous
bits per packet values decrease to zero, which is consistent
with the results shown in Section IV-A. It can be seen that
there are three different values of bits received successfully per
packet (0, 11448 and 12960). A 0 value means that the packet
needs a retransmission, hence if no packets are failed, no zero
values will appear. In other words, the first zero value will
appear with the first packet needed to be retransmitted. For the
packets that are transmitted successfully, two possible values
for the bits per packet can be observed since different LTE
subframes provide different payload capacity depending on
the control signals that they include. The average throughput
for the whole flight distance is 1.52 Mbps, whereas if only the
distances below 175 m are considered, the average throughput
becomes 7.72 Mbps. For the flight distances where no packets
are retransmitted, which the average throughput is 12.85 Mbps.
According to the constraints for UAV communications from
the 3GPP [11], the data rate requirements for the downlink are



in the range of 60-100 Kbps, hence the throughput will not be
a limiting factor when LTE is used, according to our results.
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Fig. 5: Successfully received bits per packet.

V. CONCLUSIONS

In this paper, the performance of LTE for A2G com-
munications was evaluated by simulations considering the
channels captured in actual A2G measurements in suburban
scenarios. Different from most of the previous works, we have
characterized the performance not only by the throughput,
but also by the end-to-end delay and the success rate of the
transmitted packets. These results are especially relevant to
determine whether LTE can support critical communications
for A2G links with low-height small UAVs.

From the whole transmission process we can find that the
performance of the A2G communication systems changes very
quickly with the flight distance, severely impacting the packet
success rate and end-to-end delay. When the flight distance
is low, the packets are transmitted successfully at the first
attempt, leading to the 100% packet success rate and the min-
imum possible end-to-end delay. For longer distances, higher
number of transmissions per packet are needed to ensure the
successful transmission, which also increases the end-to-end
delay. It is noteworthy that when the SNR is about 0dB, the
performance of the channel drops very quickly, which is shown
by the rapid decrease of the packet success rate. When the
SNR is below 0 dB, there are no more packets transmitted suc-
cessfully even if four attempts have been made and hence the
packet success rate decreases to 0%. Hence, the instantaneous
received bits per packet also come to zero. Finally, comparing
the packet success rate results and end-to-end delay results
with the reliability requirements and latency requirements of
the critical communications proposed by 3GPP, respectively,
we can find that it is essential to limit the maximum flight
distance or to consider other kinds of antenna configurations
depending on the intended applications to use. In general, the
average throughput results are much higher than those required
for critical communications. The obtained results show that
the flight distance should be carefully planned when relying
on cellular LTE network deployments for low-height UAV
critical communications. Small increases in the flight distance
can result in a sudden decrease of the performance and hence
is not fulfilling the QoS and reliability requirements for this
kind of communications.
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