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Deep Transfer Learning for Location-aware
Millimeter Wave Beam Selection

Sajad Rezaie, Abolfazl Amiri, Elisabeth de Carvalho, and Carles Navarro Manchón

Abstract—The main bottleneck for using deep neural networks
in location-aided millimeter wave beam alignment procedures is
the need for large datasets to tune their large set of trainable
parameters. This paper proposes to use the transfer learning
technique in order to reduce the dataset size requirements
in deep-learning based beam selection. Information transfer
can be done from one environment to another, or from one
antenna configuration to another, which we refer to as domain
and task adaptation, respectively. Numerical evaluations show a
significant gain in using transfer learning in both domain and
task adaptation scenarios, especially with limited datasets.

Index Terms—millimeter wave, beam alignment, deep learning,
transfer learning, domain adaptation, task adaptation

I. INTRODUCTION

WHILE the use of highly directional transmission in
mmWave communications allows for high antenna

gains, it introduces the challenge of aligning beams with
the direction of the line of sight (LOS) or strong non LOS
(NLOS) paths. To simplify the beam alignment procedure
and also the radio frequency (RF) implementation, codebook-
based analog beamforming has been proposed [1]. A simple
approach is to exhaustively search over all combinations of the
precoder and combiner configurations; however, this procedure
suffers from high overhead and latency. As an alternative
to the exhaustive search, hierarchical search methods have
been proposed to reduce the latency by searching directions
with different beam widths [1]. They suffer, however, from
a degraded accuracy when dealing with low signal-to-noise
ratio (SNR) at large beam widths. Context information-based
(CI-based) beam alignment methods have been proposed to
exploit contextual information such as user position and speed
to address these challenges. CI can be obtained by either
sensors on transceivers or out-band measurements which may
cause additional overheads [2]. Making use of the context
information of the user and environment, probabilistic data-
driven methods propose a short list of candidate beams by
leveraging the information in the training data [3].

Furthermore, machine learning techniques, especially rein-
forcement learning (RL) and neural networks (NNs), have
been used to provide more accurate beam alignment using
their high capability in non-linear problems [4], [5]. Although
RL is a well-behaved solution for sequential decision-making
problems, it needs constant interaction with the environment to
find the optimal policy [6]. NNs can predict LOS blockage and
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yield accurate beam alignment, significantly outperforming
look-up table type of algorithms such as inverse fingerprinting
[7]. NN-based approaches, however, need a large training
dataset to optimize all the trainable parameters in their net-
works. The training datasets are specific to each deployment
site and its propagation environment, as well as to the antenna
array configurations used by BS and user [7], [8]. Due to
the time and cost associated with measurement collection,
the construction of these large training datasets constitutes
the main obstacle to the use of neural networks in practice.
As a solution to this problem, the transfer learning (TL)
technique can be used to transfer parts of information in a
network previously trained with a large dataset to another
network for which only a small training dataset is available.
The information can be transferred from an environment to
another environment or from an antenna configuration to a
different one, which are known in the research community as
domain and task adaptation, respectively [9], [10].

In this paper, we propose a TL framework for location-
based beam selection that optimizes the neural networks’
parameters using small datasets. The proposed procedure can
transfer useful information from a network trained with large
datasets. We show the benefits of using TL techniques when
it is not feasible to measure many samples at each environ-
ment and for each possible configuration. To benchmark the
proposed method, we considered the two hierarchical beam-
search (HBS) methods proposed by [1] and the deep learning
(DL)-based beam alignment without TL in [7] as baselines.
The numerical results, which are obtained based on ray-traced
channel responses, show that the proposed method can reduce
the performance gap of training with large and small datasets,
and it also outperforms the baselines. Significant performance
improvement is observed when applying TL in both cases:
from an environment to another environment and from an
antenna configuration to a different one.

II. SYSTEM MODEL

We consider a 3-dimensional (3D) indoor downlink sce-
nario consisting of a transmitter (TX) and a receiver (RX)
equipped with uniform linear arrays (ULA) and operating in
the mmWave frequency band. We assume that TX and RX
ULAs are placed horizontally and are made respectively of
Nt and Nr elements, with the elements separated by half a
wavelength.

A. Channel Model
Without loss of generality, the transmitter is located at the

origin of the coordinate system, pt = (0, 0, 0), with fixed angle
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αt, relative to the x-axis. The receiver is placed randomly
inside the defined area at position pr = (xr, yr, zr) with a
random orientation αr ∈ [0, 2π). We only consider changes
of the RX’s ULA orientation in the azimuth plane.

The channel matrix between the transmitter and the receiver
with one LOS and L non-line-of-sight (NLOS) paths, is
modeled as

H =

L∑
l=0

√
ρl e

jϑl ar(φr,l, θr,l) a
H
t (φt,l, θt,l), (1)

where H ∈ CNr×Nt , ρl and ϑl are the receive power and
the phase of the l-th path, respectively. Furthermore, φr,l and
θr,l denote the azimuth and elevation angle of the AoA with
respect to the receiver array axis. The antenna array response
of the receiver, ar, is

ar(φr,l, θr,l) =
1√
Nr

[1, ejπsin(θr,l) cos(φr,l), . . .

, ejπ(Nr−1) sin(θr,l) cos(φr,l)]T .

The antenna array response of the transmitter, at, is analo-
gously defined using the azimuth and elevation AoDs, φt,l
and θt,l, which are measured relative to the TX array axis.

B. Beam Codebook

Analog phase shifters have the ability to form beams by
applying phase shifts to the signal of each antenna element. For
simplicity, we employ discrete Fourier transform (DFT)-based
codebooks with predefined precoders and combiners that steer
the arrays in the azimuth direction. We define the precoders
and combiners as

up = at(φp, π/2), p∈{1, . . . , Nt},
vq = aHr (φq, π/2), q∈{1, . . . , Nr}.

where φp and φq ∈ [0, π) are arccos((2p− 1−Nt)/Nt), and
arccos((2q − 1−Nr)/Nr), respectively.

The sets U = {u1, . . . ,uNt
} and V = {v1, . . . ,vNr

}
denote the codebooks of all possible analog beamformers at
the transmitter and the receiver, respectively. By applying the
precoder up and combiner vq , the received signal strength
(RSS) at the receiver may be expressed as

R[p, q] =
∥∥∥√PtvHq Hups+ vHq n

∥∥∥2

(2)

where Pt and s ∈ C are the transmission power and the known,
unit power training symbol, respectively. Also, n ∈ CNr

denotes zero mean complex Gaussian noise variance σ2
n.

III. TRANSFER LEARNING FOR BEAM SELECTION

Exploiting propagation environment information together
with the position and orientation information helps to make
the beam alignment procedure more robust against blockage,
along with reducing the latency of the procedure. This prior
knowledge is extractable from measurements in the same
environment in a training phase. However, the mapping from
context information of the receiver, accounting for the ge-
ometry of the environment, to the best beam alignment is a
highly non-linear function. Due to the high capacity of neural
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Fig. 1. Deep neural network architecture of the beam alignment method using
receiver coordinates and orientation as context information.

networks to learn non-linear functions, deep neural networks
(DNNs) are suitable for our problem. While DNN needs a
large dataset to tune its parameters, capturing many samples
at each environment is not feasible. TL is a technique that
transfers the knowledge learned in a situation, usually with a
large dataset, to improve the performance of learner in a new
situation, usually with a smaller dataset.

A. Network Architecture

Fig. 1 shows a proposal structure of a feedforward, fully-
connected, deep neural network that predicts probabilities of
each beam pair resulting in the largest RSS according to
the coordinates and orientation of the receiver. This network
design is inspired by the structure in [7], where each output
corresponds to a unique beam pair. Thus, there are NtNr
outputs in the proposed network. Also, tanh and softmax
functions, respectively, are used as the non-linear activation
functions of the hidden and output layers. The outputs of the
deep neural network, O, are the nonlinear functions of the
input vector x as

O = f
(O)
WO
◦ f (Nh)

WNh
◦ . . . f (1)

W1
(x) (3)

where h ◦ g(x) = h(g(x)). f
(i)
Wi

, i = 1, · · · , Nh and f
(O)
WO

denote the nonlinear transformation function of the Nh hidden
layers and output layer, respectively. In addition, Wi, i =
1, · · · , Nh denotes the matrix of all the trainable weights
at the i-th hidden layer, and WO includes all the trainable
weights at the output layer of the network. Consider the set
W = {W1, . . . ,WNh

,WO} which includes all the trainable
parameters of the network. The number of trainable parameters
depends on the number of neurons in each layer and also the
number of considered hidden layers in the structure. According
to the previous research, there are hundreds of thousands train-
able weights in a fully connected neural network with enough
capacity for mapping context information to beam pairs [4],
[5], [7]. However, training a large number of parameters
requires a large dataset, between 10, 000 to 100, 000 samples
from the environment with a given antenna configuration at
the transceivers [4], [7], which is a time- and cost-consuming
operation.

To generate the training dataset of environment Ξ with MΞ

user points, we calculate each beam pair’s RSS using (2)
for each user position and orientation in the user grid. The
dataset DΞ = {(xm, Lm)},m = 1, · · · ,MΞ, is composed
of MΞ pairs, where xm and Lm, respectively, are the vector
of the NN’s input ([xr, yr, zr, αr]) and the index of beam
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pair with the highest RSSs for m-th user. As Lm is the
post-processed version of the received signals for all beam
pairs, it implicitly contains the information about geometry
and size of the environment. As an example, when the LOS
is blocked, other strong paths determine the beam pair with
the highest RSSs. So, the NN can learn, for a given location
and orientation, which beam pairs have higher probability to
be the best choice for transmission [7].

B. Transfer Learning

Transfer learning can be applied across domains and tasks,
where the goal is to transfer knowledge between different
environments or different tasks, respectively [9].

1) Domain Adaptation: Assume we have a large dataset
of measurements in an environment, which we refer to as
source domain, with Nt and Nr antenna elements at the TX
and RX, respectively. Also, consider a network NETS with
Nh

S and nS hidden layers and neurons at each hidden layer,
respectively, predicting the best beam pair accurately. Due
to the availability of a large dataset, DS , the weights of the
network NETS can be initialized with random values and be
trained by a standard backpropagation algorithm. On the other
hand in a second environment, which we refer to as destination
domain, only a limited-size dataset, DD, with the same antenna
configuration as the source domain is available. If we consider
another network NETD with the same number of layers and
neurons as NETS , there is a chance to reuse WS , the trained
weights of network NETS . The information learned from
the source domain can be transferred to the destination by
using WS as the initial values of the trainable weights for
NETD. By way of explanation, NETD leverages {WS ,DD}
to optimize its nonlinear transformation functions.

Although the weightsWS do not contain information about
the propagation environment in the destination domain, they
are enough for the network to predict the beam pair cor-
responding to the LOS, which is a non-linear function. By
transferring the trained weights WS to NETD, having to re-
learn such mapping in the destination domain is avoided. The
Network NETD can tune its parameters to consider the NLOS
cases in the destination environment with few measurements.
As the input and output spaces are the same for both NETS

and NETD, the TL is inductive and homogeneous [9].
2) Task Adaptation: Collecting many measurements of the

environment with all possible antenna configurations for TX
and RX is clearly infeasible. Using TL, the knowledge about
a given propagation environment that is present in a dataset
obtained with a specific antenna configuration can be partly
reused in other antenna setups. The hypothesis is that, by
using this technique, only a small training dataset with the
new antenna configuration is required to obtain acceptable
performance. We denote with NETB and NETT the beam
selection networks at the same environment with the base and
target antenna configurations of transceivers {NB

t ;NB
r } and

{NT
t ;NT

r }, respectively. Both networks have exactly the same
structure and number of neurons except for their output layers,
whose dimensions follow their specific antenna configurations:
NB
t N

B
r neurons in NETB and NT

t N
T
r in NETT .

Assume the network NETB is accurately trained due to
the large training dataset DB , and it reliably provides the best
beam pair at the base configuration. Since both networks use
samples from the same environment and the first layers of a
deep neural network can be seen as a feature extraction module
[12], the weights corresponding to the initial layers of NETB

can be used as initialization of the corresponding weights
at NETT . Thus, the learned mapping from position and
orientation of RX to appropriate directions can be transferred.
Since the structure of both networks is the same for their input
and hidden layers, we use the trained weights for the base
antenna configuration WB

1 ,W
B
2 , . . .W

B
Nh

as initial values
for the weights WT

1 ,W
T
2 , . . .W

T
Nh

in the target configu-
ration network NETT . As the output layers have different
dimensions in both networks, we use random initialization of
the weights WB

O at the output layer of NETT . Weights of
NETT are then fine-tuned with a dataset obtained with the
target antenna configuration. Contrary to domain adaptation,
the learned mapping between coordinate and beam indices in
LOS and NLOS situations is transferred partially to NETT .
As the output spaces in NETB and NETT are different, the
TL is categorized as inductive and heterogeneous [9].

3) Freezing Trainable Parameters: The hidden layers of the
network can be seen as the part learning the most common
directions for each input x, while the output layer maps these
directions to the right beamforming codewords. With this
interpretation, as in the domain adaptation the codebook is
the same, we have the option to freeze the output layer after
loading WS

O. In the task adaptation case the environment is the
same, so the weights of the hidden layers can be frozen after
loading WB

1 ,W
B
2 , . . .W

B
Nh

, with only the last layer being
fine-tuned. Freezing these layers decreases the number of train-
able parameters in the network, which improves performance
especially when few samples are available for training.

IV. SIMULATION RESULTS AND DISCUSSIONS

We present numerical evaluations to compare the proposed
TL based beam selection with two baselines: the DL-based
method without TL [7] and hierarchical beam-search [1]. We
consider a 3D scenario with three different environments, an
anechoic chamber (AC), a conference room (CR), and a living
room (LR), which are shown in Fig. 2. The AC represents
an environment without any scatterers, where only the LOS
path is present in the wireless channel. The CR and LR are
described in detail by IEEE 802.11ad task group [11], and
their datasets are generated with half of the instances in LOS
conditions and the other half in NLOS conditions. The main
information about the indoor environments is summarized in
Table I. The different indoor environments are used to assess
the TL idea in the domain adaptation case.

We use the accurate ray-tracing tool, Altair Feko-Winprop
software [13] to generate channel responses. The ray tracing
tool provides all the necessary information such as the angle of
departure (AoD), angle of arrival (AoA), path gains, etc. for all
paths to construct accurately the channel response between the
TX and RX using (1). In the ray-tracing tool, empirical losses
for transmission, reflection and diffraction are considered. We
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(a) AC (b) CR (c) LR x

z y

Fig. 2. Three standard indoor environments where the rooms have different
dimensions and static objects. The LOS power is illustrated for the user grids
of the environments.

TABLE I. Geometrical information of the indoor environments

Dimension (m) AP’s pos. (m) User grid (m) Dataset size
AC 4× 5× 3 (3.5, 2.5, 2.5) [0− 3.5]× [0− 5]× [0.5− 2.5] 90,000
CR 4× 3× 3 (4, 1.5, 2.9) [1− 3.5]× [1− 2]× [1] 6,250
LR 7× 7× 3 (7, 3.5, 1.5) [1.5− 5.5]× [0− 7]× [1.5] 70,000

use the 25 strongest paths at each receiver location to construct
the channel response.

The parameters Pt = 0 dBm and σ2
n = −84 dBm are used

in the dataset generation step. After generating the datasets
by calculating the RSS for each beam pair at each user
position, 80% of each dataset is used to train a network and
the rest for the evaluation process. Thus, there are 72, 000,
5, 000, and 56, 000 samples for training in the AC, CR, and
LR, respectively. On the structure of all neural networks, we
consider 5 hidden layers with 128 neurons at each layer and
10% dropout for all hidden layers to prevent overfitting. Adam
optimizer with 50 epochs is used to train the neural network,
with a minibatch size gradually increasing from 32 to 8192
samples [7]. Also, the labels are converted to one-hot vectors
which are used in the calculation of the cross entropy as
loss function. To replicate the simulation results, the code
and datasets are available in https://github.com/SajadRezaie/
DeepTLBeamSelection. In the evaluations, we consider three
training-based approaches:

1) DNN: The DNN method with random weight initializa-
tion and trained on the destination/target datasets,

2) DNN-TL: The DNN method in which source weights
are used as initialization, and all layers are fine tuned
with the destination/target dataset,

3) DNN-TL-FR: The DNN method in which source
weights are used as initialization, and some layers (the
output layer and hidden layers, respectively, in domain
and task adaptation) are frozen and the rest are fined
tuned witht the destination/target dataset.

To assess the effects of the TL technique in the domain
adaptation scenario, we consider 64 and 16 antenna elements,
respectively, at the TX and RX of the 3 environments. We train
the network NETS in the AC as source domain, with a large
training dataset DS including 72, 000 realizations. For fine-
tuning of the network NETD at the destination domain CR
or LR, we use a subset of the training dataset to evaluate the
impacts of the destination dataset size on the TL performance.

Fig. 3 shows the misalignment probability, i.e. the proba-
bility of missing the best beam pair in a candidate list with
limited size Nb, of different beam selection methods by pro-
cessing only a portion of the destination dataset at the CR or
LR. We consider both of the CR or LR as a destination domain
to evaluate the effects of different propagation properties and
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Fig. 3. Misalignment probability of DL-based beam alignment with and
without using TL for domain adaptation. The full destination training dataset
includes 5, 000 and 56, 000 samples at the CR and LR, respectively.

different dataset sizes at the TL process. The plots with 0
samples depict the case where no samples captured at the
destination environment are used, and there is no fine-tuning
in the TL method. We also show the beam selection method’s
performance using the full datasets to have a lower bound
for comparison. Besides, the performance of two hierarchical
beam-search methods (DEACT and BMW-SS) from [1] is
shown, where the number of beam pair scans needed by these
methods is fixed and fully determined by the antenna array
configurations (20 in this case).

As illustrated in Fig. 3, when training with a very limited
dataset (5% of the training dataset) a significant improvement
in the beam alignment is achievable using the TL technique.
Furthermore, by freezing the output layer with 132096 pa-
rameters, the number of trainable parameters decreases from
198784 to 66688. Freezing around 66% of the weights helped
the network to work better especially with very few training
samples in the destination domain. As shown in Fig. 3, the
proposed beam selection method using the TL technique
outperforms both the DEACT and BMW-SS methods. The
results show transferring only the LOS information from the
source domain AC can be very useful.

Fig. 4 shows the achievable spectral efficiency using hi-
erarchical and DL-based beamforming. By assuming a fixed
channel coherence time, the proportion of channel resources
used for beam alignment for each coherence time period
is subtracted from the system’s achievable rate. Hence, the
effective spectral efficiency can be defined as

SEeff =
Tfr −NbTs

Tfr
log2(1 + SNRp,q), (4)

where Ts and Tfr denote the time required to scan a beam pair
in beam alignment process and the time duration of one frame
with fixed channel response, respectively [14]. Also, SNRp,q

https://github.com/SajadRezaie/DeepTLBeamSelection.git
https://github.com/SajadRezaie/DeepTLBeamSelection
https://github.com/SajadRezaie/DeepTLBeamSelection.git
https://github.com/SajadRezaie/DeepTLBeamSelection
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Fig. 4. Spectral efficiency of different beam alignment at the CR, with the
option of transferring learned knowledge from the AC.
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Fig. 5. The different beam alignment performance at the LR with antenna
configuration of transceivers {64; 64}, where the learned knowledge from
the same environment with {64; 16} antenna elements can be transferred.

is the SNR corresponding to the selected beam pair (p, q) after
the beam alignment phase, and is defined as

SNRp,q =

∥∥∥√PtvHq Hups
∥∥∥2

σ2
n

. (5)

In the simulations, we consider Tfr = 20ms and Ts = 0.1ms
[14]. Contrary to HBS, in which the number of scanned
beam pairs is fixed, Nb can be tuned in the DL methods
by adjusting the candidate beam list size. By using TL and
freezing the output layer, DL-based beamforming provides the
same spectral efficiency as HBS methods with only 3 scanned
beams, hence reducing the alignment latency by 85%.

The capability of TL in the task adaptation problem is
shown in Fig. 5, where the tasks are beam alignment with
different antenna configurations in a same environment. At the
LR, a large dataset is captured with TX and RX having 64 and
16 antenna elements, respectively. In the same environment,
we collect a small dataset with antenna configuration of
transceivers {64; 64}. In line with our expectation, increasing
the dataset size lowers the misalignment probability, and using
TL proves to be more useful with more limited datasets. In
addition, Fig. 6 shows the performance of different beam
alignment methods in the reverse case, where the target task
is alignment of transceivers with {64; 16} antenna elements,
and we can transfer the trained weights with {64; 64} antenna
elements. Since beam alignment with antenna configuration
{64; 16} is easier than {64; 64}, smaller target dataset sizes are
needed to obtain acceptable performance. As illustrated in Fig.
6, freezing the hidden layers helps to have better performance,
but not as much as the domain adaptation case. The reason is
that here we freeze only around 34% of the parameters. These
improvements prove the potential of using the TL technique
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Fig. 6. Misalignment probability of the beam alignment methods at the
LR with antenna configuration of transceivers {64; 16}, with weights being
transferred from the same environment with configuration {64; 64}.

across neural networks of different dimensions, even when the
output layer is initialized with random weights.

V. CONCLUSIONS

The findings of this paper have shown that transfer learning
techniques, in particular parameter reuse, can be leveraged
to significantly reduce the training data requirements for
deep neural networks performing location- and orientation-
based beam alignment. Trained neural network weights can
be effectively reused in other propagation environments or
antenna configurations by fine tuning them with small datasets
in the destination environment or the target antenna setup.
Future research will focus on exploring more sophisticated
transfer learning techniques, and extending the deep learning
paradigm to location-aware beam tracking.
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